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Abstract
Because of the rapid spread of COVID-19 to almost every part of the globe, huge volumes of data and case studies have 
been made available, providing researchers with a unique opportunity to find trends and make discoveries like never before 
by leveraging such big data. This data is of many different varieties and can be of different levels of veracity, e.g., precise, 
imprecise, uncertain, and missing, making it challenging to extract meaningful information from such data. Yet, efficient 
analyses of this continuously growing and evolving COVID-19 data is crucial to inform — often in real-time — the relevant 
measures needed for controlling, mitigating, and ultimately avoiding viral spread. Applying machine learning-based algo-
rithms to this big data is a natural approach to take to this aim since they can quickly scale to such data and extract the relevant 
information in the presence of variety and different levels of veracity. This is important for COVID-19 and potential future 
pandemics in general. In this paper, we design a straightforward encoding of clinical data (on categorical attributes) into a 
fixed-length feature vector representation and then propose a model that first performs efficient feature selection from such 
representation. We apply this approach to two clinical datasets of the COVID-19 patients and then apply different machine 
learning algorithms downstream for classification purposes. We show that with the efficient feature selection algorithm, we 
can achieve a prediction accuracy of more than 90% in most cases. We also computed the importance of different attributes 
in the dataset using information gain. This can help the policymakers focus on only certain attributes to study this disease 
rather than focusing on multiple random factors that may not be very informative to patient outcomes.
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1 Introduction

Because of the rapid global spread of COVID-19 and the 
cooperation of medical institutions worldwide, a tremen-
dous amount of public data — more data than ever before 
for a single virus — has been made available for research-
ers [1–3]. This “big data” opens up new opportunities to ana-
lyze the behavior of this virus [4, 5]. Despite these oppor-
tunities, the huge size of the data poses a challenge for its 
processing on smaller systems [1]. On the one hand, this 

creates scalability issues, and on the other hand, it creates 
the problem of high dimensionality (the curse of dimension-
ality) [6, 7]. Since such data was not previously available 
to the research community at this magnitude and ease of 
access, new and more sophisticated methods are required to 
extract useful information from this big data.

At the same time, the shortage of medical resources may 
occur when such a severe pandemic happens, and the surg-
ing number of patients exceeds the capacity of the clini-
cal system. This situation happens in many countries and 
regions during continuous outbreaks of the COVID-19 pan-
demic and clinicians have to make the tough decision of 
which individual patients have a higher possibility to recover 
and should receive a limited amount of medical care. What 
is more difficult is the decision of which patients have little 
to no chance of survival, regardless of treatment level, and 
should hence be abandoned for the sake of optimizing the 
use of limited resources for others who still have a chance. 
In addition to this, patients with different levels of severity 
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and urgency of symptoms require the medical system to cre-
ate a complete plan to provide various treatments in proper 
order [8].

The clinical decision support system is of utmost impor-
tance to optimize the use of the limited medical resources 
and thus save more lives overall [8]. In order to develop such 
a clinical decision support system with high quality, it is 
necessary to build a model that can predict the possible com-
plications of patients, assessing the likelihood that they will 
survive under certain levels of care. Machine learning (ML)-
based algorithms are proven to perform well in terms of 
classification and clustering. Therefore, we work on building 
machine learning (ML) models that can scale to larger data-
sets and reduce the run time by selecting the proper attrib-
utes. Classification of clinical data as early as possible is 
an important goal as it could help relevant authorities (e.g., 
doctors) to make appropriate decisions on time. The earliest 
decision in many application domains could be more reward-
ing and support efficient decision-making. However, humans 
can take more time to process the information and come up 
with a conclusion. Since time is an essential factor in dealing 
with people’s lives, a slight delay in decision-making could 
be very costly. Using ML models, we can speed up the infor-
mation analysis part and make it more efficient in predictive 
performance than human-based analysis. In this paper, we 
first use ML models to study how we can improve the clas-
sifiers’ predictive performance and improve the runtime so 
that it could help doctors make efficient decisions on time. 
Manual analysis of accuracy vs. time trade-off is not easy 
for humans, and hence that problem could be solved using 
ML. Secondly, we use the interpretability model to explain 
the reason behind the specific behaviors of the classifiers. 
We use a popular explainability model (SHAPE [9–11]) to 
understand the clinical data and impact of different features 
of the coronavirus patients. In this way, once doctors have a 
predictive decision (in less time) from an ML model and the 
reasons behind those decisions (computed using SHAPE), 
doctors can take decision early, which could save lives of 
people by focusing on high risk patients and also by focus-
ing on only those clinical attributes of the patients that are 
highly correlated to their disease. Since ML models take a 
feature vector representation as input [12, 13], designing 
such vectors while preserving a maximum amount of infor-
mation is a challenging task [14]. Moreover, when the size 
of the data becomes large, even scalability of these models 
becomes an issue.

In this paper, we propose a pipeline to efficiently predict 
with high accuracy (and low runtime) patient mortality and 
likelihood of testing positive/negative for COVID-19 as a 
function of many different factors. Our pipeline involves 
data cleaning, data preprocessing, feature selection, clas-
sification, and various statistical analyses on the results. 
Using the clinical findings, our model can help doctors to 

prescribe medications and design strategies in advance that 
can help to save the highest number of lives. We use two 
different datasets in this paper, which involve clinical find-
ings from the Centers for Disease Control and Prevention 
(CDC), USA1, on factors such as age group, sex, ethnicity, 
and residence, and another from the Israelita Albert Einstein 
Hospital in Sao Paulo, Brazil [15], on many factors which 
can be obtained from a blood test, such as leukocytes, plate-
lets, and red blood cells counts. Our contributions can be 
summarized as follows: 

1. We propose a pipeline to efficiently predict patient mor-
tality as a function of a few dozen factors. We show 
that with basic information about a patient (gender, race, 
exposure, etc.), we can predict in advance the likelihood 
of mortality in the future. We also predict if a patient is 
COVID-19 positive or negative using attributes like red 
blood cells and hemoglobin.

2. We show that our model is scalable on larger datasets 
(achieves accuracies >90%).

3. From our results, it is evident that the proposed model 
(using efficient feature selection) outperforms the base-
lines (without using any feature selection) in terms of 
prediction accuracy and runtime.

4. We show the importance of each attribute by measur-
ing the information gain of the attributes with the class 
labels. This study can help doctors and other relevant 
authorities to focus more on specific attributes rather 
than dealing with all information at once, which can be 
difficult for humans to fathom.

5. We also use other statistical analyses such as Pearson 
correlation and Spearman correlation to understand the 
behavior of data and find the correlations between dif-
ferent attributes and the class labels (patient’s mortality 
and likelihood of being COVID-19 positive/negative).

6. We use a popular method, called SHAP analysis, to 
measure the impact of variables against other features. 
This study helps us understand which class of the label 
is highly impacted by a specific feature from the dataset.

The rest of the paper is organized as follows: Section 2 con-
tains literature review for the problem. Our proposed model 
is given in Section 3. Dataset statistics and experimental 
details are given in Section 4. We show results and their 
comparisons in Section 5. We provide an array of statisti-
cal analysis, such as importance of attributes, correlation, 
and SHAP analysis in Section 6. Finally, in Section 7, we 
conclude our paper.

1 https:// data. cdc. gov/ Case- Surve illan ce/ COVID- 19- Case- Surve illan 
ce- Public- Use- Data- with- Ge/ n8mc- b4w4/ data
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2  Related work

Machine learning-based models that take fixed-length 
feature vectors as input has been successfully applied 
(for data analytics tasks) in many domains such as graphs 
analytics [12, 16], smart grid [6, 7], electromyography 
(EMG) [17], and text classification [18–20]. It is impor-
tant to perform an objective evaluation of the underlying 
model rather than just doing subjective evaluation [21]. 
Many data science methodologies have been applied to 
objectively analyze the data of COVID-19 and provide 
support to the medical system. The synergy between data 
scientists and the biomedical communities is helpful to 
improve the detection of diseases and illnesses, as well as 
the prediction of possible complications. Authors in [22] 
developed a framework to predict cancer trends accurately. 
This type of framework could be used for the analysis of 
other clinical data. Authors in [23] used spike sequences 
to classify the variants of the COVID-19 infected humans. 
An effective approach to cluster the spike sequences based 
on the virus’s variants is conducted in [24].

Several types of methods have been used to study and 
understand the behavior of the COVID-19 pandemic. One 
way is to use the genomic data to classify/cluster the cor-
onavirus sequences that could be present in humans [1, 
23, 25] or different hosts  [26]. Some effort is made to 
understand the locality of the virus by evaluating the 
spike sequences of the coronavirus  [2]. Another type 
of study involves using the computed tomography (CT) 
scan images of the human chest to identify the corona-
virus [27, 28]. Authors in [27] used deep learning tech-
niques to differentiate the CT scan images of COVID-19 
and non-COVID 19 patients. A Convolutional Neural Net-
work-based method to classify these CT scan images of 
COVID-19 patients is presented in [29]. A fast COVID-19 
cases detection method using X-ray and CT scan images 
of the chest is proposed in [30], which uses a deep transfer 
learning algorithm to detect the COVID-19 positive cases 
in ≤ 2 seconds.

Several studies discussed different data mining tech-
niques to study the behavior of the COVID-19 [5, 31, 32]. 
Authors in [33] used neural networks, which take advan-
tage of few-shot learning and autoencoder to perform 
predictive analysis on COVID-19 data. Some studies also 
focus on finding the conditional dependencies between 
features, which can be used to analyze the behavior of 
different features towards the prediction of label  [34]. 
A study for predicting the clinical outcomes of patients 
and indicating whether patients are more likely to recover 
from coronavirus or in danger of death is performed in [4]. 
They presented a tool called online analytical processing 
(OLAP), which can help the researchers learn more about 

the confirmed cases and mortality of COVID-19 by con-
ducting machine learning methods on the big dataset of 
COVID-19.

3  Proposed approach

Most of the machine learning (ML) models take fixed-length 
feature vectors as an input to perform different tasks such 
as classification and clustering. We design a fixed-length 
feature vector representation, which includes the values of 
different attributes of the clinical data. One important point 
to mention here is that not all the features in the vectors are 
important in terms of predicting the class labels. Therefore, 
it is required to apply feature selection to not only improve 
the predictive performance of the underlying classifiers (by 
removing unnecessary features), but also improve the train-
ing runtime. The feature selection methods that we used in 
this paper are discussed below.

3.1  Feature selection methods

We use different supervised and unsupervised feature selec-
tion methods to improve the underlying classifiers’ runtime 
and improve the predictive performance. For supervised 
models, we use Boruta (shadow features) [35], and Ridge 
Regression (RR) [36]. For unsupervised methods, we use 
the approximate kernel approach called Random Fourier 
Features (RFF) [37].

3.1.1  Boruta (shadow features)

The main idea of Boruta is that features do not compete 
among themselves, but rather they compete with a rand-
omized version of them. Boruta captures the non-linear rela-
tionships and interactions using the random forest algorithm. 
It then extracts the importance of each feature (correspond-
ing to the class label) and only keeps the features that are 
above a specific threshold of importance. To compute the 
importance of the features, it performs the following task: 
From the original features set in the data, it creates dummy 
features (shadow features) by randomly shuffling each fea-
ture. Now the shadow features are combined with the origi-
nal features set to obtain a new dataset, which has twice the 
number of features of the original data. Using random forest, 
it computes the importance of the original and shadow fea-
tures separately. Now the importance of the original features 
is compared with the threshold. The threshold is defined as 
the highest feature importance recorded among the shadow 
features. The feature from the original feature set is selected 
if its importance (computed using random forest) is greater 
than the threshold (highest importance value among shadow 
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features). In Boruta, a feature is useful only if it is capable of 
doing better than the best randomized feature. Note that we 
are using two datasets in this paper, namely Clinical Data1, 
and Clinical Data2 (see Section 4.1 for detail regarding data-
sets). For Clinical Data1, Boruta selected 11 features out of 
19 and removed Year, Gender, Race, Case Positive Speci-
men Interval, Case Onset Interval, Exposure, Current Status, 
and Symptom Status. For the Clinical Data2, Boruta selected 
7 features from 18 features in total. The selected features are 
Red Blood Cells, Platelets, Hematocrit, Monocytes, Leuko-
cytes, Eosinophils, and Proteina C reativa mg/dL.

3.1.2  Ridge regression

Ridge Regression (RR) is a supervised algorithm for param-
eter estimation that is used to address the collinearity prob-
lem that arises in multiple linear regression frequently [38, 
39]. Its main idea is to increase the bias (it first introduces 
a Bias term for the data) to improve the variance, which 
shows the generalization capability of RR as compared to 
simple linear regression. RR ignores the data points that 
are far away from others, and it tries to make the regres-
sion line more horizontal. RR is useful for Feature selection 
because it gives insights on which independent variables 
are not very important (can reduce the slope close to zero). 
The un-important independent variables are then removed to 
reduce the dimensions of the overall dataset. The objective 
function of ridge regression is the following

where � × slope2 is called penalty terms.

3.1.3  Random Fourier features (RFF)

A popular approach for classification is using kernel-based 
algorithms, which computes a similarity matrix that can be 
used as input for traditional classification algorithms such as 
support vector machines. However, pair-wise computation 
for the kernel matrix is an expensive task. To make this task 
efficient, a method called the kernel trick is used.

Definition 1 It works by taking the dot product between the 
pairs of input points. Kernel trick avoids the need to map the 
input data (explicitly) to a high-dimensional feature space.

The main idea of the Kernel Trick is the following: Any 
positive definite function f(x,y), where x, y ∈ R

d , defines an 
inner product and a lifting � for the purpose of computing 
the inner product quickly between the lifted data points [37]. 
More formally:

(1)min(Sum of square residuals + � × slope2)

The main problem of the kernel method is that when we 
have large-sized data, they suffer from high initial computa-
tional and storage costs. To solve these problems, we use an 
approximate kernel method called Random Fourier Features 
(RFF) [37]. The RFF maps the given data to a low dimen-
sional randomized feature space (euclidean inner product 
space). More formally:

RFF basically approximate the inner product between a pair 
of transformed points. More formally:

In Eq. (4), z is low dimensional (unlike the lifting � ). In this 
way, we can transform the original input data with z. Now, 
z is the approximate low dimensional embedding for the 
original data. We can then use z as the input for different 
classification algorithms.

3.2  Classification algorithms

For classification, we use Support Vector Machine (SVM), 
Naive Bayes (NB), Multiple Linear Regression (MLP), 
K-Nearest Neighbors (KNN), Random Forest (RF), Logis-
tic Regression (LR), and Decision Tree (DT). All algo-
rithms are used with default parameters. The value for K in 
the case of KNN is taken as 5 (using a standard validation 
set approach [40]).

We are also using a model called Keras Classifier for 
classification purposes. For this model, we use a sequential 
constructor. We create a fully connected network with one 
hidden layer that contains p neurons, where p is equal to 
the length of the feature vector. We use “rectifier” as an 
activation function and “softmax” activation function in 
the output layer. We also use an efficient Adam gradient 
descent optimization algorithm with “sparse categorical 
crossentropy” loss function (used for multi-class classi-
fication problem), which computes the crossentropy loss 
between the labels and predictions. For training the model, 
the batch size and number of epochs are taken as 100 and 
10, respectively. Since the keras classification model does 
not require feature selection, we use the original data 
without using any feature selection method to input Keras 
classifiers.

Remark 1 We use “sparse categorical crossentropy” instead 
of simple “categorical crossentropy” because we are using 
integer labels rather than the one-hot representation of 
labels.

(2)⟨�(x),�(y)⟩ = f (x, y)

(3)z ∶ R
d
→ R

D

(4)f (x, y) = ⟨�(x),�(y)⟩ ≈ z(x)�z(y)
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4  Experimental setup

In this section, we describe our dataset in detail. All experi-
ments are performed on a Core i5 system running the Win-
dows 10 OS, 32GB memory, and a 2.4 GHz processor. 
Implementation of the algorithms is done in Python. Our 
code and the prepossessed dataset are available online2.

4.1  Dataset statistics

In this paper, we are using clinical data from two different 
sources. The description of both datasets is given below.

4.2  Clinical Data1

We use COVID-19 Case Surveillance dataset (we call it 
Clinical Data1 for reference), which is publicly available on 
the Centers for Disease Control and Prevention CDC, USA’s 
website3. After preprocessing (removing missing values), we 
got 95984 patients data record. The attributes in the dataset 
are following: 

 1. Year: The earlier of year the Clinical Date. date 
related to the illness or specimen collection or the Date 
Received by CDC.

 2. Month: The earlier of month the Clinical Date. date 
related to the illness or specimen collection or the Date 
Received by CDC (see Fig. 1 for month and year dis-
tribution).

 3. State of residence: This attribute shows the name of 
the state (of the USA) in which the patient is living 
(see Fig. 2 for states distribution).

 4. State FIPS code: Federal Information Processing 
Standards (FIPS) code for different states.

 5. County of residence: Name of the County.
 6. County fips code: Federal Information Processing 

Standards (FIPS) code for different Counties.
 7. Age group: Age groups of patients that include 0–17 

years, 18–49 years, 50–64 years, and 65 + years.
 8. Gender: Female, Male, Other, Unknown.
 9. Race: American Indian/Alaska Native, Asian, Black, 

Multiple/Other, Native Hawaiian/Other Pacific 
Islander, White, Unknown (see Table 1 for the distri-
bution of values for race attribute). 

 10. Ethnicity: Hispanic, Non-Hispanic, Unknown.
 11. Case positive specimen interval: Weeks between ear-

liest date and date of first positive specimen collection.

 12. Case onset interval: Weeks between earliest date and 
date of symptom onset.

 13. Process: Under what process was the case first iden-
tified, e.g., Clinical evaluation, Routine surveillance, 
Contact tracing of case patient, Multiple, Other, 
Unknown. (see Table 2). 

 14. Exposure: In the 14 days prior to illness onset, did the 
patient have any of the following known exposures, 
e.g., domestic travel, international travel, cruise ship 
or vessel travel as a passenger or crew member, work-
place, airport/airplane, adult congregate living facility 
(nursing, assisted living, or long-term care facility), 
school/university/childcare center, correctional facil-
ity, community event/mass gathering, animal with 
confirmed or suspected COVID-19, other exposure, 
contact with a known COVID-19 case? Possible values 
for this attribute are Yes and Unknown.

 15. Current status: What is the current status of this per-
son? Possible values are Laboratory-confirmed case, 
Probable case.

 16. Symptom status: What is the symptom status of this 
person? Possible values are Asymptomatic, Sympto-
matic, Unknown, Missing.

 17. Hospital: Was the patient hospitalized? Possible val-
ues are “Yes”, “No”, and “Unknown”.

 18. ICU: Was the patient admitted to an intensive care 
unit (ICU)? Possible values are “Yes”, “No”, and 
“Unknown”.

 19. Death/Deceased: This attribute highlights whether the 
patient died as a result of this illness. The possible 
values are “Yes”, “No”, and “Unknown”.

 20. Underlying Conditions: This attribute highlights if 
the patient has single or multiple medical conditions 
and risk behaviors. These conditions include diabe-
tes mellitus, hypertension, severe obesity (occurs 
when BMI is greater than 40), cardiovascular disease, 
chronic renal disease, chronic liver disease, chronic 
lung disease, other chronic diseases, immunosuppres-
sive condition, autoimmune condition, current smoker, 
former smoker, substance abuse or misuse, disability, 
psychological/psychiatric, pregnancy, other. The pos-
sible values for this attribute are “Yes” and “No”.

The Distribution of values for different attributes is 
shown in Fig. 3. To check if there is any natural clustering 
in Clinical Data1, we use the t-distributed stochastic neigh-
bor embedding (t-SNE) approach [41]. We map input data 
to 2d real vectors representation using t-SNE and Deceased 
attribute (for Clinical Data1) as a class label (see Fig. 4). We 
can observe in the figure that there is no visible clustering 
corresponding to different values of the deceased attribute. 
All values (No, Yes, and Unknown) are scattered around in 

2 https:// github. com/ sarwa npasha/ COVID_ 19_ Clini cal_ Data_ Analy 
tics
3 https:// data. cdc. gov/ Case- Surve illan ce/ COVID- 19- Case- Surve illan 
ce- Public- Use- Data- with- Ge/ n8mc- b4w4/ data
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the plot. This behavior shows that performing any ML task 
on such data will not directly give us efficient results (since 
the data is not properly grouped together).

4.3  Clinical Data2

We obtained the Clinical Data2 data from [15]. This study 
used a laboratory dataset of patients with COVID-19 in 
the Israelita Albert Einstein Hospital in Sao Paulo, Bra-
zil. The patient samples were collected to identify who 
were infected by COVID-19 at the beginning of the year 
2020. The laboratory dataset contains information on 608 
patients with 18 laboratory findings. In this dataset, 524 
had no findings, and 84 were patients with COVID-19. 
The attributes are Red blood Cells, Hemoglobin, Plate-
lets, Hematocrit, Aspartate transaminase, Lymphocytes, 
Monocytes, Sodium, Urea, Basophils, Creatinine, Serum 
Glucose, Alanine transaminase, Leukocytes, Potassium, 
Eosinophils, Proteina C reativa mg/dL, Neutrophils, 
SARS-Cov-2 exam result (positive or negative). All the 

attributes (other than “SARS-Cov-2 exam result”) contain 
integer values.

4.4  Evaluation metrics

To measure the performance of underlying machine learning 
classifiers, we use different evaluation metrics such as Aver-
age Accuracy, Precision, Recall, weighted and Macro F1, 
and Receiver Operator Curve (ROC) Area Under the Curve 
(AUC). We also computed the training runtime of all ML 
models to see which model is the best in terms of runtime. 
We use 5-fold cross validation to test the performance of 
classifiers and compare the results of different models.

5  Results and discussion

The average and standard deviation results for Clinical Data1 
are given in Table 3 and Table 4, respectively. For classify-
ing the Deceased attribute, we can see that all methods are 

Fig. 1  Month and Year attribute 
distribution

Fig. 2  State of residence distri-
bution

1886 Medical & Biological Engineering & Computing (2022) 60:1881–1896
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able to classify the label (Deceased attribute) with very high 
accuracy (accuracy > 90 in most of the cases). Note that 
feature selection-based models are better in terms of predic-
tion accuracy and outperform the setting in which we are 

not using any feature selection approach (No Feat. Selec.). 
Also, the Boruta feature selection model outperforms all 

Table 1  Race attribute distribution

Race Count

American Indian/ Alaska Native 94
Asian 3067
Black 8806
Multiple/Other 1833
Native Hawaiian/Other Pacific Islander 859
Unknown 3081
White 78244

Table 2  Process attribute distribution

Process Count

Clinical evaluation 43768
Contact tracing of case patient 6813
Laboratory reported 11848
Multiple 22595
Other 556
Other detection method (specify) 164
Provider reported 212
Routine physical examination 22
Routine surveillance 8641
Unknown 1365

(a) Age Group (b) Gender (c) Ethnicity

(d) Exposure (e) Status (f) Deceased

(i) Underlying Condition(h) ICU(g) Hospital

Fig. 3  Pie charts for the distribution of different attributes values

1887Medical & Biological Engineering & Computing (2022) 60:1881–1896
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Fig. 4  t-SNE plot for deceased 
attribute of Clinical Data1

Table 3  Average classification 
results for Clinical Data1 
(95984 patients). Best values 
are shown in bold

Acc. Prec. Recall F1 (Weighted) F1 (Macro) ROC AUC Train Time (Sec.)

No Feat. Selec. NB 0.78 0.93 0.78 0.83 0.49 0.80 0.19
MLP 0.94 0.93 0.94 0.93 0.59 0.66 35.28
KNN 0.94 0.93 0.94 0.93 0.60 0.69 4.71
RF 0.94 0.94 0.94 0.94 0.64 0.71 4.88
LR 0.93 0.87 0.93 0.90 0.32 0.50 1.38
DT 0.93 0.93 0.93 0.93 0.62 0.73 0.37

Boruta NB 0.83 0.94 0.83 0.87 0.54 0.81 0.149
MLP 0.94 0.93 0.94 0.93 0.58 0.66 22.76
KNN 0.94 0.94 0.94 0.94 0.62 0.70 1.814
RF 0.95 0.94 0.95 0.94 0.64 0.72 3.346
LR 0.93 0.89 0.93 0.90 0.33 0.50 0.968
DT 0.94 0.94 0.94 0.94 0.64 0.73 0.227

RR NB 0.84 0.93 0.84 0.87 0.45 0.72 0.129
MLP 0.93 0.87 0.93 0.90 0.32 0.50 5.658
KNN 0.93 0.92 0.93 0.92 0.48 0.60 1.660
RF 0.94 0.93 0.94 0.93 0.51 0.64 2.214
LR 0.93 0.87 0.93 0.90 0.32 0.50 0.338
DT 0.94 0.93 0.94 0.93 0.51 0.64 0.154

RFF NB 0.93 0.87 0.93 0.90 0.32 0.50 0.144
MLP 0.93 0.89 0.93 0.90 0.32 0.50 24.22
KNN 0.93 0.91 0.93 0.92 0.45 0.58 3.280
RF 0.94 0.93 0.94 0.93 0.56 0.64 27.87
LR 0.93 0.87 0.93 0.90 0.32 0.50 0.261
DT 0.91 0.92 0.91 0.91 0.51 0.65 1.461

Keras Class. - 0.93 0.87 0.93 0.90 0.32 0.50 11.582

1888 Medical & Biological Engineering & Computing (2022) 60:1881–1896
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other feature selection approaches. In terms of training runt-
ime, RFF with Logistic Regression classifier is performing 
better than the other classifiers. We note that, while Boruta 
feature selection is close to (No. Feat. Selec.) in the case of 
predictive performance, that it has a significantly shorter 
runtime. Since both predictive performance and runtime are 
important in an overwhelmed clinical setting where quick 
decisions are needed, a method which strikes a balance 
between the two is of most value. The overall performance 
gain for Boruta in case of RF classifier is 1% in terms of 
accuracy, 0.5% in terms of precision, 1% in terms of recall, 
0.6% in terms of F1 weighted, 0.8% in terms of F1 macro, 
and 1% in terms of ROC-AUC as compared no “No Feature 
Selection” model.

The average and standard deviation results for Clinical 
Data2 are given in Table 5 and Table 6, respectively. To 
classify whether a patient is COVID-19 positive or negative, 
we can see that the random forest classifier with the Boruta 
feature selection approach outperforms all other feature 
selection methods. The overall performance gain for Boruta 
in case of RF classifier is 6% in terms of accuracy, 11% in 
terms of precision, 6% in terms of recall, 8% in terms of F1 
weighted, 28% in terms of F1 macro, and 24% in terms of 
ROC-AUC as compared no “No Feature Selection” model. 

In terms of runtime, the logistic regression classifier with 
RFF outperforms other approaches.

6  Statistical analysis

To evaluate importance positions in spike sequences, we 
find the importance of each attribute with respect to class 
labels (for Clinical Data1). For this purpose, we computed 
the Information Gain (IG) between each attribute and the 
true class label. The IG is defined as follows:

where H is the entropy, and pi is the probability of the class 
i. The IG values for different attributes (for Clinical Data1) 
are given in Fig. 5.

What is particularly interesting is that the State and 
County code are two major predictors of patient out-
come (Clinical Data1). This is likely due to the current 

(5)IG(Class, position) = H(Class) − H(Class|position)

(6)H =
∑

i∈Class

−pi log pi

Table 4  Standard deviation 
classification results for Clinical 
Data1 (95984 patients)

Acc. Prec. Recall F1 (Weig.) F1 (Macro) ROC AUC 

No Feat. Selec. NB 0.008176 0.003993 0.008176 0.006843 0.004180 0.002588
MLP 0.002156 0.002679 0.002156 0.004162 0.005809 0.005512
KNN 0.001271 0.001829 0.001271 0.001646 0.000916 0.000800
RF 0.001647 0.001966 0.001647 0.001792 0.002193 0.001533
LR 0.002894 0.004888 0.002894 0.004087 0.000851 0.000000
DT 0.002333 0.002524 0.002333 0.002377 0.002928 0.001914

Boruta NB 0.007808 0.001084 0.007808 0.00551 0.001686 0.0051
MLP 0.002467 0.001547 0.002467 0.003225 0.016451 0.019329
KNN 0.001507 0.002445 0.001507 0.002081 0.003452 0.004234
RF 0.000776 0.000812 0.000776 0.000664 0.002328 0.001993
LR 0.001721 0.002914 0.001721 0.002433 0.000505 0.00010
DT 0.001746 0.001532 0.001746 0.001504 0.004998 0.00426

RR NB 0.007741 0.002295 0.007741 0.005476 0.003985 0.001675
MLP 0.002266 0.00272 0.002266 0.005542 0.016571 0.015832
KNN 0.002009 0.001808 0.002009 0.00176 0.004993 0.004776
RF 0.001906 0.001691 0.001906 0.001642 0.002921 0.003788
LR 0.002098 0.003551 0.002098 0.002965 0.000616 0.002100
DT 0.002505 0.002503 0.002505 0.002378 0.002449 0.003133

RFF NB 0.007876 0.001905 0.007876 0.005162 0.00449 0.006048
MLP 0.001429 0.001099 0.001429 0.004531 0.018336 0.018966
KNN 0.00149 0.001927 0.00149 0.001736 0.003214 0.003358
RF 0.001339 0.001612 0.001339 0.001479 0.00307 0.00353
LR 0.001556 0.002629 0.001556 0.002198 0.000457 0.00340
DT 0.00122 0.001468 0.00122 0.001202 0.002676 0.003387

Keras Class. - 0.00213 0.004201 0.00201 0.000992 0.001967 0.002376
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vaccination situation in the USA, which varies quite 
widely from county to county [42]. The IG values for 
Clinical Data2 are given in Table 6. We can observe that 
four attributes, namely “Platelets”, “Monocytes”, “Leu-
kocytes”, and “Eosinophils” are most important towards 
prediction of “SARS-Cov-2 Exam Result” attribute in the 
Clinical Data2 (Fig. 6).

Since information gain does not give us the nega-
tive (or opposite) contr ibution of a feature corre-
sponding to the class label, we use other statistical 
measures such as Pearson correlation [43] and Spear-
man correlation [44] to further evaluate the contribu-
tion of features in the dataset towards the prediction 
of labels. The Pearson Correlation is computed using 
the following expression:

where r is the correlation coefficient, xi is the values of the 
x-variable in a sample, x̄ is the mean of the values of the 
x-variable, yi is the values of the y-variable in a sample, and 

(7)r =

∑
(xi − x̄)(yi − ȳ)

√∑
(xi − x̄)2(yi − ȳ)2

ȳ is the mean of the values of the y-variable. The Spearman 
Correlation is computed using the following expression:

where � is the Spearman’s rank correlation coefficient, di is 
the difference between the two ranks of each observation, 
and n is the total number of observations.

The Pearson correlation values are given in Fig. 7 (for 
Clinical Data1). Similarly, the Spearman correlation values 
are given in Fig. 8 (for Clinical Data1). The Pearson and 
Spearman correlation values for Clinical Data2 are given in 
Fig. 9 and Fig. 10, respectively. We can observe that most 
of the attributes/features are contributing towards the pre-
diction of labels, and only a few attributes have correlation 
values close to zero (in the case of both Pearson and Spear-
man correlations.

6.1  SHAP analysis

We also use SHAP analysis [9–11] to understand how 
significant each factor in determining the final label 
prediction of the model outputs. For this purpose, 

(8)� = 1 −
6
∑

d2
i

n(n2 − 1)

Table 5  Average classification 
results for Clinical Data2 (608 
patients). Best values are shown 
in bold

Acc. Prec. Recall F1 (Weighted) F1 (Macro) ROC AUC Train Time (Sec.)

No Feat. Selec. NB 0.89 0.88 0.89 0.88 0.71 0.70 0.025
MLP 0.86 0.85 0.86 0.85 0.65 0.64 1.327
KNN 0.88 0.87 0.88 0.87 0.68 0.66 0.013
RF 0.85 0.79 0.85 0.82 0.49 0.50 0.178
LR 0.87 0.86 0.87 0.86 0.65 0.63 0.013
DT 0.81 0.81 0.81 0.81 0.56 0.56 0.01

Boruta NB 0.83 0.89 0.83 0.85 0.71 0.79 0.01
MLP 0.87 0.89 0.87 0.88 0.75 0.78 1.621
KNN 0.86 0.85 0.86 0.86 0.66 0.66 0.015
RF 0.91 0.90 0.91 0.90 0.77 0.74 0.125
LR 0.87 0.88 0.87 0.88 0.73 0.74 0.01
DT 0.85 0.86 0.85 0.86 0.68 0.69 0.007

RR NB 0.83 0.80 0.83 0.81 0.57 0.56 0.016
MLP 0.85 0.84 0.85 0.85 0.67 0.66 1.024
KNN 0.85 0.84 0.85 0.84 0.66 0.64 0.01
RF 0.85 0.83 0.85 0.84 0.65 0.64 0.137
LR 0.87 0.84 0.87 0.84 0.61 0.59 0.009
DT 0.82 0.82 0.82 0.82 0.62 0.62 0.009

RFF NB 0.89 0.78 0.89 0.83 0.47 0.50 0.022
MLP 0.77 0.79 0.77 0.78 0.48 0.48 1.565
KNN 0.86 0.80 0.86 0.83 0.50 0.51 0.019
RF 0.88 0.78 0.88 0.83 0.47 0.50 0.163
LR 0.89 0.78 0.89 0.83 0.47 0.50 0.008
DT 0.73 0.80 0.73 0.76 0.50 0.52 0.009

Keras Class. - 0.83 0.76 0.83 0.79 0.48 0.50 10.928
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SHAP analysis runs a large number of predictions 
and compares a variable’s impact against the other 

features. The SHAP analysis for COVID Data1 (for 
the prediction of deceased label) is given in Fig. 11. 

Table 6  Standard deviation 
classification results for Clinical 
Data2 (608 patients)

Acc. Prec. Recall F1 (Weig.) F1 (Macro) ROC AUC 

No Feat. Selec. NB 0.007186 0.002933 0.007166 0.005813 0.003170 0.003598
MLP 0.002526 0.002459 0.001856 0.003863 0.004708 0.005815
KNN 0.001165 0.001727 0.001574 0.001247 0.001019 0.000974
RF 0.001245 0.001764 0.001449 0.001995 0.002498 0.001431
LR 0.003854 0.004189 0.002496 0.003057 0.000757 0.000109
DT 0.003231 0.003421 0.002234 0.002576 0.003026 0.001619

Boruta NB 0.006806 0.002084 0.006804 0.00355 0.002666 0.004101
MLP 0.002145 0.001643 0.001964 0.003124 0.017452 0.016315
KNN 0.001305 0.002542 0.001701 0.002151 0.002451 0.005231
RF 0.000873 0.000711 0.000674 0.000761 0.003358 0.002194
LR 0.001951 0.003215 0.001629 0.002234 0.000403 0.001109
DT 0.002143 0.001235 0.001348 0.001601 0.005979 0.00514

RR NB 0.006721 0.003491 0.006731 0.001475 0.002945 0.002625
MLP 0.002156 0.00191 0.003246 0.006541 0.015572 0.016831
KNN 0.003016 0.001914 0.001405 0.00293 0.003923 0.005786
RF 0.002501 0.002661 0.001401 0.001741 0.002962 0.002948
LR 0.002361 0.002599 0.003065 0.002371 0.000557 0.003016
DT 0.003163 0.002317 0.002619 0.003545 0.003145 0.002931

RFF NB 0.006134 0.002357 0.004826 0.008152 0.00344 0.0040483
MLP 0.003459 0.003049 0.002479 0.003511 0.019316 0.014716
KNN 0.00237 0.002421 0.00264 0.001831 0.002918 0.002951
RF 0.001731 0.001811 0.001438 0.001578 0.00206 0.002511
LR 0.002556 0.003627 0.002576 0.001197 0.000551 0.00249
DT 0.00225 0.001963 0.00224 0.002247 0.001973 0.002356

Keras Class. - 0.00194 0.003251 0.00361 0.001062 0.001562 0.002471

Fig. 5  Information Gain of dif-
ferent attributes with respect to 
Class label (deceased attribute) 
for Clinical Data1
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We can observe that the attributes “Sex”, “Age Group”, 
and “County Fips Code” play a major role in predict-
ing different classes of the “Deceased” label. The 
SHAP analysis for COVID Data2 (for the prediction of 
covid positive/negative status)) is given in Fig. 12. We 
can observe that attributes “Leukocytes” and “Eosino-
phils” play a major role in predicting different classes 
in the “SARS-Cov-2 Exam Result” attribute. The code 
for SHAP analysis is also available online 4.

7  Conclusion

We propose an efficient model for the classification 
of COVID-19 patients using efficient feature selec-
tion methods and machine learning classification algo-
rithms. With Boruta for feature selection, we show that 
simple classification algorithms like the random for-
est can also outperform the keras classification model 
when the dataset size is not too big. We also show the 
importance of each attribute in Clinical Data1 by com-
puting the information gain values for each attribute 
corresponding to the class label. In the future, we will 
extract more data and apply sophisticated deep learning 

Fig. 6  Information Gain of dif-
ferent attributes with respect to 
Class label (SARS-Cov-2 Exam 
Result) for Clinical Data2

Fig. 7  Pearson Correlation for 
Clinical Data1

4 https:// github. com/ slund berg/ shap
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models such as LSTM and GRU to improve the predic-
tive performance. We will also use other factors such as 
weather along with the clinical data to further improve 
the classification results.

These results have many practical meanings. The most 
direct real-world application of the machine learning model 
is to provide support to medical doctors during the COVID-
19 pandemic. By predicting the risk level of individual 
patients, our model enables clinicians to assign wisely, in 
real-time, limited medical resources, especially during peri-
ods of medical shortage, and provide immediate treatment 

to the most vulnerable groups. With the help of the risk 
prediction system, clinicians learn which individual patients 
may be in danger of death and can thus conduct personalized 
prevention treatment in due time. Moreover, our research 
can be used to build a general clinical decision support sys-
tem that serves not only COVID-19 but also other potential 
future pandemics. The patterns found in this data may also 
help biologists to design effective vaccines or vaccination 
strategies. Finally, these methodologies can be applied 
for future studies on big data and machine learning in the 
broader sense.

Fig. 8  Spearman Correlation for 
Clinical Data1

Fig. 9  Pearson Correlation for 
Clinical Data2
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Fig. 10  Spearman Correlation 
for Clinical Data2

Fig. 11  Mean absolute value for 
the SHAP values for Clinical 
Data1 (for “Deceased” label)
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