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Future military and civilian unmanned systems will be extensively used on land, under the sea, in air, and in space. Evaluation of 
their autonomy is critical to realize the autonomous operation ability of unmanned systems. This paper discussed the basic con-
cepts of autonomy and the significance of autonomy evaluation, and then surveys and describes existing evaluating methods. 
Based on analyses of key technologies and these technologies’ technical readiness levels, a cobweb evaluation model as a univer-
sal evaluation model has been used to evaluate unmanned systems. If the technology warps (aspects of autonomy) and wefts (lev-
els of those aspects) of unmanned systems can be determined for the cobweb model, the model can handle the mutual coupling, 
high dimensions, and diversity of warp lines. This model potentially has wide application in evaluating various unmanned sys-
tems. 
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In recent years, the successful applications of unmanned 
systems in the battlefield, space, the deep sea and other 
dangerous and distant environments have attracted much 
research interest. Unmanned systems include deep-space 
probes, spacecraft, unmanned air vehicles (UAV), un-
manned ground vehicles (UGV), unmanned ships, un-
manned submersibles, unmanned munitions, and unmanned 
sensors [1–7]. In the field of modern warfare and national 
security, unmanned systems not only perform reconnais-
sance, battlefield surveillance, and target tasks but also play 
an active role in electronic interference, air defense sup-
pression, air combat, and ground attack. They have been the 
major fighting force to date and are expected to replace 
some manned systems ultimately, becoming the main force 
of combat and having more offensive and defensive attrib-
utes in the future. Almost all countries have paid great at-
tention to the exploitation, development, testing, batch pro-
duction and equipment of unmanned systems, assigned un-
manned systems to an increasing number of missions, and 
regarded unmanned systems as crucial equipments for fu-
ture tasks.  

Since the working environment of an unmanned system 
is usually dangerous or remote, improving the autonomy of 
unmanned systems by advancing capabilities such as 
self-awareness, self-planning and self-control are important 
trends in the development of unmanned systems. Many or-
ganizations, including the decision makers of un-
manned-system policy and the owners and users of un-
manned systems (i.e. organizations involved in almost all 
aspects of a system’s design and operation), are working on 
various evaluation methods and standards relating to un-
manned systems [5–7].  

In the research area of autonomy evaluation, Huang, a 
representational scholar from the United States, studied the 
autonomy-level framework of unmanned systems systemat-
ically [6–8]. In addition, related researches, such as that 
investigating the standard of unmanned platforms [5,9], the 
development roadmap of the unmanned air vehicle (UAV) 
autonomous control level [10–12], and mission planning at 
different autonomous levels [13], have resulted in many 
achievements. In recent years, scholars from Europe, Japan 
and other countries or regions have carried out extensive 
research into the autonomy control level of unmanned or 
robotic systems [14–20]. With the rapid growth of research 
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on the autonomy control of unmanned systems in foreign 
countries, the autonomy control of unmanned systems has 
also attracted the attention of Chinese scholars. Research 
articles on the autonomy control level [21–28], autonomous 
control and autonomy-related technology [29–36], autono-
my-related issues and other aspects [21,37–39] have been 
published. Experts in China’s academic community inves-
tigated the autonomy control levels of the UAV and pre-
sented their findings at the Second Russian–Chinese Semi-
nar on Unmanned Aerial Vehicles in 2005 [21], and many 
articles on autonomous control and autonomy were pub-
lished by Chinese scholars at the First Chinese Navigation, 
Guidance and Control Conference in 2007 [22], the 2009 
China Automation Association Conference [31], the Fourth 
Chinese Navigation, Guidance and Control Conference in 
2010 [28], and the 2010 World Congress on Intelligent 
Control and Automation [38], where some papers were even 
presented as invited talks [28,31]. In addition, Chinese 
scholars organized a number of symposiums on autonomous 
control and autonomy. In August 2009, the Shenyang Insti-
tute of Automation, Chinese Academy of Sciences spon-
sored a high-level forum titled Autonomous Behavior of 
Mobile Robots and the Unmanned System. In August 2010, 
the Intelligent Automation Committee of the Chinese Au-
tomation Association sponsored a symposium titled Intelli-
gent Control of Autonomous Systems. In October 2010, the 
Fourth Chinese Navigation, Guidance and Control Confer-
ence included a planetary session titled Advanced Control 
Technology of UAV. These symposiums and conferences 
presented the latest research results obtained in China. 

Existing research has revealed that effective evaluation 
and relevant standards of the autonomy of unmanned sys-
tems play a leading role in the technological development of 
unmanned systems and guiding their development. There-
fore, this paper discusses the basic concept of autonomy and 
the significance of autonomy evaluation. We then investi-
gate and analyze existing evaluation methods. Finally, ac-
cording to analyses of key technologies and technical read-
iness levels, we use a universal model, the cobweb evalua-
tion model, to evaluate the autonomy of unmanned systems. 
We hope that the cobweb model will be used and discussed 
by colleagues.  

1  Definition of autonomy 

The terms autonomy and autonomous have wide application, 
and are used in many fields with various meaning. Their 
descriptions differ for different objectives. This paper fo-
cuses on autonomy intently defined for unmanned systems. 

Research on unmanned systems has found that the main 
reason why unmanned systems can work without an opera-
tor is that they are capable of self-management; i.e. they 
have certain autonomous ability or autonomy. Therefore, 
we first need to define the meaning of autonomy when we 

research the autonomy of an unmanned system. Autonomy 
has been defined in many related studies, in which the defi-
nition proposed by the Autonomy Levels for Unmanned 
Systems (ALFUS) working group of the National Institute 
of Standards and Technology (NIST) being the most com-
prehensive and standardized. The working group was estab-
lished in July 2003 and includes the U.S. Department of 
Defense, Department of Commerce, Department of 
Transport, and Department of Energy and their customers. 
The group’s objectives are to establish methods for estab-
lishing metrics of autonomy and to draft a framework for 
autonomy levels of unmanned systems. They defined the 
autonomy of an unmanned system (UMS) as follows [6]. 

“A UMS’s own ability of sensing, perceiving, analyzing, 
communicating, planning, decision-making, and acting, to 
achieve its goals as assigned by its human operator(s) 
through designed human-robot interaction (HRI). Autono-
my is characterized into levels by factors including mission 
complexity, environmental difficulty, and level of HRI to 
accomplish the mission.” 

From this definition, we see that autonomy is the un-
manned system’s capability of being independent of an op-
erator and being self-managed. Its resemblance with defini-
tions proposed by many other autonomy researchers is that 
autonomy can be achieved by four basic functions: percep-
tion (supervision), orientation (diagnosis), solution (plan-
ning) and action (implementation) [40]. The definition of 
autonomy differs for the different application areas of un-
manned systems. Ref. [41] defined autonomy in two dimen-
sions: self-direction and self-management. In [42], autono-
my was defined as a measurable value that can be used to 
distinguish various autonomy levels. We consider the 
ALFUS definition in [6] to be the most suitable and we thus 
state the following. 

(1) The autonomy of unmanned systems is the perfor-
mance achieved by unmanned systems when they use their 
hardware and software platforms to complete a given mis-
sion in a dynamic and unstructured environment, in terms of 
mission success and efficiency, through self-awareness and 
analysis of their situation, self-learning and self-decision- 
making, while minimizing human involvement.  

(2) Autonomy is comprehensively determined by the key 
technologies that determine the ability of the system to re-
alize the above-mentioned behaviors. 

2  Significance of autonomy evaluation 

Increasing the autonomy of unmanned systems is an im-
portant trend in the development of unmanned systems. 
Methods of evaluating autonomy are important to govern-
ment policy makers and the owners, designers and users of 
unmanned systems. A quantitative assessment of the au-
tonomy of unmanned systems can avoid ambiguity in 
wording and performance description. It can also improve 
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the science and operability of unmanned systems. Addition-
ally, quantitative assessment is conducive to project imple-
mentation and gradual performance improvements. 

First, evaluations can help the planning researcher and 
decision maker quantify the autonomy level of unmanned 
systems, and index the developments and achievements of 
unmanned systems from low to high. For example, the au-
tonomous control levels attained in three roadmaps of un-
manned air vehicle development have been useful in UAV 
research planning in the United States [10–12].  

Second, before or during product development, the de-
signer of unmanned systems should consider the product 
evaluation problem and choose or develop a mul-
ti-disciplinary and/or multi-target evaluation method. 
Sometimes, a novel method is needed to measure the per-
formance of a product and to determine whether product 
targets will be met. For example, the US Air Force and 
Boeing X-45 project team DARPA proposed methods to 
measure the autonomy of their products [43].  

Finally, the user of unmanned systems requires a set of 
standards or methods that can evaluate the important prop-
erties of many similar products. Currently, almost all un-
manned air vehicles within the U.S. military have their own 
Autonomous Control Level (ACL) values to indicate their 
autonomy. 

3  Survey of current evaluation methods 

Researchers around the world have carried much research 
into the evaluation of unmanned systems, each having their 
own clear application objectives [6–12,40–55]. The level of 
research interest in China on this topic has slowly risen, 
with existing research mainly having focused on introduc-
ing, analyzing, and tracking foreign research; Chinese re-
search is thus still in its infancy [21–25,27,28,30,32,33, 
37,38]. Our review of the existing evaluation methods of the 
autonomy of unmanned systems has found that the evalua-
tion methods mainly include but are not limited to the level 
evaluation method, double-axis method, three-axis method, 
look-up table method and formulation method. The follow-
ing presents characteristics of these methods and some rep-
resentative examples. 

3.1  Level evaluation method 

The level evaluation method usually classifies the autonomy 
of a system into one of many levels according to the sys-
tem’s performance. These levels are numbered, such as 
0–10 or 10–0. Among level evaluation methods, Sheridan’s 
Levels of Automation is typical. The levels were first pro-
duced in 1991 [44] and then modified in 2000 [45], and they 
are listed in Table 1. Although this method cannot be ap-
plied to unmanned systems directly, most unmanned sys-
tems are automatic devices, and computers are the hardware 
basis of unmanned-system autonomy. This method there- 
fore has some applicability to the autonomy quantification 
of unmanned systems. Since it only considers simple factors, 
it often only reflects one aspect of the unmanned system’s 
performance. 

Another representative example of the level evaluation 
method is the autonomy level evaluation formulated by the 
National Aeronautics and Space Administration (NASA) for 
their aircraft systems. NASA’s Vehicle Systems Program 
High-altitude Long-range Sector (HALE Sector) [46] ana-
lyzed the ACLs of the U.S. Department of Defense/Air 
Force Research Laboratory, and they deemed that the ACLs 
were too many and too specific for the long-range science 
missions of desired altitude and thus used a streamlined 
autonomy evaluation, as presented in Table 2. 

Table 1  Sheridan’s levels of automation [44] 

Level Definition 

1 The computer offers no assistance, human must do it all 

2 The computer offers a complete set of action alternatives, and 

3 Narrows the selection down to a few, or 

4 Suggests one, and 

5 Executes that suggestion if the human approves, or 

6 
Allows the human a restricted time to veto before automatic 
execution, or 

7 Executes automatically, then necessarily informs the human, or 

8 Informs him after execution only if he asks, or 

9 Informs him after execution if it, the computer, decides to 

10 The computer decides everything and acts autonomously, ignor-
ing the human 

Table 2  NASA’s autonomy levels for aircraft systems in the HALE sector [46] 

Level Appellation Description Character 
0 Remote control People in the loop remote control flight (100% human involvement) Remote control aircraft 
1 Sample automatic operation Under the surveillance of the operator, perform the task relying on 

self-control auxiliary equipment (80% human involvement) 
Autopilot 

2 Remote operation Execution the program task which the operator written (50% human in-
volvement) 

UAV integrated management the 
pre route takeoff point 

3 Highly automated 
(semi-autonomous) 

Have some situational awareness ability, can perform complex task auto-
matically, and make their routine decision-making (20% human involve-
ment) 

Continue the task after automatic 
takeoff / landing link interrupts 

4 Complete autonomy Have the ability of perceiving body and environmental widely, the ability 
and authority to make a comprehensive decision (<5% human involvement) 

Automatic re-planning task 

5 Co-operation Teamwork between the number of UAVs Cooperation and coordinated flight 
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The autonomy of NASA aircraft is divided into six levels, 
from the lowest level 0 to the highest level 5. To determine 
the autonomy level, NASA used intuitive data, namely the 
length of time of human involvement in the operation of an 
unmanned vehicle, with less control time indicating higher 
autonomy of the UAV and greater self-management ability; 
this is the most obvious feature of the autonomy levels of 
the HALE Sector. However, because the scale is simple and 
intuitive, some factors have been ignored. 

3.2  Double-axis method 

The two axes of the double-axis method are the autonomy 
axis and time axis. The autonomy axis is marked with an 
autonomy level and connotation, while the time axis is 
marked with the development era of autonomy. Employing 
the double-axis method, we clearly see the autonomy level 
of the specific unmanned systems at a specific time. This 
approach helps researchers and government departments to 
formulate research planning and decisions. Among dou-
ble-axis methods, the ACL method proposed by the U.S. 
military is the most representative, and it is shown in Figure 
1 [10]. The ACL method categorizes the autonomy of the 
system into one of 10 levels, namely remote guidance, re-
al-time health diagnosis, adaptation to failures and flight con-
ditions, route re-planning of the aircraft, group coordination, 
group tactical re-planning, group tactical goals, distributed 
control, group strategic goal, and fully autonomous swarms. 

The definition of autonomy implies that autonomy is the 
self-management ability of the system, and this kind of abil-
ity can be classified from strong to weak. Autonomy levels 
obviously quantify the strength of autonomy. The interac-
tion information required by the unmanned system is in-
versely proportional to this quantification. The more inter-
action information the unmanned system requires from the 
outside, the more the unmanned system is dependent on the 
operators, and its autonomy level is lower. If an unmanned 
system is controlled completely from the outside, then it is 
simply a remotely controlled system. 

The autonomy level of the unmanned system ultimately 
reflects the ability of an unmanned system(s) to complete a 
mission without operator assistance, such as an attack mis-
sion carried out by multiple unmanned systems. Here we 
provide a simple analysis and introduction of the ACL 
[10–12]. Taking a UAV as an example, below ACL 3, sys-
tems pursue remote-control operation, while above ACL 3, 
systems pursue preliminary fight operation, such as firing 
weapons. For example, the roadmap produced in 2000 set 
the goal of ACL 3 for the X-45 developed in 2005. At ACL 
4, the fire control ability of the single unmanned system 
reaches its highest level. This illustrates why project reali-
zation can go hand in hand with theoretical research at the 
same level. On the other hand, performance at ACLs 1–3 
has improved with time. ACL 4 expresses the highest per-
formance of an individual system. ACLs 5–10 express 

 

Figure 1  Department of defense’s levels of autonomy [10]. 

the characteristics of groups; however, the lack of specific 
meaning for cooperation has led inconsistent classification 
at ACLs 5–10; for example, cooperation can refer to an 
air-to-ground attack or reconnaissance. However, there is no 
doubt that ACL 10 involves UAV group warfare, and the 
highest fight mode of the unmanned systems is an attack by 
multiple unmanned systems rather than a single unmanned 
system attack, which is the same as the combat situation for 
a manned vehicle. 

3.3  Three-axis method 

The three-axis method usually considers three aspects of 
system autonomy, and determines the different levels that 
the system can reach. The overall level is obtained by 
weighting these grades. This approach considers more fac-
tors of system autonomy than the above methods, but the 
coupling and independence between these factors are diffi-
cult to determine. A representative three-axis method, as 
shown in Figure 2, is ALFUS researched by Huang et al. [6] 
at the Intelligent Systems Division of NIST. 

The ALFUS working group proposed a model for evalu-
ating the autonomy level considering three main factors, 
and used it to measure the autonomy of unmanned systems. 
These three factors are the complexity of the environment in 
which tasks are performed, the level of dependence on the 
outside and the complexity of all missions conducted by the 
system. The working group plotted these factors of the au-
tonomy level on three axes, with separate axes having a set 
of metrics that measure the complexity of the environment, 
the level of dependence on the outside or the mission com-
plexity. As shown in Figure 2, we can comprehensively 
evaluate the autonomy levels of unmanned system using the 
three-dimensional coordinate method. The main idea is that 
when assessing the autonomy levels of unmanned systems, 
we decompose the tasks to perform, execute the sub-tasks at 



 Wang Y C, et al.   Chin Sci Bull   September (2012) Vol.57 No.26 3413 

 

Figure 2  Detailed model of ALFUS [6].   

the bottom level, assign weights according to the measure-
ment of the three factors in the model, and average the sum 
of the weights for the tasks at the same level. As the mission 
whose level in the top, we should calculate in turn until we 
obtain the autonomy level of the top task. In practice, how-
ever, there are many problems with this model that cannot 
be ignored. For example, how should we measure the factor 
for each axis, and how should weights be allocated? Addi-
tionally, it is an open question how to assess the autonomy 
level of the system. There are many scheme options, in-
cluding calculating the maximum/minimum value after 
summing the weights, and taking the average of the weights. 
Different schemes may produce different evaluation results. 

3.4  Table lookup method 

The table lookup method is a multi-dimensional evaluation 
method that usually sets out the level of autonomy, evalua-
tion parameters and evaluation indicators of the system 
performance in a table. The method can describe the au-
tonomy level of the system in more detail in all respects, but 
the same system will have different values for different 
evaluation parameters. The three-dimensional (3D) intelli-
gent space evaluation method of Draper Laboratory is one 
such method, and it is presented in Table 3 [52,53]. Draper 
Laboratory has developed robotic systems for a number of 
years, and they attempted to measure the performance of 
their robotic systems in various tasks. The Naval Research 
Office has provided some required indexes. Using these 
indexes, the researchers at Draper Laboratory established 
four levels to evaluate the autonomy of the system in terms 

of mobility control, task planning and situation awareness. 
The 3D intelligent space diagram constructed by researchers 
at Draper Laboratory is described briefly here. Their stand-
ards included several different options for classification. 
Table 3 is an overview of the 3D intelligent space diagram, 
which has two unique features. (i) There are three indexes, 
and we can use three-axis charts to represent the results for 
the benefit of management. (ii) It has an option related to 
operational issues. 

Using a 3D intelligence space table is the simplest way to 
make a one-sided assessment of the success or failure of the 
assessment system. First, it establishes the development 
space of a task, and many factors can be confirmed through 
in-depth analysis of the assignment. We then use collabora-
tion, situation awareness and uncertainty situation planning 
as the three aspects to express the extent of the mission, and 
add many factors for each aspect to determine the grade of 
the system. The situations of the three aspects are then 
combined, and an ideal system determination method is 
established. 

3.5  Formulation method 

A formulation method usually calculates the autonomy level 
of the system directly using a multi-variable function. There 
are usually two kinds of multi-variable functions: the prod-
uct type and the weighted type. There are usually many de-
mands of the design of the function, the choice of the varia-
bles and the confirmation of the weights/indices. Establish-
ing multi-variable functions usually requires much experi-
ence and data, and it is specific system. One representative 
work was carried out by Curtin et al. [48], who defined the 
autonomy and intelligence of an underwater robot as 
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where Cn is an index of the task communication and Cx is an 
index of task complexity. 

Table 3  3D intelligence space [52] 

Metric 
Level Mobility control Task planning Situational awareness 

1 None, RPA Only None, RPA Only None, RPA Only, or sensor as conduit 

2 Operator Assisted Waypoint or feature oriented 
Low-level sensor processing, e.g. visual 
serving (template tracking) 

3 Get to waypoint, do one feature-based command Interpret goals into action Single-sensor model matching 
4 Integrate multiple actions Multi-Agent Collaboration and C2 Integrated, multi-sensor fusion 
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The advantages of this definition are that it has the ability 
to quantify and standardize the performances of different 
systems. This method is used to evaluate the collision 
avoidance performance of many unmanned systems. Base-
line data are initially obtained for this purpose, and more 
and more operation tasks are subsequently completed and 
their data used in the evaluation. In addition to the relative 
assessment, the intelligence and autonomy evaluation of the 
AUV is also important in determining the system’s legal 
responsibility. 

Doboli et al. [55] at the State University of New York 
proposed a new calculation method to judge autonomy. They 
believe that the quantity and quality of autonomy depends on 
human inputs, which must ensure the correct operation of the 
system in a widely changing space; however, the rule needs a 
specific geographic area and some time to adapt. 

3.6  Extension of classic methods 

Among the abovementioned evaluation methods, several 
classical methods have been widely applied and cited, in-
cluding Sheridan’s LOA, the US military’s ACL, and 
Huang’s ALFUS. 

Researchers have extended the above evaluation methods 
to various degrees. For example, using ALFUS, Yang and 
Zhang [25] put forward the assessment of the autonomy 
level of unmanned systems by considering four aspects— 
the degree of change in the environment, the degree of task 
completion, the degree of state stability of the system, and 
the degree of human-computer interaction—and then intro-
duced fuzzy theory to this method by quantifying the au-
tonomy level of unmanned systems with a fuzzy decision. 
From analysis of the mechanism of human intelligence and 
with in- depth study of the autonomy control-level classifi-
cation of the UAV, Chen et al. [28] proposed a nine-level 
evaluation of the autonomy control of an unmanned system, 
and then enriched the content of the autonomy control evalu-
ation level with an autonomy function, autonomy types, intel-
ligence attributes, information sharing capabilities and other 
aspects. Suresh and Ghose [20] carried out in-depth research 
on 11 levels of autonomy control from single-system auton-
omy to group autonomy, and they provided detailed explana-
tions of each level through published extensive literature on 
autonomy. Moreover, they divided each level into several 
sub-layers, and they believed that communication and infor-
mation would play a key role in realizing the autonomy of an 
UAV. All these extended research works have greatly ex-
panded the content and scope of the autonomy evaluation 
method. 

4  Preliminary investigation of a universal 
evaluation method 

A quantitative evaluation method of unmanned system au-

tonomy is important, but technological gaps, cultural dif-
ferences, technology confidentiality and other reasons may 
be prohibitive to its development. In fact, this problem has 
existed for a long time, especially in terms of the introduc-
tion of advanced foreign technology. In addition, various 
research organizations or institutions use the same word 
with different meanings when considering their evaluation 
methods in different ways. Therefore, proposing an effec-
tive universal approach is an important challenge. The solu-
tion to this problem requires the joint efforts of internal and 
external colleagues. 

4.1  Brief introduction to the cobweb evaluation model 

Assessing the autonomy level of unmanned systems relates 
to evaluating the autonomy performance of a system in 
completing a designated mission. Therefore, for different 
tasks, the autonomy level of an unmanned system differs; 
i.e. the level is relative, not absolute one. To describe this 
dynamical change, we use a cobweb evaluation model here. 
It is should be noted that the cobweb model presented here 
differs from that used in economics. The proposed model 
has an original point with several radiating axes. Each axis 
represents an evaluation aspect, which is the key technology 
that determines an unmanned system’s autonomy. Each as-
pect has nine levels (1–9), and these levels indicate technol-
ogy maturity. For each unmanned system, there is a corre-
sponding mapping to a level of each aspect of evaluation, and 
the corresponding level for each axis constitutes the cobweb’s 
latitude. Thus, we can evaluate the unmanned system's au-
tonomy, as shown in Figure 3(a). Let us take a UAV system 
as an example. The aspects of the evaluation (key technolo-
gies) in this example are only navigation, reconnaissance, 
attack, collaboration and interaction. We assume that the au-
tonomy level of navigation is 3, the level of reconnaissance is 
2, the attack level is 2, the collaboration level is 3, and the 
interaction level is 1. The autonomy evaluation cobweb mod-
el is then constructed as shown in Figure 3(b). 

Using the descriptive method shown in Figure 3, we can 
build autonomy cobweb evaluation models of various un-
manned systems such as UAVs, unmanned undersea vehi-
cles, unmanned surface vehicles, unmanned ground vehi-
cles, military robots, military satellites, planetary explora-
tion robots, unmanned systems for handling munitions and 
unmanned sensors, determining the number/value of the 
latitude through experience or from experimental data. 
Since unmanned systems used in different working envi-
ronments such as on land, under the sea, in air, and in 
space have different characteristics, we must correctly 
handle the mutual coupling, high dimensions, diversity 
and other complex factors in designing evaluation models, 
and research dynamic optimization theories and methods 
in model design. Moreover, the model can be gradually 
improved by comparing numerical simulation results and 
real model tests. 
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Figure 3  Cobweb evaluation model of autonomy.  

4.2  Key technologies of the cobweb evaluation model 

The key technologies deciding the autonomy of unmanned 
systems are the bases of the development of such systems. 
Research and development on unmanned systems relate 
with many professional disciplines but can roughly be di-
vided into two types of technologies: common technology 
supporting the development of unmanned systems and ex-
pertise technology for special applications of unmanned 
systems. The two jointly promote the development and ap-
plication of unmanned systems. 

Some common technologies and expertise technologies 
of unmanned autonomous systems have attracted research-
ers’ wide attention, such as sensing technology [54,56], 
human-robot interaction technology [45], information com- 
munication technology [20], path planning technology 
[32,57,58], multi-platform collaboration technology [15,35, 
36,50,59,60], movement and motion-control technology[17, 
61,62], autonomy energy technology [39], mission planning 
technology [13,16,63], and autonomous flight-control tech-
nology [31,34,64,65]. Ref. [1] comprehensively overviewed 
key technologies required for a variety of unmanned com- 
bat systems. Ref. [43] suggested that technologies relating 
to planning and decision-making, sensing and understand-
ing, detection and diagnosis, networking and collaboration 
and human-robot interaction are common key technologies 
of unmanned autonomous systems. Ref. [66] proposed that 
intelligent software, sensing, navigation, communications, 
energy, and the ability to survive provide greater challenges 
to a system’s autonomy. Ref. [4] generalized that the key 
technologies of the unmanned ground vehicle include those 
relating to sensing, navigation, planning, adaptation, power 

and energy, human-robot interaction, behavior and skills, 
maintenance, and communications. Ref. [2,67] discussed 
the key technologies of surface and underwater unmanned 
systems, which included those relating to intelligent plan-
ning and decision-making, intelligent control, underwater 
target detection and recognition (pattern recognition), sen-
sors and information processing, autonomous navigation, 
energy and propulsion, system simulation, communication 
and networks for the unmanned autonomous underwater 
platform, while wireless data communications technology, 
integrated drive power, autonomous control technology, 
surface target detection and self-recognition, and autono-
mous navigation technology for unmanned autonomous 
surface platforms. Ref. [33] proposed that the key technolo-
gies of a UAV autonomous control system should include 
those relating to architecture, perception and cognition, 
planning and control, coordination and interaction. Research 
has shown that several main types of unmanned systems, 
such as unmanned ground systems, unmanned under-
sea/surface systems, unmanned aerial systems and un-
manned satellite systems have common technologies in 
terms of autonomy evaluation. 

Many techniques are needed to select key technologies in 
the cobweb model of autonomy evaluation. On one hand, 
we can learn lessons from existing research on key tech-
nologies; on the other hand, the approach should suit the 
specific case. We can select the key technologies of the au-
tonomy evaluation model by comparing technologies for the 
same type of mission, the same type of platform or the same 
type of technology, as in the following. 

(1) For the same mission type, we can choose platforms 
that have different degrees of technological maturity, and 
the autonomy of these platforms will differ. Alternatively, 
for the same mission type, with time, the same type of plat-
form will improve with developments in technology and 
autonomy. 

(2) For the same type of platform, according to the dif-
ferent technologies available at different times, the degree 
of technological maturity and autonomy can change. 

(3) For the same time, platforms of the same type will 
have individual differences in terms of technical maturity 
and autonomy for the same mission. 

4.3  Level of technological readiness 

Applying the existing Technology Readiness Levels (TRLs) 
is a practical approach for evaluating key technologies. As 
shown in Figure 4, the TRLs vividly describe the degrees of 
maturity of specific technologies, the development status 
and technical risk of the specific technologies [68]. The 
TRL is sometimes called the Technology Maturity Level in 
[70]. 

The TRL evaluation method was first introduced by 
NASA for space project management, and then widely used 
by the United States, Britain, Europe and other countries 
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Figure 4  Chart of TRLs1). 

and regions. Refs. [70,71] gave a comprehensive discussion 
of the TRL. Chinese scholars have also carried out much 
research on the TRL; e.g. Qian et al. [72] used the TRL to 
evaluate underwater warfare equipment, Chen et al. [73] 
used it in the development of missiles, and Zhu et al. [74] 
suggested that the TRL be applied to the development of 
spacecraft. 

In the cobweb evaluation model of autonomy, the evalu-
ation of the technical maturity of key technologies can learn 
from the TRL evaluation method. There has been in-depth 
research on how to apply the TRL evaluation method; e.g. 
refs. [68,69] gave authoritative requirements and an over-
view, and ref. [72] gave a typical example of primary ap-
plication. In addition, version 2.2 of the TRL’s calculator 
software has been developed and is freely available from a 
U.S. website2). There are detailed descriptions of the TRL 
calculator in [75,76], and it is therefore not described here. 

5  Discussion and purpose 

The autonomy of unmanned systems in unstructured, and 
dynamic environments is becoming an important research 
topic and is critical for applications in fields such as scien-
tific exploration, national security, public safety, and social 
services. Many authorities have employed quantitative 
evaluation methods of the autonomy of unmanned systems, 
and such studies carried out by research project planners, 

project decision makers, developers and users are important 
to both fundamental theoretical research and engineering 
application research. Although it is well known that quanti-
tative evaluation of the unmanned system is important, there 
are still many problems with the adaptability of existing 
evaluation methods, which need to be improved for general 
utilization. The autonomy evaluation method of the    
unmanned system must consider the diversity, multi-     
dimensionality, hierarchy, and primary and secondary na-
tures of the application target and the system itself, so that it 
can avoid ambiguity in the formulation and description of 
the autonomy of autonomous unmanned systems. Owing to 
technological gaps, cultural differences, security classifica-
tion and other reasons, it is difficult for researchers to ex-
change ideas. 

On the basis of our understanding of autonomy evalua-
tion methods, this paper established a universal model for 
autonomy evaluation. The multi-dimensional cobweb model 
of autonomy evaluation used in this paper improves on the 
science and operation of existing evaluation methods. The 
model can be used as an important reference in the engi-
neering implementation of unmanned systems and can 
gradually help increase autonomy performance. In China, 
research on the evaluation of unmanned systems’ autonomy 
has only recently started, and there is an urgent need for 
long-term support from relevant government departments. 
The authors believe that with the development of autonomy 
theory and autonomous technology, the unmanned system 
will have wide application and be more standardized and 
intelligent in the near future. 
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