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#### Abstract

Inferring network structures from available data has attracted much interest in network science; however, in many realistic networks, only some of the nodes are perceptible while others are hidden, making it a challenging task. In this work, we develop a method for reconstructing the network with hidden nodes and links, taking account of fast-varying noise and time-delay interactions. By calculating the correlations of available data with different derivative orders for multiple pairs of accessible nodes, analyzing and integrating the relationships between different correlations, and defining diverse hidden-node-related reconstruction motifs, we can effectively identify the hidden nodes and hidden links in the network.
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## 1 Introduction

The structure of a complex network is closely associated with its functions, and thus, revealing the network structure is crucial to understanding and controlling its behaviors. In practice, one can observe the activities of a network by measuring output data of certain network units (e.g., nodes), but the network structure is often not directly detectable. Hence, inferring the network structure from measurable data, i.e., network reconstruction, becomes a critical task [1-14]. In

[^0]neuroscience, inference of some practical neural networks with experimental data has been performed [15-18]. The major difficulty in network reconstruction is data shortage, namely, some nodes or links are not accessible or are hidden, data of which are not measurable. Thus, inferring network structures by analysis of accessible data only and uncovering hidden nodes becomes a challenging task. Many approaches to extracting information about hidden nodes have been performed in different kinds of networks, such as ascertaining existence of a hidden node together with its accessible neighbors [19-21]; detecting the total number of hidden nodes in a given network [22,23]; describing the effects of hidden nodes for network inferences [24-26]; inferring hidden nodes and their interaction structure for spin systems with known tran-
sition probability [27-29]; and reconstructing interactions between two accessible nodes linked through distant paths with all nodes in between hidden nodes, by analysis of the data of these two nodes only $[30,31]$. Despite all the above efforts, reconstruction of the dark world associated with multiple hidden nodes with totally unknown interactions and network dynamics still lacks clarity.

In this paper, by calculating different orders of correlations between available data of accessible nodes, integrating the correlation results obtained from multiple pairs of different accessible nodes, and defining diverse hidden-node-related reconstruction motifs, hidden nodes can be recognized and discriminated, links among accessible and hidden nodes in the network can be inferred, and rich information regarding intensities and time delays of all detected links can be extracted. In this work, two key points, namely, the presence of fast-varying noises and time-delay for signal propagation through interactions in the network, are considered. Generally, these two factors are pervasive in realistic systems [32-36] and they can bring difficulties in analyzing network behaviors by generating random fluctuations and making network dynamics more complicated [37-40]. In this work, we present that these factors are greatly helpful in examining hidden nodes and the associated dark network structure.

## 2 Uncovering hidden nodes and hidden structure by applying noise injection: theory and method

Neural networks have attracted huge attention in practice, where a number of units are often not accessible while important for realistic functions of neural systems [41-46]. Let us consider a neural network with the units described by the Bär model [47,48]

$$
\begin{align*}
\frac{\mathrm{d} x_{i}(t)}{\mathrm{d} t}= & -\frac{1}{\varepsilon} x_{i}(t)\left(x_{i}(t)-1\right)\left(x_{i}(t)-\frac{y_{i}(t)+b}{a}\right) \\
& +\sum_{j=1, j \neq i}^{N} w_{i j}\left(x_{j}\left(t-\hat{\tau}_{i j}\right)-x_{i}(t)\right), i=1,2, \cdots, N \tag{1a}
\end{align*}
$$

$\frac{\mathrm{d} y_{i}(t)}{\mathrm{d} t}=f\left(x_{i}(t)\right)-y_{i}(t)$,
$f\left(x_{i}\right)=\left\{\begin{array}{lc}0, & x_{i}<\frac{1}{3}, \\ 1-6.75 x_{i}\left(x_{i}-1\right)^{2}, & -\frac{1}{3} \leq x_{i} \leq 1, \\ 1, & x_{i}>1,\end{array}\right.$
where $x_{i}$ and $y_{i}$ refer to the membrane potential and recovery variable of neuron $i$, respectively, and $w_{i j}(j \neq i)$ represents the coupling intensity from node $j$ to node $i$ with $\hat{\tau}_{i j}$ being
interaction time-delay, if this direct interaction exists. Figure 1(a) illustrates an example of an artificial network with $N=8$, where $M=6$ red nodes are accessible, that is, their data can be measured, and certain signals can be injected, and $N-M=2$ black nodes and all black links are hidden. The task is to detect the hidden nodes and infer all links with available data of accessible nodes only. To do so, white noise is injected into an accessible node, for example, node $A$, and the data of two accessible nodes $A$ and $B(B \neq A)$ are measured, then the differential equation for $A$ is changed to

$$
\begin{align*}
\frac{\mathrm{d} x_{A}(t)}{\mathrm{d} t}= & -\frac{1}{\varepsilon} x_{A}(t)\left(x_{A}(t)-1\right)\left(x_{A}(t)-\frac{y_{A}(t)+b}{a}\right) \\
& +\sum_{j=1, j \neq A}^{N} w_{A j}\left(x_{j}\left(t-\hat{\tau}_{A j}\right)-x_{A}(t)\right)+\Gamma_{A}(t) \tag{2a}
\end{align*}
$$

where noise $\Gamma_{A}(t)$ injected to node $A$ is the signal that provides rich information on the hidden structure in the network, as shown below. The noise has a correlation time much smaller than the characteristic time of network dynamics, and is approximated by white noise, satisfying
$\left\langle\Gamma_{A}(t)\right\rangle=0 ;\left\langle\Gamma_{A}(t) \Gamma_{A}\left(t+t^{\prime}\right)\right\rangle=Q_{A} \delta\left(t^{\prime}\right)$.
The outputs from $A$ and $B$ are
$x_{A}\left(t_{1}\right), x_{A}\left(t_{2}\right), \cdots, x_{A}\left(t_{k}\right), \cdots, x_{A}\left(t_{L}\right)$,
$x_{B}\left(t_{1}\right), x_{B}\left(t_{2}\right), \cdots, x_{B}\left(t_{k}\right), \cdots, x_{B}\left(t_{L}\right)$,
with the sampling interval $\Delta t$
$0<\Delta t=t_{k+1}-t_{k} \ll 1$ for $k=1,2, \cdots, L-1$.
$A$ and $B$ can be selected among all the accessible nodes of Figure 1(a).

Rich information about the network structure can be extracted by diverse correlation calculations with data of $x_{A}(t)$ and $x_{B}(t)$ as:
$C_{B A}^{\nu, 1}\left(t^{\prime}=k^{\prime} \Delta t\right)=\frac{1}{L} \sum_{k=1}^{L} x_{B}^{(\nu)}\left(t_{k+k^{\prime}}\right) x_{A}^{(1)}\left(t_{k}\right)$,
where $x_{i}^{(v)}$ is the $v$ th-order "derivative" of $x_{i}$, defined by
$x_{i}^{(\nu)}\left(t_{k}\right)=\frac{x_{i}^{(\nu-1)}\left(t_{k+1}\right)-x_{i}^{(\nu-1)}\left(t_{k}\right)}{\Delta t}, x_{i}^{(0)}\left(t_{k}\right)=x_{i}\left(t_{k}\right)$.
We take $x_{i}\left(t_{k}\right)=0$ for all $k \leq 0$ and $k>L$. In eq. (3) correlations for different $v^{\prime} s$ include various and often mutually independent information. If there is an interaction path from $A$ to $B$ with distance $d$, we have
$\hat{I}_{B A}(d)=w_{j_{1} A} \prod_{\mu=2}^{d-1} w_{j_{\mu} j_{\mu-1}} w_{B j_{d-1}}$,


Figure 1 Reconstruction of a simple network described by eqs. (1) and (2) through reconstruction motifs. $a=0.84, b=0.07, \varepsilon=0.04$, and $Q_{A}=0.2$. All direct interactions $w_{i j}$ take values in $(0.8,1.2)$ and time-delay $\hat{\tau}_{i j}$ in $(0.2,1)$ with equal probabilities. (a) Network structure under consideration. Nodes 7,8 and all links are hidden (black nodes and links). (b)-(d) Three network motifs used for inferring hidden nodes and hidden links by using eq. (6). Namely, we can definitely identify the hidden nodes (node 7 in (b), 7 in (c) and 8 in (d)), the colored links (blue colored in (b) and purple colored in (c) and (d), and differentiate them from the remaining hidden nodes and hidden links). (e)-(j) Some correlations between given pairs of accessible nodes $A$ and $B(B \neq A), E_{B A}^{d+1,1}\left(t^{\prime}\right)$ 's plotted against $t^{\prime}\left((\mathrm{e})\right.$, (f) for motif (b); (g), (h) for motif (c); and (i), (j) for motif (d)). All circles indicate actual interaction intensities $Q_{A} \hat{I}_{B A}(d)$ (vertical heights) and actual total time delays $\hat{\tau}_{B A}(d)$ (horizontal $t^{\prime} s$ positions of circles) along the interaction paths, which overlap accurately with the reconstructed ones (peak height $Q_{A} I_{B A}(d)$ and peak positions $\tau_{B A}(d)$ ). The network structure in (a) is fully reconstructed by applying network motifs in (b)-(d). Note that node 7 and blue links are inferred by the motif in (b), and the hidden node 7 (8) and all purple links are inferred by the motif in (c) ((d)) through identities in eqs. (6a) and (6b) (eqs. (6c) and (6d)).
$\hat{\tau}_{B A}(d)=\hat{\tau}_{j_{1} A}+\sum_{\mu=2}^{d-1} \hat{\tau}_{j_{\mu} j_{\mu-1}}+\hat{\tau}_{B j_{d-1}}$,
where $\hat{I}_{B A}(d), \hat{\tau}_{B A}(d)$ indicates the actual interaction intensity and total time delay along the path of length $d$
$A \rightarrow j_{1} \rightarrow \cdots \rightarrow j_{\mu} \rightarrow \cdots \rightarrow j_{d-1} \rightarrow B$.
Based on eqs. (1) and (4) and for an actual interaction path from node $A$ to node $B$ with distance $d$, we have
$x_{B}^{(d+1)}(t)=\hat{I}_{B A}(d) x_{A}^{(1)}\left(t-\hat{\tau}_{B A}(d)\right)+$ other terms.
Eq. (3) can be further derived to

$$
\begin{align*}
E_{B A}^{v=d+1,1}\left(t^{\prime}\right) & =C_{B A}^{d+1,1}\left(t^{\prime}\right) \Delta t \\
& = \begin{cases}0(\Delta t), & t_{k}^{\prime} \neq \hat{\tau}_{B A}(d) \\
Q_{A} \hat{I}_{B A}(d)+0(\Delta t), & t_{k}^{\prime}=\hat{\tau}_{B A}(d)\end{cases} \tag{5}
\end{align*}
$$

Hence, the interaction from $A$ to $B$ of $\hat{I}_{B A}(d)$ and $\hat{\tau}_{B A}(d)$ can be inferred from accessible data of nodes $A$ and $B$ by computation of the peak height $\hat{I}_{B A}(d) \approx I_{B A}(d)$ and peak position $\hat{\tau}_{B A}(d) \approx \tau_{B A}(d)$ in eq. (5), where $I_{B A}(d)$ and $\tau_{B A}(d)$ refer to the reconstructed interaction intensity and total time delay along the path, respectively $[30,49,50]$.

By analysis of the output data of the accessible nodes of eq. (2c), rich information on paths can be extracted with different distances using eqs. (4) and (5) from $d=1$ to, in principle, any large $d$ if data of sufficiently large length $L \gg 1$
and small enough sampling interval $\Delta t \ll 1$ are available. In addition, this information can be employed to infer interaction structure in networks not only between accessible nodes ( $d=1$ ), but also between accessible and hidden nodes ( $d=2$ ), and even between hidden nodes ( $d \geq 3$ ).

We demonstrate the results of the above analyses by computing a simple network structure in Figure 1(a) with data of accessible nodes only. Figure 1(e)-(j) present some cases of $E_{B A}^{d+1,1}\left(t^{\prime}\right)$ calculated from eq. (5) for several $d=2$ and $d=3$ pairs with nonzero peaks. In Figure 1(b), (e), (f), it can be concluded that there is definitely one hidden node along each interaction path $1 \rightarrow 3,4$ and $2 \rightarrow 3,4$. Without further analysis, the four peaks in Figure 1(e) and (f) may be associated with any of the four cases from one to four hidden nodes. However, by integrating the correlations of all the four peaks in addition to appropriate computation and derivation, we conclude definitely that all the four paths pass through a single hidden node (say node 7). For instance, by comparing the peak heights (identifying $Q_{A} I_{B A}(d)$ ) and peak positions (showing $\tau_{B A}(d)$ ), we can convincingly reach the above conclusion, that is, if equalities

$$
\begin{align*}
& \tau_{B_{1} A_{1}}(d=2)-\tau_{B_{1} A_{2}}(d=2)=\tau_{B_{2} A_{1}}\left(d^{\prime}\right)-\tau_{B_{2} A_{2}}\left(d^{\prime}\right) \\
& =\tau_{h_{1} A_{1}}(1)-\tau_{h_{1} A_{2}}(1) \approx \hat{\tau}_{h_{1} A_{1}}(1)-\hat{\tau}_{h_{1} A_{2}}(1),  \tag{6a}\\
& I_{B_{1} A_{1}}(d=2) / I_{B_{1} A_{2}}(d=2)=I_{B_{2} A_{1}}\left(d^{\prime}\right) / I_{B_{2} A_{2}}\left(d^{\prime}\right) \\
& =I_{h_{1} A_{1}}(1) / I_{h_{1} A_{2}}(1) \approx \hat{I}_{h_{1} A_{1}}(1) / \hat{I}_{h_{1} A_{2}}(1) \tag{6b}
\end{align*}
$$

are justified, a hidden node $h_{1}$ and its inputs from $A_{1}$ and $A_{2}$ nodes can be determined; and if equations

$$
\begin{align*}
& \tau_{B_{1} A_{1}}(d=2)-\tau_{B_{2} A_{1}}(d=2)=\tau_{B_{1} A_{2}}\left(d^{\prime}\right)-\tau_{B_{2} A_{2}}\left(d^{\prime}\right) \\
& =\tau_{B_{1} h_{2}}(1)-\tau_{B_{2} h_{2}}(1) \approx \hat{\tau}_{B_{1} h_{2}}(1)-\hat{\tau}_{B_{2} h_{2}}(1),  \tag{6c}\\
& I_{B_{1} A_{1}}(d=2) / I_{B_{2} A_{1}}(d=2)=I_{B_{1} A_{2}}\left(d^{\prime}\right) / I_{B_{2} A_{2}}\left(d^{\prime}\right) \\
& =I_{B_{1} h_{2}}(1) / I_{B_{2} h_{2}}(1) \approx \hat{I}_{B_{1} h_{2}}(1) / \hat{I}_{B_{2} h_{2}}(1) \tag{6d}
\end{align*}
$$

are valid, a single hidden node $h_{2}$ and its outputs to nodes $B_{1}$ and $B_{2}$ can be inferred. In eq. (6), all these $d-1$ and $d^{\prime}-1$ nodes are hidden in the considered paths. It can be easily verified that the four peaks of Figure 1(e) and (f) satisfy all eqs. (6a)-(6d) with $d=d^{\prime}=2, A_{1}=1, A_{2}=2, B_{1}=3$, $B_{2}=4$, and identify $h_{1}=h_{2}=7$ and its inputs and outputs by blue color shown in Figure 1(b). The four peaks of Figure $1(\mathrm{~g})$ and (h) satisfy eqs. (6a) and (6b) with $d=2, d^{\prime}=3$, $A_{1}=1, A_{2}=2, B_{1}=3, B_{2}=6$, and determine $h_{1}=7$ and its inputs and outputs by purple color as shown in Figure 1(c). The four peaks of Figure 1(i) and (j) justify eqs. (6c) and (6d) with $d=2, d^{\prime}=3, A_{1}=4, A_{2}=2, B_{1}=6, B_{2}=5$, and identify $h_{2}=8$ and its input and outputs by purple color as shown in Figure 1(d). With substructure, the motif in Figure 1 (b), hidden node 7 can uniquely be identified, that is, identify node 7 and all its inputs from observable nodes and outputs to observable nodes from all the rest of the hidden nodes and other links. The motif in Figure 1(c) (Figure 1(d)) determines hidden node 7 (8) and identifies the hidden node and its inputs (outputs) links with observable nodes from any other hidden nodes and hidden links. Hence, the simplest detectable structure is distinguished as a reconstruction motif, with which a hidden node and some of its links with accessible nodes can be recognized according to the analysis of measured accessible node data in the motif. In this work, three different motifs are shown in Figure 1(b)-(d), with which we can evidently distinguish all hidden nodes and hidden links in the network of Figure 1(a). Some more complex motifs with distant interaction paths are displayed in Appendix Figure a1.

## 3 Uncovering hidden nodes and hidden structure by applying noise injection: numerical demonstration

We demonstrate the above in a simple network how to use noise injection and analyze output data of the accessible nodes to uncover hidden nodes and links. This method can be directly extended to more complex and larger networks by utilizing the network motifs in Figure 1(b)-(d). A complex network of size $N=20$ is illustrated in Figure 2(a). In this network, ten red nodes (Figure 2(b)) are accessible, while all the other black nodes in Figure 2(a) are hidden, and the interaction structures of the whole network and network
dynamics are all unknown. The time series (e.g., eq. (2c)) of the accessible nodes are generated using eqs. (1) and (2) with noise being injected to one of the accessible nodes (i.e., node $A$ in Figure 2(b)). The aim is network reconstruction, that is, to explore additional hidden nodes in Figure 2(a) and infer hidden links associated with these uncovered nodes.

Based on the correlation results of $d=1$ [50], all direct interactions between accessible nodes (red arrows in Figure 2(c)) can be easily investigated. The reconstructed results of $I_{B A}(d)$ and $\tau_{B A}(d)$ for all pairs of $d=2(A, B=1,2, \ldots, 10)$ are listed in Table a1 and those for $d=3$ are in Table a2 by quantities of Roman type. In addition, hidden nodes and links can be inferred by using $E_{B A}^{d+1,1}\left(t^{\prime}\right)$ with $d=2$ (blue nodes and links in Figure 2(d) and blue numbers in Table a3) through motif in Figure $1(\mathrm{~b})$ and by using $E_{B A}^{d+1,1}\left(t^{\prime}\right)$ with $d=2,3$ (purple nodes and links in Figure 2(e) and purple numbers in Tables a3 and a4) based on motifs in Figure 1(c) and (d). For example, by integrating the results in Tables a1 and a2 and systematically applying eqs. (6) with network motifs in Figure 1(b)-(d), we obtain the structures of Figure 2(d) and (e) step by step, fully reconstructing network of Figure 2(a). In Figure 2(f) and (g), we plot ratio of intensities $R=\frac{I_{h_{\mu} A_{1}}}{I_{h_{\mu} A_{2}}}$ and time delay differences $\Delta \tau=\tau_{h_{\mu} A_{1}}-\tau_{h_{\mu} A_{2}}$ between any pairs of inputs and also $R=\frac{I_{B_{1} h_{\mu}}}{I_{B_{2} h_{\mu}}}$ and $\Delta \tau=\tau_{B_{1} h_{\mu}}-\tau_{B_{2} h_{\mu}}$ for outputs with $\mu=1,2, \cdots, N-M$ for all hidden nodes, and compare these reconstructed values with actual ones $\left(\hat{R}=\frac{\hat{I}_{h_{\mu} A_{1}}}{\hat{I}_{h_{\mu} A_{2}}}\right.$ or $\hat{R}=\frac{\hat{I}_{B_{1} h_{\mu}}}{\hat{I}_{B_{2} h_{\mu}}}$ and $\Delta \hat{\tau}=\hat{\tau}_{h_{\mu} A_{1}}-\hat{\tau}_{h_{\mu} A_{2}}$ or $\left.\Delta \hat{\tau}=\hat{\tau}_{B_{1} h_{\mu}}-\hat{\tau}_{B_{2} h_{\mu}}\right)$. All dots distribute along the diagonal lines, confirming acceptable reconstruction of these network quantities. It should be indicated that for each hidden node, two arbitrary factors, one for time delays and the other for interaction intensity, are not determined. Note that network in Figure 2(e) has 50\% hidden nodes and more than $85 \%$ links output from or input to hidden nodes. It is a fascinating success for us to conclude the complete reconstruction.

In Figure 2(e) and Tables a3, a4, all the hidden nodes and hidden links of network in Figure 2(a) have been reconstructed by employing the motifs in Figure 1(b)-(d) only. With a given network, a larger ratio of hidden nodes relative to observable nodes can certainly render the task of uncovering the hidden structure more difficult. In these cases, the calculation of additional correlations of data of measurable nodes and identification of additional motifs with larger $d^{\prime} s$ (e.g., $d>3$ ) (such as those in Figure al and others) may help us in full reconstruction. Nevertheless, the conditions for complete reconstruction (such as the requirements of the ratio of accessible nodes relative to hidden nodes, link density, and network structures) are still significant, which warrants further investigation.


Figure 2 Reconstruction of a complex network with excitable dynamics described by eqs. (1) and (2). Each node has probability $P=0.25$ to have input from or output to another node, and all other parameters are the same as in Figure 1. (a) Network to be reconstructed. All black nodes and links are unknown, and the network dynamics are unknown either. (b) Accessible nodes with measurable data and noise injection applicable. (c) By analysis of $d=1$ correlations of eqs. (3)-(5), direct interactions between accessible nodes can be inferred by red arrows. (d) By integration of $d=2$ correlations in Table al and application of the network motif in Figure 1(b), some hidden nodes and the associated links are inferred by blue nodes and blue arrows (blue numbers in Table a3). (e) By integration of the results of both $d=2$ and $d=3$ in Tables a1, a 2 and application of the network motifs in Figure 1(c) and (d), all the rest of the hidden nodes and their interaction structure are inferred by purple nodes and purple arrows (purple quantities in Tables a3, a4). (f) Ratios of reconstructed intensities between any pairs of inputs ( $R=\frac{I_{h_{\mu} A_{1}}}{I_{h_{\mu} A_{2}}}$ for red circles) and outputs ( $R=\frac{I_{B_{1}} h_{\mu}}{I_{B_{2} h_{\mu}}}$ for blue circles) for each given hidden nodes are plotted against actual ones $\left(\hat{R}=\frac{\hat{I}_{h_{\mu} A_{1}}}{\hat{I}_{h_{\mu} A_{2}}}\right.$ or $\hat{R}=\frac{\hat{I}_{B_{1} h_{\mu}}}{\hat{I}_{B_{2} h_{\mu}}}$. (g) Same as (f) with differences of reconstructed time delays plotted ( $\Delta \tau=\tau_{h_{\mu} A_{1}}-\tau_{h_{\mu} A_{2}}$ for red dot and $\Delta \tau=\tau_{B_{1} h_{\mu}}-\tau_{B_{2} h_{\mu}}$ for blue dots versus actual ones $\Delta \hat{\tau}=\hat{\tau}_{h_{\mu} A_{1}}-\hat{\tau}_{h_{\mu} A_{2}}$ or $\Delta \hat{\tau}=\hat{\tau}_{B_{1} h_{\mu}}-\hat{\tau}_{B_{2} h_{\mu}}$ ). All dots in (f) and (g) can be found along the diagonal lines, confirming acceptable reconstruction. Full integrating analyses for inferring structures (d) and (e) are given in Tables a3 and a4. Here, the complex network is reconstructed based on the network motifs in Figure 1(b) (all blue nodes and links) and Figure 1(c) and (d) (all purple nodes and links).

## 4 Uncovering hidden nodes and hidden links for network with internal and distributed noises

In the above discussion, injected noises are used to infer dark network structures associated with hidden nodes. This strategy is anticipated to be applicable in several realistic systems. However, there are also some practical cases where signal injections are difficult while internal noises are present and distributed in network nodes. In this work, internally distributed noises have become crucial. This issue can be examined with exactly the same algorithms in sect. 3, where, however, internal noises are present not only in accessible nodes but also in hidden nodes, producing additional rich information for network reconstruction.

For internal fast-varying noises, eq. (1a) is replaced by
$\frac{\mathrm{d} x_{i}(t)}{\mathrm{d} t}=-\frac{1}{\varepsilon} x_{i}(t)\left(x_{i}(t)-1\right)\left(x_{i}(t)-\frac{y_{i}(t)+b}{a}\right)$

$$
\begin{equation*}
+\sum_{j=1, j \neq i}^{N} w_{i j}\left(x_{j}\left(t-\hat{\tau}_{i j}\right)-x_{i}(t)\right)+\Gamma_{i}(t) \tag{7}
\end{equation*}
$$

with nodes $i=1,2, \cdots, M<N$ being measurable and nodes $i=M+1, \cdots, N$ being hidden. Because distributed noises derived from the microscopic world have a much shorter correlation time compared with the characteristic time of macroscopic network dynamics, white noise approximations are adopted
$\left\langle\Gamma_{i}(t) \Gamma_{j}\left(t+t^{\prime}\right)\right\rangle=Q_{i} \delta_{i j} \delta\left(t^{\prime}\right)$.
Note the intensities of $Q_{i}$ are unknown, but all $Q_{i}$ for accessible nodes can be easily determined, based on available data $Q_{i}=\frac{1}{L} \sum_{k=1}^{L} x_{i}^{(1)}\left(t_{k}\right) x_{i}^{(1)}\left(t_{k}\right) \Delta t$. With data of two measurable nodes $A$ and $B$ (eq. (2c)), we can follow all the computation procedures of eqs. (3)-(5). Then, all the internally distributed noises serve as the signal sources in eq. (5) for reconstruction of hidden nodes and dark interaction structure. The only difference is that one may observe more peaks in $E_{B A}^{d+1,1}\left(t^{\prime}\right)$,
inferring more information from all noise signal sources including noises in both accessible nodes and in hidden nodes along all paths between these two accessible nodes. For a direct interaction $(d=1)$ between two accessible nodes, eq. (5) is changed to
$E_{B A}^{2,1}\left(t^{\prime}\right)=\left\{\begin{array}{lc}0(\Delta t), & t_{k}^{\prime} \neq \tau_{B A},-\tau_{A B}, \\ Q_{A} I_{B A}+0(\Delta t), & t_{k}^{\prime}=\tau_{B A}, \\ -Q_{B} I_{A B}+0(\Delta t), & t_{k}^{\prime}=-\tau_{A B} .\end{array}\right.$
Two peaks caused by internal noises in both nodes $A$ and $B$ may exist at right positions, if there are bi-direct interactions
between $A$ and $B$. For $d=2$ indirect interaction path with a hidden node $h$ in between $A$ and $B$, we have

$$
\begin{align*}
& E_{B A}^{3,1}\left(t^{\prime}\right) \\
& =\left\{\begin{array}{lc}
0(\Delta t), & t_{k}^{\prime} \neq \tau_{B A}(2),-\tau_{A B}(2), \tau_{A h}-\tau_{B h}, \\
Q_{A} I_{B A}(2)+0(\Delta t), & t_{k}^{\prime}=\tau_{B A}(2), \\
Q_{B} I_{A B}(2)+0(\Delta t), & t_{k}^{\prime}=-\tau_{A B}(2), \\
-Q_{h} I_{A h} I_{B h}+0(\Delta t), & t_{k}^{\prime}=\tau_{A h}-\tau_{B h} .
\end{array}\right. \tag{10}
\end{align*}
$$

A general correlation form for path of distance $d A \rightarrow$ $h_{1} \rightarrow \cdots \rightarrow h_{v} \rightarrow h_{(d-1)} \rightarrow B$ reads

$$
E_{B A}^{d+1,1}\left(t^{\prime}\right)=\left\{\begin{array}{lr}
0(\Delta t), & t_{k}^{\prime} \neq \text { all the following specific values, } \\
Q_{A} I_{B A}(d)+0(\Delta t), & t_{k}^{\prime}=\tau_{B A}(d) \\
(-1)^{d} Q_{B} I_{A B}(d)+0(\Delta t), & t_{k}^{\prime}=-\tau_{A B}(d), \\
\vdots & \\
(-1)^{v} Q_{h_{v}} I_{A h_{v}}(v) I_{B h_{v}}(d-v)+0(\Delta t), & t_{k}^{\prime}=\tau_{A h_{v}}(v)-\tau_{B h_{v}}(d-v), \\
\vdots & \\
(-1)^{d-1} Q_{h_{d-1}} I_{A h_{d-1}}(d-1) I_{B h_{d-1}}(1)+0(\Delta t) & t_{k}^{\prime}=\tau_{A h_{d-1}}(d-1)-\tau_{B h_{1}}(1)
\end{array}\right.
$$

Unlike eq. (5), where only a single peak is generated by the injected noise for any path of various distance $d^{\prime}$ s, in eq. (11) for a path of length $d, d+1$ peaks result in noises distributed in the $d+1$ nodes. All our task is to reconstruct the quantities of $\hat{I}_{B A}\left(d_{B A}\right)$ and $\hat{\tau}_{B A}\left(d_{B A}\right)$ by eqs. (3)-(11) and integrate these reconstructed quantities for different pairs of accessible nodes to brighten up hidden nodes and their hidden structure in the whole network. In Figure 3(a), another reconstruction motif is shown for $d=d^{\prime}=2$ (interactions with orange color aside from the same-colored node) under the condition of distributed noises, additional to the motif structure of Figure 1(b). By using eq. (6c) and the last line of eq. (10) and considering peak quantities in Figure 3(b),
$\tau_{B_{1} A}(2)-\tau_{B_{2} A}(2)=\tau_{B_{2} B_{1}}(2)=\tau_{B_{1} h}(1)-\tau_{B_{2} h}(1)$,
which definitely recognizes the hidden node $h$ with its input $A \rightarrow h$ and outputs $h \rightarrow B_{1}, B_{2}$ based on the novel signal peak offered by noise in the hidden node $h$ (the peak in the bottom panel of Figure 3(b)).

In Figure 3(c), we do exactly the same as in Figure 2, with internal and distributed noises applying in eq. (7) (for comparison, we use $Q_{i}=Q_{A}=0.2$ ). By using $d=2$ correlations and the motif in Figure 1(b), blue hidden nodes and links can also be inferred in Figure 3(c). By taking into consideration the motif in Figure 3(a), additional orange hidden nodes and hidden links in Figure 3(c) are determined with-
out further consideration of $d=3$ correlations. By comparison with Tables a1 and a3, peak heights and peak positions of $E_{B A}^{d+1,1}\left(t^{\prime}\right) / Q_{A}$ correlation curves in eq. (5) with $d=2$ in Table a5 for the network of Figure 2(a) with internally distributed noises eq. (7) are presented. The reconstructed results align well with the actual ones. It is evident that all data in Table a1 appear in Table a5 approximately, demonstrating that the analyses applied by the noise injection approach also work for internal and distributed noises. Moreover, this observation indicates wide applications of our reconstruction approach in realistic systems. A fascinating observation is that noises in hidden nodes could offer more information for network inference (underline quantities in Table a5). In Table a6, we go further to do the same as in Table a3 for uncovering hidden nodes and hidden links by using $d=d^{\prime}=2$ motifs only, where some hidden nodes (nodes 17, 18, 19) and the associated interactions in orange color, which cannot be examined with injected noises in Table a3, can be clearly reconstructed in Table a6, with only $d=2$ correlation calculation of accessible node pairs using the motif in Figure 3(a) (i.e., by signals from noises in the hidden nodes).

## 5 Conclusion

In conclusion, a method for analyzing singularities caused


Figure 3 Reconstructing a complex network with internally distributed noises. (a) Another reconstruction motif of $d=d^{\prime}=2$, additional to the motif in Figure 1(b), based also on $d=d^{\prime}=2$ correlation computation in eqs. (6c) and (10). Hidden node 4 and its input and outputs could be fixed by correlations definitely. (b) Some $E_{B A}^{d+1,1}\left(t^{\prime}\right)$ curves plotted against $t^{\prime}$ for $d=2$. Data are produced by the motif network in (a) with internal noises distributed in all network nodes, $Q_{i}=0.2, i=1,2, \cdots, 4$. By applying eq. (10) for $E_{B_{1} A}^{d+1,1}\left(t^{\prime}\right), E_{B_{2} A}^{d+1,1}\left(t^{\prime}\right), E_{B_{2} B_{1}}^{d+1,1}\left(t^{\prime}\right)$ with $d=2$ for multiple pairs of accessible nodes, a new reconstruction motif can be defined in (a). (c) Reconstructing the network structure of Figure 2(a) under internally distributed noises with correlations upper to $d=2$. All blue hidden nodes and links are acquired by the noise signals from accessible nodes, while orange hidden nodes and links are reconstructed with the signals (peaks of correlation $E_{A_{1} A_{2}}^{3,1}\left(t^{\prime}\right)$ ) from noises in the hidden nodes. All the associated quantities are given in Tables a5 and a6, where noises in the hidden nodes contribute more peak signals in Table a5, and motif (a) infers additional hidden nodes and hidden links in Table a6.
by fast-varying noises, both externally injected to or internally present in network nodes, is developed to uncover hidden nodes and the associated hidden structure in the network. By calculation of the correlations of measurable data for multiple pairs of accessible nodes with different derivative orders (eqs. (3)-(5), (7)-(12)) and finding out quantitative relations between various correlations with use of reconstruction motifs in Figures 1(b)-(d) and 3(a), the hidden world of networks is successfully brightened by recognizing hidden nodes, examining the interaction structure between hidden nodes and accessible nodes, and calculating the quantities of all links inputting to and outputting from any hidden node explored. All the analysis here dealts with linear diffusive couplings. The approach can also be applied to nonlinear chemical synapses for neural networks. Moreover, the identities for interaction intensities no longer work; however, those for time delays work equally in hidden network reconstruction.

It is emphasized that though in this paper, correlations $E_{B A}^{d+1,1}\left(t^{\prime}\right)$ were analyzed for $d=1,2$ and 3 only (Figure 2, 3 , and Tables a1-a6), all correlations of different $d$ involve possibly independent information, and synthesizing the findings of even large $d^{\prime} s$ can aid in inferring hidden nodes and hidden structure in more difficult conditions, that is, to examine larger numbers of hidden nodes with smaller part of accessible nodes in networks.

In all eqs. (3)-(12), white noises play an active role in the reconstruction of hidden nodes and their associated interaction structure. However, noises also play negative roles in causing random fluctuations, destroying the active signals. In theory, this issue can surely be addressed when sufficiently high-frequency measurements ( $\Delta t \ll 1$ ) are employed, and large data sets $(L \gg 1)$ are gathered. However, it remains a great challenge to increase the reconstruction quality of hidden nodes and hidden structures, given limited measurement frequencies and available data in real measurements.

In several realistic networks, some units of importance are often not reachable [51-53]. Systematic analyses of these hidden parts according to measurable, accessible data can help understand and control the whole network structures and the network functions [9,54]. Applications of the theoretical approaches to some practically important systems according to real data may be future work for network reconstruction research.
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## Appendix

Table a1 Peak heights/positions of $E_{B A}^{d+1,1}\left(t^{\prime}\right) / Q_{A}$ curves (quantities of Roman type, $I_{B A}(2) /\left(\tau_{B A}(2) / \Delta t\right)$ ) for $d=2$ for all accessible $A$ nodes (vertical nodes 1-10 in Figure 2(b)) and $B(B \neq A)$ nodes (horizontal nodes 1-10 in Figure 2(b)). All italic quantities show actual $\hat{I}_{B A}(2) /\left(\hat{\tau}_{B A}(2) / \Delta t\right)$ in the network eq. (1). All black quantities infer $d=2$ paths passing through a hidden node. In some grids for $d=2$, multiple data pairs represent multiple paths between the given pair of $(A, B)$ nodes through different hidden nodes. For example, as there is only one path with $d=2$ from node 3 to hidden node 13 then to node 9 , in grid ( 3,9 ) the quantity of Roman type shows peak height of $E_{9,3}^{3,1}\left(\tau^{\prime}\right) / Q_{A}=I_{9,3}(2)=0.993$ and peak position $\tau_{9,3}(2) / \Delta t=96$ while the quantities of italic type $\hat{I}_{9,3}(2)=1.011$ and $\hat{\tau}(2) / \Delta t=96$ are in eqs. (1), (4a), (4b). All reconstructed quantities of Roman type satisfactorily reproduce actual ones of italic type

| A | Interaction intensities/total time delays $\tau_{B A} / \Delta t$ for $d=2$ interaction paths |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $B=1$ | $B=2$ | $B=3$ | $B=4$ | $B=5$ | $B=6$ | $B=7$ | $B=8$ | $B=9$ | $B=10$ |
| 1 | - | - | 1.046/142 | - | - | - | - | 0.891/120 | 0.971/70 | 1.225/174 |
|  | - | - | 1.109/142 | - | - | - | - | -0.906/120 | 0.969/70 | 1.280/174 |
|  | - | - | - | - | - | - | - | - | - | 0.972/122 |
|  | - | - | - | - | - | - | - | - | - | 0.994/122 |
| 2 | 0.709/124 | - | 0.963/182 | 0.678/126 | - | - | - | 0.874/130 | 0.932/80 | 0.941/132 |
|  | 0.727/124 | - | 0.929/182 | 0.691/126 | - | - | - | 0.888/130 | 0.950/80 | 0.975/132 |
| 3 | 0.825/138 | - | - | 0.843/166 | 1.180/146 | - | - | - | 0.993/96 | - |
|  | 0.825/138 | - | - | 0.894/166 | 1.210/146 | - | - | - | 1.011/96 | - |
|  | - | - | - | 0.749/140 | 1.137/114 | - | - | - | - | - |
|  | - | - | - | 0.785/140 | 1.134/114 | - | - | - | - | - |
|  | - | - | - | 1.192/82 | - | - | - | - | - | - |
|  | - | - | - | 1.208/82 | - | - | - | - | - | - |
| 4 | - | - | - | - | 1.323/138 | - | - | - | 1.091/88 | - |
|  | - | - | - | - | 1.303/138 | - | - | - | 1.088/88 | - |
| 5 | - | - | - | - | - | 1.335/132 | 1.009/110 | - | - | - |
|  | - | - | - | - | - | 1.321/132 | 1.019/110 | - | - | - |
| 6 | - | - | - | - | - | - | - | - | - | - |
|  | - | - | - | - | - | - | - | - | - | - |
| 7 | - | - | - | - | - | - | - | 0.946/84 | - | 1.061/66 |
|  | - | - | - | - | - | - | - | 0.979/84 | - | 1.093/66 |
| 8 | - | - | - | - | - | 0.850/188 | 0.659/152 | - | - | - |
|  | - | - | - | - | - | 0.949/188 | 0.754/152 | - | - | - |
|  | - | - | - | - | - | 0.930/144 | 0.710/122 | - | - | - |
|  | - | - | - | - | - | 0.945/144 | 0.729/122 | - | - | - |
| 9 | - | - | - | - | - | - | - | 0.901/142 | - | 1.034/184 |
|  | - | - | - | - | - | - | - | 0.978/142 | - | 1.086/184 |
|  | - | - | - | - | - | - | - | 0.945/126 | - | 0.791/180 |
|  | - | - | - | - | - | - | - | 1.005/126 | - | 0.802/180 |
|  | - | - | - | - | - | - | - | - | - | 1.071/124 |
|  | - | - | - | - | - | - | - | - | - | 1.092/124 |
| 10 | - | - | - | - | - | - | - | 1.264/116 | - | - |
|  | - | - | - | - | - | - | - | 1.246/116 | - | - |

$\underline{\text { Table a2 }}$ The same as Table a1 with $d=3$ interaction paths considered and computed with two hidden nodes in the paths

| A | Interaction intensities/total time delays $\tau_{B A} / \Delta t$ for $d=3$ interaction paths |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $B=1$ | $B=2$ | $B=3$ | $B=4$ | $B=5$ | $B=6$ | $B=7$ | $B=8$ | $B=9$ | $B=10$ |
| 1 | - | - | - | 1.099/214 | 1.422/194 | - | - | 1.263/224 | 1.244/144 | 1.000/278 |
|  | - | - | - | 1.053/214 | 1.424/194 | - | - | 1.319/224 | 1.190/144 | 1.053/278 |
|  | - | - | - | 1.132/114 | 0.969/146 | - | - | 1.027/164 | - | 1.149/146 |
|  | - | - | - | 1.161/114 | 1.090/146 | - | - | 1.058/164 | - | 1.181/146 |
| 2 | - | - | - | 1.013/224 | 1.291/204 | - | - | 1.055/174 | 1.325/154 | 0.845/156 |
|  | - | - | - | 1.033/224 | 1.397/204 | - | - | 1.038/174 | 1.167/154 | 1.158/156 |
|  | - | - | - | 0.798/154 | 0.850/186 | - | - | - | - | - |
|  | - | - | - | 0.972/154 | 0.913/186 | - | - | - | - | - |
| 3 | - | - | - | - | - | - | - | 0.921/188 | 1.080/138 | 1.068/190 |
|  | - | - | - | - | - | - | - | 0.987/188 | 1.056/138 | 1.083/190 |
| 4 | - | - | - | - | - | - | - | 0.906/180 | 1.091/130 | 1.088/182 |
|  | - | - | - | - | - | - | - | 1.063/180 | 1.137/130 | 1.167/182 |
| 5 | 0.901/174 | - | - | - | - | - | - | - | - | - |
|  | 1.029/174 | - | - | 0.978/176 | - | - | - | - | - | - |
| 6 | - | - | - | - | - | - | - | - | - | - |
| 7 | - | - | - | - | - | - | - | - | - | - |
| 8 | 0.963/186 | - | - | 0.609/188 | - | - | - | - | - | - |
|  | 0.736/186 | - | - | 0.700/188 | - | - | - | - | - | - |
| 9 | - | - | - | - | - | 1.005/240 | 0.788/204 | 1.183/234 | - | 1.147/288 |
|  | - | - | - | - | - | 1.141/240 | 0.907/204 | 1.120/234 | - | 0.894/288 |
| 10 | - | - | - | - | - | 1.490/230 | 1.132/194 | - | - | - |
|  | - | - | - | - | - | 1.415/230 | 1.125/194 | - | - | , |


(c)

(d)


Figure a1 Four motifs for distances of interactions larger than those of motifs in Figure 1(b)-(d). All green nodes and links are identified by the given motifs. Motifs with even large $d^{\prime} s$ can be also found in the similar manner.

Table a3 The same as Table a1 for reconstructed results with black data in Table a1 replaced by blue and purple colors, indicating that we have uniquely explored the numbered hidden nodes (the particular numbers of hidden nodes in brackets are adopted from Figure 2(a)) with all its inputs and outputs. Blue colored results are obtained by analyzing Table a1 only for $d=d^{\prime}=2$ in eq. (6) with network motif in Figure 1(b) (shown in Figure 2(d)), and purple colored ones by integrating data in both Tables a1, a2 and applying eq. (6) for $d=2, d^{\prime}=3$ with network motifs in Figure 1(c) and (d) (shown in Figure 2(e))

| A | Uncovering hidden node and hidden links in Table a1 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $B=1$ | $B=2$ | $B=3$ | $B=4$ | $B=5$ | $B=6$ | $B=7$ | $B=8$ | $B=9$ | $B=10$ |
| 1 | - | - | 1.046/142 | - | - | - | - | 0.891/120 | 0.971/70 | 1.225/174 |
|  | - | - | (16) | - | - | - | - | (11) | (11) | (20) |
|  | - | - | - | - | - | - | - | - | - | 0.972/122 |
|  | - | - | - | - | - | - | - | - | - | (11) |
| 2 | 0.709/124 | - | 0.963/182 | 0.678/126 | - | - | - | 0.874/130 | 0.932/80 | 0.941/132 |
|  | (12) | - | (16) | (12) | - | - | - | (11) | (11) | (11) |
| 3 | 0.825/138 | - | - | 0.843/166 | 1.180/146 | - | - | - | 0.993/96 | - |
|  | (12) | - | - | (13) | (13) | - | - | - | (13) | - |
|  | - | - | - | 0.749/140 | 1.137/114 | - | - | - | - | - |
|  | - | - | - | (12) | (17) | - | - | - | - | - |
|  | - | - | - | 1.192/82 | - | - | - | - | - | - |
|  | - | - | - | (17) | - | - | - | - | - | - |
| 4 | - | - | - | - | 1.323/138 | - | - | - | 1.091/88 | - |
|  | - | - | - | - | (13) | - | - | - | (13) | - |
| 5 | - | - | - | - | - | 1.335/132 | 1.009/110 | - | - | - |
|  | - | - | - | - | - | (14) | (14) | - | - | - |
| 6 | - | - | - | - | - | - | - | - | - | - |
| 7 | - | - | - | - | - | - | - | 0.946/84 | - | 1.061/66 |
|  | - | - | - | - | - | - | - | (15) | - | (15) |
| 8 | - | - | - | - | - | 0.850/188 | 0.659/152 | - | - | - |
|  | - | - | - | - | - | (18) | (18) | - | - | - |
|  | - | - | - | - | - | 0.930/144 | 0.710/122 | - | - | - |
|  | - | - | - | - | - | (14) | (14) | - | - | - |
| 9 | - | - | - | - | - | - | - | 0.901/142 | - | 1.034/184 |
|  | - | - | - | - | - | - | - | (15) | - | (20) |
|  | - | - | - | - | - | - | - | 0.945/126 | - | 0.791/180 |
|  | - | - | - | - | - | - | - | (19) | - | (19) |
|  | - | - | - | - | - | - | - | - | - | 1.071/124 |
|  | - | - | - | - | - | - | - | - | - | (15) |
| 10 | - | - | - | - | - | - | - | 1.264/116 | - | - |
|  | - | - | - | - | - | - | - | (19) | - | - |

Table a4 The same as Table a3 with $d=3$ interaction paths considered. Here, purple numbers integrate and synthesize data in both Tables a1 and a2 by applying network motifs in Figure 1(c) and (d), and the purple numbers in Tables a3 and a4 definitely construct all purple part of hidden nodes and hidden network structure of Figure 2(e). Moreover, the blue numbers in Table a3 and purple numbers in both Tables a3 and this table together perform complete recovery of the hidden part of network Figure 2(a)

| A | Uncovering hidden node and hidden links in Table a2 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $B=1$ | $B=2$ | $B=3$ | $B=4$ | $B=5$ | $B=6$ | $B=7$ | $B=8$ | $B=9$ | $B=10$ |
| 1 | - | - | - | 1.099/214 | 1.422/194 | - | - | 1.263/224 | 1.244/144 | $1.000 / 278$ |
|  | - | - | - | $(11,13)$ | $(11,13)$ | - | - | $(20,19)$ | $(11,13)$ | $(20,19)$ |
|  | - | - | - | 1.132/114 | 0.969/146 | - | - | 1.027/164 | - | 1.149/146 |
|  | - | - | - | $(16,17)$ | $(16,17)$ | - | - | $(11,15)$ | - | $(11,15)$ |
| 2 | - | - | - | 1.013/224 | 1.291/204 | - | - | 1.055/174 | 1.325/154 | $0.845 / 156$ |
|  | - | - | - | $(11,13)$ | $(11,13)$ | - | - | $(11,15)$ | $(11,13)$ | $(11,15)$ |
|  | - | - | - | 0.798/154 | 0.850/186 | - | - | - | - | - |
|  | - | - | - | $(16,17)$ | $(16,17)$ | - | - | - | - | - |
| 3 | - | - | - | - | - | - | - | 0.921/188 | 1.080/138 | 1.068/190 |
|  | - | - | - | - | - | - | - | $(13,11)$ | $(13,11)$ | $(13,11)$ |
| 4 | - | - | - | - | - | - | - | 0.906/180 | 1.091/130 | 1.088/182 |
|  | - | - | - | - | - | - | - | $(13,11)$ | $(13,11)$ | $(13,11)$ |
| 5 | 0.901/174 | - | - | - | - | - | - | - | - | - |
|  | $(14,12)$ | - | - | - | - | - | - | - | - | - |
| 6 | - | - | - | - | - | - | - | - | - | - |
| 7 | - | - | - | - | - | - | - | - | - | - |
| 8 | 0.963/186 | - | - | 0.609/188 | - | - | - | - | - | - |
|  | $(14,12)$ | - | - | $(14,12)$ | - | - | - | - | - | - |
| 9 | - | - | - | - | - | 1.005/240 | 0.788/204 | 1.183/234 | - | 1.147/288 |
|  | - | - | - | - | - | $(19,18)$ | $(19,18)$ | $(20,19)$ | - | $(20,19)$ |
| 10 | - | - | - | - | - | 1.490/230 | 1.132/194 | - | - | - |
|  | - | - | - | - | - | $(19,18)$ | $(19,18)$ | - | - | - |

Table a5 The same as Table a1 with internal and distributed noises eq. (7) considered. For a comparison with Table a1, we take $Q_{i}=0.2, i=1,2, \ldots, 20$. All quantities in Table al appear approximately in this table (quantities without underline). The additional quantities with underline in this table are taken from peaks produced by noises in hidden nodes. Note, in this table only peaks with positive time-delay are shown. There are other peaks, symmetric to those peaks and not adding any novel information, are not shown. This rule is also followed in Table a6

| A | Interaction intensities/total time delays $\tau_{B A} / \Delta t$ for $d=2$ interaction paths in distributed noises |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $B=1$ | $B=2$ | $B=3$ | $B=4$ | $B=5$ | $B=6$ | $B=7$ | $B=8$ | $B=9$ | $B=10$ |
| 1 | - | - | 1.191/142 | $\underline{-0.764 / 2}$ | - | - | - | 0.842/120 | 0.982/70 | 1.282/174 |
|  | - | - | - | - | - | - | - | - | - | 1.096/122 |
| 2 | 0.679/124 | - | 0.884/182 | 0.607/126 | - | - | - | 0.935/130 | 0.788/80 | 1.020/132 |
| 3 | 0.745/138 | - | - | 0.971/166 | 1.113/146 | - | - | - | 1.012/96 | - |
|  | - | - | - | 0.854/140 | 1.110/114 | - | - | - | - | - |
|  | - | - | - | 1.084/82 | - | - | - | - | - | - |
| 4 | - | - | - | - | 1.171/138 | - | - | - | 0.998/88 | - |
|  | - | - | - | - | $\underline{-1.350 / 32}$ | - | - | - | - | - |
| 5 | - | - | - | $\underline{-0.998 / 20}$ | - | 1.364/132 | 1.066/110 | - | - | - |
| 6 | - | - | - | - | - | - | - | - | - | - |
| 7 | - | - | - | - | - | $\underline{-0.966 / 22}$ | - | 0.941/84 | - | 1.014/66 |
|  | - | - | - | - | - | -1.279/36 | - | - | - | - |
| 8 | - | - | - | - | - | 0.928/188 | 0.626/152 | - | - | $\underline{-0.783 / 2}$ |
|  | - | - | - | - | - | 0.861/144 | 0.748/122 | - | - | -1.118/54 |
| 9 | - | - | - | $\underline{-0.916 / 70}$ | $\underline{-1.054 / 50}$ | - | - | 0.901/142 | - | 1.008/184 |
|  | - | - | - | - | - | - | - | 1.011/126 | - | 0.792/180 |
|  | - | - | - | - | - | - | - | $\underline{-0.908 / 50}$ | - | 1.113/124 |
|  | - | - | - | - | - | - | - | - | - | $\underline{-0.893 / 52}$ |
| 10 | - | - | - | - | - | - | - | 1.118/116 | - | - |
|  | - | - | - | - | - | - | - | $\underline{-0.876 / 18}$ | - | - |

Table a6 The same as Table a3 with internal and distributed noises considered. All blue quantities are identical to the ones in Table a3, which are reconstructed by eq. (6) and motif in Figure 1(b). All orange data, with or without underline, provide additional information of hidden structures. Interestingly, hidden nodes 17, 18, 19 and the related interactions, which cannot be identified in Table a3, are definitely inferred with the information generated by noise sources of hidden nodes and by applying the motif in Figure 3(a). All the remaining black quantities and hidden nodes 16, 20 could not be inferred with correlations upper to $d=2$

| A | Uncovering hidden node and hidden links in Table a5 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $B=1$ | $B=2$ | $B=3$ | $B=4$ | $B=5$ | $B=6$ | $B=7$ | $B=8$ | $B=9$ | $B=10$ |
| 1 | - | - | 1.191/142 | -0.764/2 | - | - | - | 0.842/120 | 0.982/70 | 1.282/174 |
|  | - | - |  | (12) | - | - | - | (11) | (11) |  |
|  | - | - | - | - | - | - | - | - | - | 1.096/122 |
|  | - | - | - | - | - | - | - | - | - | (11) |
| 2 | 0.679/124 | - | 0.884/182 | 0.607/126 | - | - | - | 0.935/130 | 0.788/80 | 1.020/132 |
|  | (12) | - |  | (12) | - | - | - | (11) | (11) | (11) |
| 3 | 0.745/138 | - | - | 0.971/166 | 1.113/146 | - | - | - | 1.012/96 | - |
|  | (12) | - | - | (13) | (13) | - | - | - | (13) | - |
|  | - | - | - | 0.854/140 | 1.110/114 | - | - | - | - | - |
|  | - | - | - | (12) | (17) | - | - | - | - | - |
|  | - | - | - | 1.084/82 | - | - | - | - | - | - |
|  | - | - | - | (17) | - | - | - | - | - | - |
| 4 | - | - | - | - | 1.171/138 | - | - | - | 0.998/88 | - |
|  | - | - | - | - | (13) | - | - | - | (13) | - |
|  | - | - | - | - | -1.350/32 | - | - | - | - | - |
|  | - | - | - | - | (17) | - | - | - | - | - |
| 5 | - | - | - | $\underline{-0.998 / 20}$ | - | 1.364/132 | 1.066/110 | - | - | - |
|  | - | - | - | (13) | - | (14) | (14) | - | - | - |
| 6 | - | - | - | - | - | - | - | - | - | - |
| 7 | - | - | - | - | - | $\underline{-0.966 / 22}$ | - | 0.941/84 | - | 1.014/66 |
|  | - | - | - | - | - | (14) | - | (15) | - | (15) |
|  | - | - | - | - | - | $\underline{-1.279 / 36}$ | - | - | - | - |
|  | - | - | - | - | - | (18) | - | - | - | - |
| 8 | - | - | - | - | - | 0.928/188 | 0.626/152 | - | - | $\underline{-0.783 / 2}$ |
|  | - | - | - | - | - | (18) | (18) | - | - | (11) |
|  | - | - | - | - | - | 0.861/144 | 0.748/122 | - | - | -1.118/54 |
|  | - | - | - | - | - | (14) | (14) | - | - | (19) |
| 9 | - | - | - | $\underline{-0.916 / 70}$ | -1.054/50 | - | - | 0.901/142 | - | 1.008/184 |
|  | - | - | - | (13) | (13) | - | - | (15) | - |  |
|  | - | - | - | - | - | - | - | 1.011/126 | - | 0.792/180 |
|  | - | - | - | - | - | - | - | (19) | - | (19) |
|  | - | - | - | - | - | - | - | -0.908/50 | - | 1.113/124 |
|  | - | - | - | - | - | - | - | (11) | - | (15) |
|  | - | - | - | - | - | - | - | - | - | $\underline{-0.893 / 52}$ |
|  | - | - | - | - | - | - | - | - | - | (11) |
| 10 | - | - | - | - | - | - | - | 1.118/116 | - | - |
|  | - | - | - | - | - | - | - |  | - | - |
|  | - | - | - | - | - | - | - | $\underline{-0.876 / 18}$ | - | - |
|  | - | - | - | - | - | - | - | (15) | - | - |
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