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Abstract
In this paper, we argue that not all economic interactions can be simulated. Specific 
types of interactions, instantiated in and instantiating of institutional structures, are 
embodied in ways that do not admit entailing laws and cannot be expressed in a 
computational model. Our arguments have two implications: (i) zero intelligence is 
not merely a computational phenomenon but requires an “embodied” coupling with 
the environment (theoretical implication); and (ii) some interactions, on which col-
lective phenomena are based, are unprestatable and generate emerging phenomena 
which cannot be entailed by computation (methodological implication).

Keywords Economic interaction · Minimal intelligence · Embodied condition · 
Unprestatability · Cognitive institutions

1 Introduction

Douglas Hofstadter, in his 1979 well-known book Gödel, Escher, Bach, while dis-
cussing the nature of swarm intelligence with reference to the anecdotal case of ant 
colonies, raises a question: “the interaction between ants is determined just as much 
by their six-leggedness and their size and so on, as by the information stored in their 
brain. Could there be an Artificial Ant Colony?” (p. 365, emphasis added). After 
four decades, judging from the significant development of AI, complexity science 
and related methodologies—such as multi-agent systems—we may be tempted to 
admit that this is possible: modeling artificial societies (including artificial ant colo-
nies) may be a successful type of scientific praxis.
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But this praxis still may not be a convincing answer to Hofstadter’s ques-
tion which remains the same: are ant colonies more a matter of legs or a matter 
of information? Or more generally, what types of interactions, on which collec-
tive intelligence is based, admit a simulation? Does interaction depend simply on 
information processing or is it an extended, embodied matter that somehow escapes 
computation?

The question is relevant if we recognize a role for zero/minimal intelligence (ZI) 
in cognitive organization. This concept suggests that, in specific institutional set-
tings, “dumbs agents” (e.g., simple agents that make elementary choices, such as 
random choices) can generate outcomes that are substantively rational (Gode & 
Sunder 1993). And this is possible precisely because some specific structures exter-
nal to the agent do most of the work and take the place of an agent’s cognition. In 
this regard, an environment or institution may be designed to scaffold an agent’s 
behavior, or to steer behavior in a particular direction (Clark 1997; Denzau and 
North 1994). On some views, this ZI-institutional structure can be easily simulated; 
on other views, as we’ll see, it’s not so easy, and may be impossible.

In this contribution, we argue that not all interactions can be easily simulated. 
In particular, specific types of interactions, instantiated in and instantiating of insti-
tutional structures, are embodied and extended in ways that cannot be captured 
computationally. Our arguments present two implications: (a) a theoretical implica-
tion: ZI is not merely a computational phenomenon but often requires an “embod-
ied” coupling with the environment;1 (b) a methodological implication: simulations 
cannot simply substitute ecological settings for interactions to the extent that some 
interactions, on which collective phenomena are based, are unprestatable and gener-
ate emerging phenomena which cannot be entailed by computation.

Our thesis is consistent with two general views which are staked out in the con-
temporary debate on evolution and cognition: (1) We endorse the impossibility of 
computationally entailing many emerging phenomena of the ecosphere (Longo et al. 
2012; Kauffman 2000); and (2) we rely on the view that cognition and intelligence 
are embodied, embedded, enactive and extended (Newen et al. 2018), in ways that 
do not admit of cognitivist (computationalist) representability.

1.1  State of the art: zero intelligence plus institutions

Denzau and North (1994) propose that institutional mechanisms occur through 
shared internal mental models. They define institutions as “the rules of the game 
of a society [consisting] of formal and informal constraints constructed to order 
interpersonal relationships” (1994, 4). “Institutions” that order interpersonal 
relations, as sets of rules that compose “shared mental models,” would be fully 

1 ZI is based on the cognitivist paradigm where intelligence is just computational (ZI = zero computa-
tion). As we will show in the next sections, intelligence is more than computation, and ZI works (if it 
works) not just because of the arrangement of the environment but because the system it is part of, is 
intelligent—embodied processes are intelligent in their coupling to the environment. In other words, the 
ZI system can be also conceived as zero computation, plus embodied intelligence operating in a struc-
tured environment.
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computational and fully consistent with computational models of the mind. “The 
mental models are the internal representations that individual cognitive systems 
create to interpret the environment; the institutions are the external (to the mind) 
mechanisms individuals create to structure and order the environment” (Denzau 
& North 1994, p. 4). In other words, North’s idea of “markets as institutions” is 
part of the information-processing paradigm within economics and cognitive sci-
ence; these mental models are constituted mainly by beliefs, preferences, expecta-
tions that populate people’s mental representations of the institutions they act in.

Under conditions of uncertainty, individuals’ interpretation of their envi-
ronment will reflect their learning. Individuals with common cultural back-
grounds and experiences will share reasonably convergent mental models, 
ideologies, and institutions; and individuals with different learning experi-
ences (both cultural and environmental) will have different theories (mod-
els, ideologies) to interpret their environment (Denzau & North 1994, pp. 
3-4).

Institutional change can be easily simulated by manipulating these men-
tal models (North 1993), and in such simulations, uncertainty can be reduced 
through such manipulations.

In the philosophy of mind and the cognitive sciences, the idea that external 
instruments and institutions can scaffold individual cognition was introduced by 
Andy Clark (1997) under the heading of the “extended mind” (Clark & Chalmers 
1998). Clark took up Denzau & North’s idea of shared mental models, but con-
ceived of institutions as extensions of the cognitive system according to the parity 
principle:

If, as we confront some task, a part of the world functions as a process 
which, were it done in the head, we would have no hesitation in recognizing 
as part of the cognitive process, then that part of the world is (so we claim) 
part of the cognitive process (Clark & Chalmers 1998, p. 8).

On this view, the manipulation of the external world is functionally equivalent 
to internal processes. In the economic context, markets, along with their constraints 
and incentives, are viewed as epistemic scaffolds that can support decisions and 
actions and predict agent behavior (Clark 1997). “[W]hat is doing the work, in such 
cases, is not (so much) the individual’s cogitations as the larger social and insti-
tutional structures in which she is embedded” (Clark 1997, p. 279, p. 272). Fac-
tors conceived of as external to brain and body may be functionally integrated in 
the overall cognitive system based on functional equivalence. Institutions, such as 
markets, significantly reduce internal cognitive effort by externalizing some amount 
of information processing. Institutional rules and practices, understood as market 
mechanisms, promote actions that facilitate returns relative to a fixed set of goals. 
They “provide an external resource in which individuals behave in ways dictated by 
norms, policies, and practices; norms, policies, and practices that may even become 
internalized as mental models” (Clark 1997, p. 279).
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In some cases, rather than psychological states within the individual, market 
structures rule firm-level strategies and impose strong constraints on individual 
choice.

Where the external scaffolding of policies, infrastructure, and customs is 
strong and (importantly) is a result of competitive selection, the individual 
members are, in effect, interchangeable cogs in a larger machine. The larger 
machine … incorporates large-scale social, physical and even geopolitical 
structures (1997, p. 272).

According to neo-institutional economics, economic institutions can work 
in place of internal cognitive processes (Hodgson 2004), or put differently, the 
external environment “does most of the work,” as external devices and arrange-
ments process the relevant information which otherwise is typically conceived of 
as internally (cognitively) manipulated. This is consistent with zero or minimal 
(internal) intelligence supported by external structures. At the extreme, in these 
larger institutional processes, individual agents may play interchangeable func-
tional roles as ZI traders (Gode & Sunder 1993).

Accordingly, “the explanatory burden is borne by overall system dynamics in 
which the microdynamics of individual psychology is relatively unimportant” 
(Clark 1997, p. 276). This would ultimately explain why neoclassical economics 
works “(insofar as it works at all)” (Clark 1997, p. 271).

In cases where the overall structuring environment acts so as to select in 
favor of actions which are restricted so as to conform to a specific model 
of preferences, neoclassical theory works. And it works because individual 
psychology no longer matters: the “preferences” are imposed by the wider 
situation and need not be echoed in individual psychology (Clark, 1998, p. 
183).

This externalist turn, common to both neo-institutional economics and the phi-
losophy of mind in the cognitive sciences, is able to reinforce the concept of ZI, 
which affirms “the power of institutional settings and external constraints to pro-
mote collective behaviors that conform to the model of substantive rationality” 
(Clark 1997, p. 274).

The idea that markets are institutions which “do most of the work” as they 
substitute for the agent’s cognition (Gode & Sunder 1993) should not be con-
sidered an absolute and unconditioned fact. Individuals are systematically biased 
and this affects market behavior (Ariely 2008; Kahneman et al. 1982); and market 
mechanisms work only when specific information requirements are met (William-
son 1981; Akerlof 1970). Generally speaking, we cannot analyze the relation-
ship between agents, institutions and market mechanisms unless we abandon the 
neoclassical paradigm and focus on the behaviorally grounded dimension of how 
human rationality enters into market behaviors (North 1993; cf., Gallagher et al. 
2019; Furubotn, & Richter 1994).

Accordingly, the allocative efficiency of markets populated by zero-intelligence 
agents should not be considered in absolute terms; neither should it be considered 
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a theoretically blind endorsement of invisible hand mechanisms. This becomes 
clear when we include the idea of embodied intelligence, and understand it as 
related, in particular, to the problem of simulating specific interactions among 
embodied agents, even in hypothetical cases where internal cognitive processes 
are minimized or approach zero. The minimal intelligence debate assumes, as a 
benchmark, a classical—cognitively poor—maximizing agent, to demonstrate 
that “maximization at the individual level is unnecessary for the extraction of sur-
plus in aggregate” (Gode & Sunder 1993 p. 136). The idea of ZI assumes the 
classic cognitivist view that intelligence is essentially computational. ZI means 
zero computation on the side of the agent; the agent’s cognition is set to zero. The 
idea of embodied intelligence, however, contends that intelligence is more than 
computation and that so-called ZI works not just because of the arrangement of 
the environment, but because the system it is part of, insofar as it includes bod-
ily processes, is intelligent—the agent’s bodily processes are intelligent in their 
coupling to the environment. The ZI system is zero computation, plus embodied 
intelligence operating in a structured environment.

Here we embrace (as we will discuss in the next sections) the view that agents are 
embodied and evolutionarily-grounded, characterized by relational autonomy, and 
we assume, consistent with Simon’s bounded rationality (Simon 1982), that human 
rationality is not an abstract property, but must be conceived as involving an ade-
quacy of cognitive “endowment” relative to the specific environment  in which the 
agent is embedded.2 In particular, we assume that bounded rationality is embodied 
(cf., Petracca, & Grayot 2023; Viale et al. 2023; Gallese et al. 2021) and evolution-
arily grounded (Mastrogiorgio et al. 2022).

Notice that the notion of zero or minimal intelligence, although originally con-
ceived in a classical maximizing framework, is consistent with bounded rationality 
whenever a random rule fits the structure of the task environment (Mastrogiorgio 
2020). For instance, an ant—an organism endowed with minimal intelligence—ran-
domly walking in search for food, is an adapted organism as the minimal rule charac-
terizing its behavior fits the structure of the environment; its random behavior (char-
acterized by a meandering pattern, Popp & Dornhaus 2023) increases the chance of 
finding food as other ants also explore the environment using the same minimal rule 
(which results in a collectively intelligent exploration of the landscape).

2  Theoretical framework: two views of “distributedness” 
and embodied cognition

The use of, so-called, multi-agent systems in social and economic sciences has 
been inspired by artificial intelligence studies and in particular by the notion of 
distributed intelligence, which is based on the possibility of solving complex 

2 The definition of bounded rationality, known through the scissors metaphor, is based on an adaptive 
argument: “Just as a scissors cannot cut paper without two blades, a theory of thinking and problem solv-
ing cannot predict behavior unless it encompasses both an analysis of the structure of task environments 
and an analysis of the limits of rational adaptation to task requirements” (Newell & Simon 1972, p. 55).
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problems by means of a multitude of differentiated agents (algorithms): Such 
interacting agents, together, are able to generate solutions that are superior to the 
ones generated by single agents. Again, this view is sympathetic with a specific 
computational perspective on the brain and, in particular, the hypothesis that cog-
nitive phenomena emerge from complex distributed networks of (relatively) sim-
ple neurons that, on their own, (in 0, 1, or yes, no modes) either activate or don’t 
activate.

Simple agents interacting at a micro-level through simple rules can generate 
non-trivial, self-organized systems that emerge as complex societies, character-
ized by a differentiation of roles and activities (Gilbert & Terna 2000; Axtell & 
Epstein 1994). A fundamental ingredient of this perspective—consistent with 
“complexity” studies and substantiated in the use of agent-based models—is 
interaction. Agents interact so as to generate emerging phenomena that cannot 
be a simple composition of the multitude of individual behaviors and cannot be 
reduced to micro-level dynamics.

That is to say, the resulting system is more than the sum of its parts and presents 
emerging properties, which cannot be reduced to their elementary components.

In artificial intelligence, and computer simulations implemented through agent-
based models, “distributedness” is purely formal and symbolic as it refers to arti-
ficial agents whose interacting behavior can be implemented on a computer. In 
contrast, “distributedness” in cognitive science is a quite different thing. It refers to 
the fact that cognition is extended and occurs ecologically, “in the wild” (Hutchins 
1995), distributed among the strictly real agents of a social group and involving the 
use of both internal and external material resources (i.e., artifacts, technologies and 
intelligent systems) (Sutton 2006). The fundamental distinction is that while “dis-
tributedness” in artificial applications and simulations is merely symbolic, in cogni-
tive science it is materially embodied. This difference is significant and is definitely 
not a matter of degree. As in the case of ant colonies (are they a matter of informa-
tion or legs?), there are emerging phenomena whose symbolic implementation is 
problematic, precisely because they are distributed in ecological terms.

This contrast between two different conceptions of distributedness is reflected in:

(1)  Two different views of embodied cognition;
(2)  Two different views of interaction; and
(3)  Two different views of institution.

We will briefly summarize these three contrasts in the next three sections and 
then explain how they complicate the idea of zero-intelligence agents, and the 
problem of simulating economic models.

2.1  Weak and strong embodied cognition

In the research area of embodied cognition (EC) a distinction is made between 
“weak” EC and “strong” EC (Alsmith & de Vignemont 2012). According to weak 
EC, the significant explanatory role is given to “in-the-head” neural processes, or 
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what are variously called body or B-formatted (neural) representations, understood 
as simulations of bodily functions in the brain (e.g., Glenberg 2010; Goldman 2012, 
2014; Goldman & de Vignemont 2009). This is sometimes captured by phrases such 
as “embodied simulation” (Gallese & Sinigaglia 2011) or “the body in the brain” 
(Berlucchi & Aglioti 2010). Weak EC places strict constraints on how we are to 
understand embodiment. For example, Goldman and de Vignemont (2009) assume 
that almost everything of importance for human cognition happens in the brain, “the 
seat of most, if not all, mental events” (2009, p. 154). They discount both the non-
neural body and the environment as significant contributors to cognition.

Ruling out bodily activity and environmental factors, weak EC is left with “sani-
tized” body- or B-formatted representations (“B-formats”) (Goldman & de Vigne-
mont 2009). Such representations are computational, even if they are not proposi-
tional or conceptual in format; their content may include representations of the body 
or body parts, but also can include action goals, and the motoric brain processes 
to achieve them (Goldman 2012). Weak EC also includes Barsalou’s notion of 
grounded cognition, which suggests that cognition operates on reactivation of motor 
areas but “can indeed proceed independently of the specific body that encoded the 
sensorimotor experience" (2008, p. 619; see Pezzulo et  al. 2011). According to 
Goldman (2012), one gets a productive concept of EC simply by generalizing the use 
of B-formatted representations. B-formats, including “codes associated with activa-
tions in somatosensory cortex and motor cortex” (2012, p. 74), may originally have 
had only an interoceptive or motor task such that the content of the representation in 
some way references the body. Their functions are expanded, however, through an 
evolutionary process of “reuse” (Anderson 2010), i.e., the idea that neural circuits 
originally established for one use can be redeployed for other purposes while still 
maintaining their original function. For example, mirror neurons start out as motor 
neurons involved in motor control; but they get exapted in the course of evolution 
for purposes of social cognition and now are also activated to create simulations 
of another person’s actions. Another example of this reuse principle can be found 
in linguistics. Pulvermüller’s (2005) language-grounding hypothesis shows that lan-
guage comprehension of action words involves the activation of action-related corti-
cal areas. This suggests that higher-order symbolic thought, including memory, is 
grounded in low-level simulations of motor action (Goldman 2014; Glenberg 2010; 
Barsalou 1999; Casasanto & Dijkstra 2010).

In contrast, strong EC endorses a significant explanatory role for the (non-neural) 
body itself, and for physical and social environments in cognitive processes. “Given 
that bodies and nervous systems co-evolve with their environments, and only the 
behavior of complete animals is subjected to selection, the need for such a tightly 
coupled perspective should not be surprising” (Beer, 2000 p. 97; also see Brooks 
1991; Chemero 2009; Gallagher 2005; Thompson 2007). Strong EC, which is 
sometimes called 4E (embodied, embedded/ecological, extended and enactive) cog-
nition,3 maintains that cognition is not just a brain activity and that, in regard to 

3 This is not the place to explicate the detail of how these versions of EC differ from or complement 
each other. Most simply, however, we can say that once it is acknowledged that the body plays a sig-
nificant role in cognition (embodied approaches) and that the environment in some way plays a signifi-
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evolutionary claims, one has to understand the significance of the fact that the brain 
and body coevolved. Consider, for example, the hypothetical case in which humans 
evolved without hands. It’s very clear that not only would our brains be different, but 
also, we would perceive the world differently. On enactivist and ecological accounts, 
our perception is action-oriented, and we perceive the world pragmatically, in terms 
of affordances, i.e., in terms of what we can do with the things around us, and how 
we can interact with other agents. Both physical and social affordances would be 
different for an organism without hands. According to a way of thinking that goes 
as far back as the presocratic philosopher Anaxagoras, our conception of rationality 
would be different if we evolved without hands (Gallagher 2013a; 2018). Likewise, 
our upright posture, our bendable leg joints and other morphological features of our 
bodies allow us to see the world, to act in it and to engage in social interactions in 
particularly human ways.

2.2  Interaction: topology and autonomy

According to weak EC, our social interactions are primarily run as simulations on 
a system of mirror neurons in the brain (Gallese & Goldman 1998). This idea of 
simulation has one thing in common with the idea of computer simulations used to 
model the behavior of artificial agents, namely that interactions and mirror-neuron 
processes can be captured by computational models (e.g., Oztop et  al. 2006; Tes-
sitore et al. 2010). Interactions among artificial agents can also be captured compu-
tationally. They can act in a social environment that usually consists in an artificial 
society populated by other agents. Interactions are specified by a network topology 
(or fixed landscape) that predefines the possible interactions among the agents and 
operates as an external constraint, from the perspective of those agents (see Felin 
et  al. 2014). In other words, relationships among agents define an abstract topol-
ogy of interactions. For example, in cellular automata (e.g., Hegselmann 1998) each 
agent interacts with a fixed number of neighbors. In more complex models, we have 
populations of agents with different levels of centrality, that is to say, not all the 
agents in a social network are topologically equal since different agents and groups 
of agents are embedded in a specific manner. From this theoretical point of view, 
interaction specifies the relationship among the agents that is salient for the phenom-
enon under investigation, and purely in terms of what each individual agent brings 
to the interaction. Methodologically, on this view, interaction can be formally simu-
lated, that is to say, it can be modeled in computational terms. The topology of the 
simulation specifies and limits the number and kinds of interactions possible.

In contrast, in strong EC, and especially according to enactive conceptions, inter-
action is defined as a mutually engaged co-regulated coupling between at least two 
autonomous agents, where

cant role (embedded/ecological approaches), there is a significant debate about the nature of the relation 
between body and environment, where enactive views focus on dynamical coupling, and extended views 
focus on functional integration. We return to these debates below.

Footnote 3 (Continued)
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• The co-regulation and the coupling mutually affect each agent and constitute a 
self-sustaining organization in the domain of relational dynamics;

• The autonomy of the agents involved is not destroyed, although its scope may be 
augmented or reduced (De Jaegher et al. 2010; Gallagher 2020).

On this view, agents who lack autonomy are not able to engage in genuine inter-
action. The relation between master and slave, for example, is not genuine interac-
tion if the slave lacks autonomy. In addition, autonomy, on this agentive scale, is 
conceived of as relational autonomy, which means that the autonomy of one agent 
depends on its relations with other agents. In this respect, autonomy is not predeter-
mined or absolute, but exists by degree and depends on the social relations that exist 
in any particular situation. Autonomy, likewise, is strongly embodied, in the sense 
that it is constrained not only by one’s social relations, but also by bodily affectiv-
ity (for example, if I am in pain, or fatigued, my autonomy may be less than if I am 
not in pain and well fed), and by the material arrangements that define the situation. 
Affordances are likewise relational and, rather than operating as external constraints, 
are, in effect, enacted and likewise constrained in the interactions between action-
oriented bodily parameters (e.g., having hands and legs), environment and other 
agents.

Finally, on a more macroscale the process of interaction itself can take on its own 
autonomy insofar as the meaning and the effects of interaction are not reducible to 
the sum of the individual contributions, but dynamically emerge as greater than the 
sum of its parts. In this respect, in some instances, persisting interactions can enact 
an institution. One can think here of the tango, which requires two agents, where 
each agent does not simply run through their own predefined movements, but move, 
in response to the other agent, constrained by a particular genre or tradition of dance. 
What emerges is the tango, a phenomenon that depends, not just on the movements 
of each agent, but on the dynamical interaction between them.

2.3  Institutions: functional extension versus social extension

Extended mind or extended cognition is typically considered part of the 4E 
or strong EC camp. It differs from some of the other versions of EC in that it 
remains functionalist and consistent with computational and representational 
models (Clark & Chalmers 1998). Functionalism, in this context, means that 
the causal factors that contribute to cognition are multiply realizable. As long as 
cognitive processes involve the correct causal relations, e.g., between syntactical 
rules or representations, they can be instantiated in brains, bodies or computers. 
Hence, the parity principle (see above), which states that the materiality or loca-
tion of such processes (in the head or in the external world) is not important. The 
only important thing is the equivalency of function. The concept of institution 
discussed above, and as found in Clark, Denzau and North, is consistent with this 
functionalist view. The type of interaction that occurs between agent and institu-
tion, on this view, has been characterized as functional integration (Clark 1997; 
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Slors 2019) and is consistent with the topological conception of interaction out-
lined above.

In contrast, the concept of the “socially extended mind” or “cognitive institu-
tion” (Gallagher 2013b; Gallagher and Crisafi 2009) incorporates the idea of social 
interactions characterized by relational autonomy. On a socially extended cogni-
tion model, the constraints imposed by social interactions, as well as the possibil-
ities enabled by such interactions, are such that economic reasoning is never just 
an individual process carried out by an autonomous individual, classically under-
stood. Interactive engagement with cognitive institutions (which include markets, as 
well as legal systems, cultural and educational institutions, etc.) (1) not only helps 
to accomplish (or support or scaffold) certain cognitive processes, but without this 
engagement, and without the institution, such cognitive processes would not be pos-
sible, and (2) vice versa, without this engagement, the institution would not exist. 
Embodied, social interactions enact institutions. As Gallagher, Mastrogiorgio and 
Petracca (2020, pp. 6–7) explain:

Such considerations change the theoretical notion of market from a mere 
economic mechanism able to solve allocation and coordination problems 
of collectivity (better than alternative mechanisms) to an enactive cognitive 
institution. Considering the perspective of the agents involved, the market as 
cognitive institution is like Clark’s extended mind notion of scaffolded cogni-
tion insofar as it (i) extends the participant’s cognitive processes of economic 
reasoning, and (ii) both constrains and enables the actions and interactions of 
embodied and embedded agents in the economy. The enactive notion of cogni-
tive institution involves something more, however.

According to Slors (2019), the main difference between an extended mind con-
ception of institution as a causal–functional unit, and the enactive model of socially 
extended cognition, is that rather than functional integration, the socially extended 
mind is characterized by task dependency, which is “the extent to which the intel-
ligibility of a task depends on a larger whole of coordinated tasks” (p. 1190). He 
considers this a normative notion tied to specific roles in an overall organization 
or system. For example, in the legal system a judge cannot do what she does or 
fulfill her task without others (defense attorneys, prosecutors, clerks, juries, etc.) 
doing what they do. We have argued, however, that both functional integration and 
task dependency are matters of degree, and that even if the extended mind concept 
of institution is characterized by a high degree of functional integration in contrast 
to the high degree of task dependency in the socially extended concept of institu-
tion, the more important difference concerns interaction. Granted that these differing 
degrees and differing types of agent–environment or agent–institution relations may 
recursively affect social interaction, the institutions themselves are enacted by just 
these embodied, material and social interactions, and it is this that reflects the essen-
tial difference between the conceptions of topological versus autonomous interac-
tion. Specifically, we will argue that interaction characterized by different scales of 
autonomy, and therefore the socially extended institutional process characteristic of 
real socially extended institutions, cannot be simulated.
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3  Discussion: simulated interaction at stake

Complex phenomena may emerge by elementary rules. Herbert A. Simon used the 
effective anecdote of the ant on the beach to capture this point: The behavior of an 
ant on a beach looks very complex to an observer as the ant avoids all the obstacles 
(such as pebbles and dips) and goes unerringly to its objective. Actually, its complex 
behavior does not require complex rules as the ant simply follows a minimal rule of 
turning left/right when there is an obstacle. Its overall intelligent behavior, based on 
the elementary rule, is determined by the environment to which the ant is adapted.

Agent-based models are based on this type of rule-following logic; they are used 
to analyze collective behaviors and to model societies of organisms as emergent 
phenomena. For instance, we can easily model ant colonies by stigmergy (e.g., De 
Nicola, 2020; Bonabeau et al. 1999), where one agent’s action triggers the succeed-
ing action of another agent (or the same agent): An ant path results from phero-
mone traces left by preceding ants so that the whole resultant is a self-organization. 
Such traces precisely constitute the vehicles of interaction, and they transmit infor-
mation about the path to be followed. But, as we are going to argue, while many 
collective behaviors can be easily simulated, there are others that cannot be, and 
the reasons are not just a matter of intrinsic complexity of the phenomenon under 
investigation.

3.1  The embodied dimension of incompleteness

A simulation model involves writing a computer program, running it and observing 
the outcomes. Such a model should not be conceived as a veridical representation 
of the outside world but an analytical tool.4 Indeed, all such models are, by defini-
tion, abstractions, created to capture specific phenomena of interest; and the modeler 
selectively specifies what should be included in the model and what should be left 
out, preserving its elegance. More in detail, let us consider a real-world phenomenon 
under investigation; call it “R.” The modeler specifies which things (variables and 
their relations) should account for the phenomenon under investigation. Such vari-
ables and relations are included in the simulation S1, which represents the modeler’s 
theory of R. The process is often iterative, indeed the model S1 could be inade-
quate to capture R. Hence, the model S1 is often revised (with a novel specification) 
and/or integrated (adding other variables and relations) through the creation of a 
new S2 model. The iterated process normally stops when a model presents a bal-
ance between elegance and predictive/explanatory power. Hence, models are always 
incomplete as they are built to analyze specific phenomena, not to reproduce the real 
world. A simulation model that includes everything (any possible feature in any situ-
ation) is simply not a model, strict senso, as a model works precisely by its elegance 
(how much it explains or predicts given a minimal number of ingredients). From a 
pragmatic point of view, the modeler, interested in a specific phenomenon, assumes 

4 Agent-based simulations can be used for explanatory or predictive purposes. Furthermore, they are 
useful to generate novel hypotheses (Gilbert & Troitzsch 2005).
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that the model should include the necessary and sufficient conditions to capture the 
phenomenon under investigation, and he/she eventually revises or extends the model 
when he/she realizes that the model does not work. Such an interactive process 
preserves “Occam’s razor” as the simulation builds upon the minimal numbers of 
elements.

Now let us apply this logic to the phenomena involved in how an ant colony phys-
ically behaves in the natural environment in search for food. We know that a very 
elegant simulation model is able to replicate ants’ collective behavior; indeed, we 
simply need to specify proximity rules (where each ant follows the chemical signal 
of the preceding ant). The result is an emergent and ordered collective behavior, as 
minimal agents can generate complex collective behaviors (De Nicola et al. 2020; 
Heylighen 2016). Figure  1 is a stylized representation of such emergent, ordered, 
collective behavior.

Fig. 1  An emergent, ordered, collective behavior

Fig. 2  An ant bridge
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Now, let us consider the phenomenon portrayed in Fig. 2: Ants often create living 
bridges made of their own bodies—by linking their legs—to cross the empty spaces, 
they encounter. Are we able to create an elegant computational model of this kind of 
phenomenon—a self-sustaining bridge made of ants?

When it comes to model how the ants build a bridge, using their own body, things 
are more complicated, and the elegance decreases. Indeed, the model should include 
the shapes of the ants, as the legs must present very specific morphological features 
(shapes, angles, etc.) to tangle. But this would not be enough. Biomechanical prop-
erties (degrees of freedom) should be added into the model (ants must be flexible 
in the right way to tangle but strong enough to avoid breaking, etc.). Hence, the 
number of features to be included in the model is significant. Moreover, nothing 
grants that the modeler will be able to include all the necessary variables, avoiding 
ad hoc assumptions. Indeed, the modeler should avoid assuming that the stylized 
legs must intersect and tangle in proximity of an empty space. Such an assumption 
would likely be adopted, by the modeler, to compensate for a phenomenon which 
is not “entailable” by the theory. In particular, the modeler should avoid assuming 
that (a) the ants consciously perceive an empty space, (b) in order to cross the space, 
they opt for building a bridge through their own bodies, and (c) when building the 
bridge, they deliberately coordinate their actions. Such kinds of dynamics would be 
based on a cognition which is far from being minimal, and they would require that 
ants behave like engineers, endowed with high-level cognitive faculties. Hence the 
fundamental point is not about the possibility of emulating the bridge through the 
simulation (it is possible), but rather about the difficulty of computationally entail-
ing the bridge through the cognitive theory assumed for ants’ behavior.

To see this, consider   the difference between the first collective phenomenon in 
Fig. 1 and the second one in Fig. 2? In both phenomena, and in both potential mod-
els, the ants are minimal intelligence agents; indeed, in both models the ants behave 
through stigmergy mechanisms (as they follow each other through the chemical sig-
nals that they leave). But, while in the first case a minimal rule accounts for the 
emergence of the phenomenon (the first one is very elegant and admits a viable sim-
ulation), the second does not admit an easy simulation as it does not allow an elegant 
specification.5 In the case of the bridge, the model is very complex, but it accounts 
for a phenomenon that, on its face, is not different from other collective phenomena, 
which conversely require minimal rules. We may reasonably be tempted to posit that 
this kind of phenomenon (the bridge made of ants) depends a great deal on the “six-
leggedness” of the ants, and not only on the information steered through chemical 
signals.6 Indeed, information, steered through chemical signals is a necessary but 

5 Notice that a high-fidelity but non-parsimonious model, is not a model stricto senso but resembles a 
digital reproduction (more similar to the ones of realistic video games). Such a type of “simulation” pre-
sents marginal scientific utility. A hypothetical simulation that includes everything, like a 1:1 map, of the 
phenomenon is trivial; it not only presents marginal elegance (in Occam’s razor terms), but it is also very 
difficult to manage.
6 One could object that a researcher could also create a simulation of the bridge. For instance, he/she 
could create a stylized artificial ant (such sphere-like ants able to intersect) and, iteratively, add more 
and more morphological features, to improve the model. We think that assuming such an intersection is 
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a not sufficient condition to create such a structure. In addition, we need the “six-
leggedness” and in particular, some specific morphological and biomechanical traits 
to allow this type of bridge to come into being. On this point notice that to generate 
ordered walking paths (in Fig. 1), the morphological features are almost irrelevant 
(ants endowed with two legs, six legs or four wheels will generate, more or less, the 
same path pattern). But, when it comes to generate the bridge (in Fig. 2) the very 
specific morphological and physiological features are determinant for the emergence 
of the bridge; indeed, if ants had two legs7 or four wheels the bridge would have 
been impossible (or, in the best of cases a very different type of bridge would have 
been built).

Importantly, this kind of phenomenon (the self-sustaining bridge made of ants) 
continues to require zero/minimal intelligence as the ants are able to build a bridge 
without a plan, and without sophisticated reasoning processes—they are just follow-
ing chemical signals. To some extent, ants can build this type of bridge precisely 
because that have minimal intelligence plus six legs. So, at the very least, one needs 
zero intelligence plus embodiment.

Accordingly, the minimal intelligence of the ant is not disembodied but generates 
a substantively rational outcome precisely because it is complemented, and neces-
sarily so, by embodied structures. And coordination does not occur, internally, on 
the basis of an abstract, high-level cognition but is rather a matter of the physical, 
interaction of legs, occurring on the fly. Indeed, the specific morphological features 
of the ant are requisite conditions that allow for creating the ant bridge. Notice that 
if the morphological and biomechanical features (such as the degrees of freedom 
among the different components of a leg) were slightly different, building the bridge 
might be impossible; that is to say, this type of bridge is enabled by the specific fea-
tures of the ant’s legs: the specific shape, length, degrees of freedom, weight, flex-
ibility, etc. of the legs are precisely the conditions that allow creating such bridging. 
Indeed, if such enabling conditions are missing, the bridge would not be possible (or 
at least a different type of bridge would be created).

3.2  Codetermination of minimal agents and institutions

The idea that institutions are emerging phenomena is part of the complexity 
approach to economics as suggested by Gilbert & Terna (2000): “institutions such 
as the legal system and government that are recognizable at the ‘macro-level’ 
emerge from the ‘micro-level’ actions of individual members of society” (2000, 
p. 61). The relationship between a minimal agent and the external institution 

7 Other species (such as human beings, evolutionary endowed with legs and arms) clearly are not able to 
build these kinds of bridges.

problematic as it represents an ad hoc assumption. Indeed, the bridge should be treated as an emerging 
and unexpected outcome of the model and should not be assumed by the researcher. The bridge should 
be treated like the ordered patterns of walking ants emerging according to simple proximity rules. If the 
researcher assumes that the ants must intersect to shape a bridge (and probably, the modeler must also 
establish how and when), the elegance of the model decreases, and the model becomes an ad hoc repro-
duction of the phenomenon under investigation.

Footnote 6 (Continued)
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(which does the work) has been traditionally conceived in a coevolutionary man-
ner: “an institution such as government self-evidently affects the lives of indi-
viduals. The complication in the social world is that individuals can recognise, 
reason about and react to the institutions that their actions have created” (Gilbert 
& Terna 2000, p. 61). In the last two decades, such coevolutionary dynamics have 
been largely implemented by dedicated research projects aiming to add ecologi-
cal dimensions to the simulation of institutional mechanisms (i.e., Ghorbani et al. 
2013), relying on Ostrom’s framework for institutional analysis (Ostrom 2005).

Such attempts—despite their success in both academic and policy-making 
communities—are not persuasive in strict coevolutionary terms, because they 
miss a richer view of what intelligence is. In order to understand this point, let 
us consider, mutatis mutandis, the ant’s bridge as an institution. We easily realize 
that the bridge—while not properly an institution—possesses a number of fea-
tures typical of institutions: this bridge is an external structure that scaffolds the 
“cognitive burden” that an ant faces in order to solve the problem of crossing the 
empty space between two surfaces. To be precise, building the bridge involves 
functional integration, and in that sense, it may be like an institution of the sort 
that Clark describes (see Sect. 2). Notice that, if ants could employ higher degrees 
of intelligence, they have two main options:

(1) The ants should be able to identify alternative paths, choose such a path, plan 
the trip and implement the actions in order to cross the space;

(2) The ants should be able to design and build a bridge (perhaps, with a centralized 
logic where an ant operates like an engineer designing the bridge and coordinat-
ing the operations).

As it is, however, ants neither plan complex alternative paths, nor are they able 
to design and build bridges (as an engineer might do). The bridge is a simple 
product of stigmergy, as each ant continues to follow the chemical signal of the 
preceding ant; and, stigmergy generates the process of bridge construction when 
the ants start to climb on each other, because of the presence of an empty space. 
The bridge is enacted by the ants, and it is what allows the ants to be “dumb,” so 
as to off-load their cognitive processes: Indeed, the ants continue to blindly fol-
low their chemical signals, and yet solve a relevant problem—crossing the empty 
space between two surfaces—that is definitely too complex for their minimal cog-
nitive endowment. The ant’s bridge shows that the minimal intelligence agent and 
the institution are codetermined and this codetermination presents some stylized 
features:

1. The structure is an emergent phenomenon, not based on design and plans;
2. The emerging structure requires that minimal computational intelligence of the 

agents be coupled with embodied endowments and mechanisms;
3. The structure works in place of the agent’s intelligence;
4. The agent’s minimal intelligence is preserved by the existence of the structure.
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The ant bridge emerges from the local interaction of the ants—where the ants 
continue to follow their chemical signals—and is possible because the specific mor-
phological traits of the ants can be contingently employed to build this type of struc-
ture. And, very importantly, this type of structure preserves the minimal intelligence 
of the ants as it allows them to continue to blindly follow their chemical signals. 
Indeed, this bridge is endogenous, run on chemical instructions characterizing other 
collective behaviors of ants and requires some embodied endowment to be built, hic 
et nunc. The minimal agent creates a structure that is functional to the preservation 
of its minimal intelligence. Such a structure is characterized by a balanced cost–ben-
efits solution (Reid et al. 2015).

3.3  Interaction, unprestatability and unpredictability

Can we create a simulation able to spontaneously generate a bridge made of ants? 
Or, to put it differently, are we able to create a simulation of the coevolution between 
a minimal intelligence agent and the external structure that works in place of its cog-
nition? As we anticipated in the previous sections, the difficulty of simulating such 
a bridge is not strictly a matter of intrinsic complexity of the phenomenon under 
investigation. In other words, the difficulty does not pertain to the difficulty of creat-
ing a complex model, but to the unpredictable dimension of the phenomenon under 
investigation. The notion of unpredictability that we call into account here is not 
related to well-known (computationally implementable) mechanisms, such as deter-
ministic chaos. It pertains to the evolutionary matter of unprestatability, that is, the 
possibility for the modeler of specifying ex ante the properties of a system (specifi-
cally an organism) in its dynamical interplay with the environment. Indeed, several 
functional properties of a system remain latent and non-specified until they have a 
useful result in a contingent physical environment; they cannot be computationally 
deduced. Such latent properties have been conceptualized as the  “adjacent possi-
ble”. As such they do not admit entailing laws (Longo et al. 2012; Kauffman 2000) 
and are instantiated by exaptative processes. While adaptations are traits shaped by 
natural selection for a current use (where such a use has been prespecified within the 
theory), exaptations are “characters, evolved for other usage (or no function at all) 
and later ‘co-opted’ for their current role” (Gould & Vrba 1982, p. 6). The notion of 
exaptation must be conceptualized in the light of the critique of panselectionism and 
adaptationism, which assume (without sufficient justification) modularizable organ-
isms characterized by enumerable and statable functions, where the researcher pre-
specifies the properties of the system under investigation (Gould & Lewontin 1979). 
A fundamental non-adaptationist advancement of evolutionary theory has been the 
separation of the structure (e.g., how legs are) and function (e.g., how legs are used) 
in an organism, and the introduction of the notion of “spandrels.”8 Spandrels are 
phenotypic traits that arise as a by-product of evolution of some other traits, rather 
than a product of adaptive selection (Gould & Lewontin 1979). The necessity of 

8 The original meaning of “spandrel” is an architectural by-product; spandrels are the roughly triangular 
spaces between the top of an arch and the ceiling (like the well-known spandrels in the Basilica of San 
Marco Basilica in Venice cited by Gould & Lewontin 1979).
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avoiding boiling down the evolutionary mechanisms to panselectionist logics, and 
adopting a more pluralistic and non-reductionist view on evolution has been concep-
tualized as the “extended evolutionary synthesis” (Laland et al. 2015).

Consistent with such arguments, we argue that some functions and structures—
i.e., some institutions—are not computationally prestatable: while real ants build 
bridges, artificial ants do not, specifically because their minimal computational 
intelligence is not enough to create such structures if they lack material legs (with 
the specific arcuate shape and other morphological and physiological features) that 
make possible specific types of interaction in a specific situation. In other words, the 
bridge can be conceptualized as an adjacent possible; it is the product of minimal 
intelligence plus the six-leggedness of the ants and enables specific types of interac-
tions which, by virtue of their situated and embodied nature, are not prestatable and 
a fortiori, do not admit a non-trivial computational formulation.9

We note, however, that specific aspects of the ant bridge do admit a simulation 
(e.g., Ichimura & Douzono 2012). Such aspects are not based on the type of non-
computational interaction that we discuss here. Indeed, we can easily simulate the 
topology of interactions (among stylized, dot-like ants moving in a Cartesian envi-
ronment through local signals) but not the situated interaction per se. Indeed, the 
interactions through which the ants will build the bridge will depend on how all 
factors—minimal intelligence, body and environment—are coupled so that the ants 
can enact the situation in which they will build the bridge. Such couplings cannot be 
easily simulated, so as to result in a computationally emergent phenomenon.

To better understand this point imagine that the specific bridge, in order to be 
built, requires further conditions in addition to the morphology of legs and their bio-
mechanical properties (discussed in the previous sections). Let us hypothesize that, 
to build the bridge, each ant needs a specific pulse-frequency range of the dorsal 
vessel10 to obtain the specific muscular tone able to support the bridge; a higher 
frequency will result in the lack of flexibility of muscles to tangle, and a lower fre-
quency will result in an insufficient tone to support the bridge. Again, can we rea-
sonably expect that the modeler will include in the model the whole physiology of 

9 To better understand the limits of simulability, consider the following example, which has been 
adapted from a talk of Stuart Kauffman (in Rome at the Kreyon Open Conference). Imagine an ancestral 
fish, endowed with a very minimal intelligence, so minimal that its actions consist simply in moving its 
fins so as to swim in the direction of water flows, and eat the plankton it randomly finds. We can easily 
model such kinds of phenomena as we can create a population of such fish so as to simulate the system 
under different conditions (reproductive rates, distribution of plankton, etc.). Now let us imagine that 
there is an exemplar born with more rugged scales. Because of such scales this exemplar gets caught on 
the surface of a rock so that it has no possibility of moving anymore. We could reasonably expect that 
it will die as it will not be able to eat plankton. But this idiosyncratic event (getting caught on a rock) 
generates a quite different outcome: Precisely because it gets caught, it will be able to eat more plankton 
than other fish: while other fish go in the same direction of plankton (as both the fish and the plankton 
follow the water flows) this specific exemplar benefits from being fixed so as to counteract the water flow. 
Having such rugged scales represents an evolutionary advantage that could be retained by future genera-
tions so as to create a population of fish that lives fixed on the rocks. Now the question, again, is how we 
can imagine simulating this kind of evolutionary phenomenon by means of agent-based models? Our 
answer (totally consistent with Kauffman’s answer) is that we can’t.
10 The dorsal vessel is the “heart” of the ant.
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ants (along with a fine-grained simulation of the pulse-frequency of the dorsal ves-
sel) in order to simulate the bridge? We think not.

The typical objection to this argument is that we do not necessarily need such 
level of detail, as a model is an abstraction and is incomplete by definition; hence, 
such physiological features are irrelevant and can be neglected for the specific pur-
pose (simulating the bridge). Our rebuttal to such an objection is not about abstrac-
tion and incompleteness but about the simulation’s purpose: The modeler needs 
to prestate the existence of the phenomenon (the bridge, in Fig.  2), which should 
actually result from the simulation, as an emerging property; hence, he/she needs to 
specify some ad hoc assumptions. Notice that in the case of ants’ patterns, in Fig. 1, 
the researcher does not need to assume, ex ante, the emerging result of the simula-
tion (ordered walking patterns). Hence, we can use simulation to model a number 
of collective phenomena, but there are other phenomena (like the bridge) that can-
not be easily simulated—and do not admit entailing laws (see Longo et al. 2012)—
because they make sense only in their embodied and situated dimension.

If this is the case for the coupling of bodies and physical environments of fish 
(with scales—see note 9) and ants (with legs), how much more complex is human 
social autonomy (grounded in human anatomy and more contingent human factors), 
an autonomy that one would have to model in order to simulate economic phenom-
ena? Attempts to create a virtual human in a virtual human society would require 
meeting multiple correspondence claims which are unrealizable. As Kugele et  al. 
(2021) argue: One would need to simulate (1) virtual humans who are autonomous 
agents with “control structures” (Newell 1973) that are sufficiently similar to real 
humans (there are some hugely significant differences between computer and human 
intelligence); (2) their virtual environments, given that the complexity of real envi-
ronments may determine a good deal of behavior, as Simon (1996) shows in his 
example of ants on the beach; (3) the interactions that enact those environments, so 
they are sufficiently similar to those of humans in the physical world. One would 
also have to simulate (4) their experiential and evolutionary histories such that they 
result in sufficiently humanlike adaptations and attunements; (5) social and cultural 
contexts within the virtual environments that afford and normatively define human-
like opportunities for interactions with other virtual humans and their virtual world; 
and (6) institutional contexts, including norms, practices and related technologies 
available in the virtual environment to enable and at the same time limit the activi-
ties of virtual humans.

While it may be theoretically possible to engineer virtual humans and simu-
lated environments that satisfy [these correspondence conditions], our cur-
rent technological limitations and fragmentary understanding of minds will 
severely constrain the obtainable correspondence between real and virtual 
humans for the foreseeable future…. [Methodologically,] researchers [have] to 
either simulate all aspects of the real world, or defend claims about the irrele-
vance of those things they have neglected to include. Since the former is out of 
the question, a researcher’s only recourse is to argue for the sufficiency of their 
impoverished renderings of humans and the real world (Kugele et al. 2021).
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Practically untenable, and perhaps theoretically untenable if it is not possible to 
determine a priori what factors make a significant difference.

Such an idea is also consistent with the notion of the “black swan,” which refers 
to a phenomenon which is rare, presents large impact and is not predictable (Taleb 
2007). Specifically, as discussed by Taleb, a hindsight fallacy connotes the possibil-
ity of modeling unpredictable phenomena, as the modeler is able to identify and 
understand the phenomenon only ex post, that is to say, once the phenomenon has 
happened. An ex post rationalization unwittingly substitutes the prerogatives of the 
modeler. To better understand this point, imagine the case in which the bridge was 
still a totally unknown phenomenon, never seen by any researcher; can we reason-
ably hypothesize that the modeler would be able to create a fine-grained simulation 
model in which such a (still unknown) bridge was an emerging computational out-
come? We think that this is highly improbable.

Felin et al. (2014, p. 273) link this to the classic AI frame problem and offer the 
familiar example of the screwdriver. If you hand me a screwdriver will you be able 
to predict what I will do with it? As they put it, “the number of uses of a screwdriver 
(as forms and functions of uses and activities) are both indefinite and unorderable.” 
One could “screw in a screw, wedge open a door, open a can of paint, tie to a stick 
as a fish spear, rent to locals and take 5 percent of the catch, kill an assailant, and so 
forth.” I could also ask why you are handing me the screwdriver, or thank you pro-
fusely for the gift, or just hand it back to you and say, “no thanks,” etc. What I will 
do will depend perhaps on the situation, my skills, my familiarity with screwdriv-
ers, my mood, the history of our relations, etc. Generally speaking, such an unpr-
estatable multitude of possibilities is a central feature of dynamical complexification 
of modern economic systems, where “the implicit frame of analysis for the econo-
sphere changes in unprestatable and non-algorithmic ways” (Koppl et al. 2015, p. 1).

Hence, the interactions that constitute such processes cannot be reduced to an 
algorithm, because the nature of the coupling—between the agent and the physical 
and social structure—is situated and embodied, in a way that assumes the relational 
autonomy of the agent. The (unpredictable) social/intersubjective relations are what 
undermine simulation, and this includes social/cultural/normative factors that loop 
back into the bodily dimension.

4  Final remarks

A potential critique of the ant examples could be that a bridge is a physical 
object and, as such, it requires some materiality that requires an accounting of 
the materiality of ants’ legs. What about more abstract (and perhaps normative) 
phenomena? The trivial and totally inadequate answer is that economics is largely 
a science of material objects and physical interactions. However, what we want 
to emphasize here is that, while there are some collective behaviors that can be 
easily simulated, there are others whose simulation is very problematic, because 
they involve some degree of unpredictability and, because of unprestatability they 
do not admit entailing laws (cf. Koppl et al. 2015).
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Consider also that our claim is theoretically plausible because of its prudenti-
ality; indeed, the trivial cases that “everything can be simulated” or “nothing can 
be simulated” require more compelling justification than does our thesis, which 
reasonably posits that some specific interactions are more problematic than oth-
ers, when it comes to being simulated. And we contend that the nature of such a 
problem is not merely due to the intrinsic complexity of the phenomenon under 
investigation, but to the difficulty of simulating embodied and situated factors, 
without resorting to ad hoc assumptions, in order to explain emerging properties.

Our thesis is totally consistent with several prominent views present in the 
contemporary debate about evolution and cognition; in particular, we endorse 
the impossibility of computationally entailing many emerging phenomena of 
the ecosphere (Longo et al. 2012; Kauffman 2000), and we rely on the idea that 
cognition and intelligence are strongly embodied and enactive and do not admit 
of cognitivist (computationalist) representability (Hutto and Myin 2017; Varela, 
Thompson & Rosch 1991).

Our claim is that there is a quantum of factual emergence that cannot be com-
putationally deduced on the basis of entailing laws, because a number of interac-
tions, since they are situated and embodied, are unprestatable and unpredictable. 
And, notice, the consideration that situated and embodied interactions are, per 
se, richer than their simulation may still be a trivial consideration. What matters 
here is that complex simulations (such as realistic, videogame-like, artificial ant 
societies) do not capture the irreducible emergence of important phenomena that 
constitute the agent–environment coupling.

The unpredictability of interactions presents theoretical and methodological 
implications.

1. From the theoretical point of view of strong embodied cognition, there is no 
genuine interaction without autonomous agents, where autonomy is conceived 
here as relational autonomy: the autonomy of one agent depends on its relations 
with other agents (see Sect. 2.2). The degree of autonomy depends on the social 
relations, as well as on bodily and material factors that constitute a specific situ-
ation.

2. From the methodological point of view, that a number of interactions cannot be 
easily simulated does not mean that all interactions cannot be. But deciding, ex 
ante, which types of interactions can be simulated and which others cannot, is 
not an ontological matter but depends a lot on the specific social and economic 
phenomenon under investigation. And there are a number of relevant phenomena 
that do not admit even a non-trivial simulation. Indeed, the relevant issue is to 
what degree artificial settings are able to simulate “agents in the wild” without a 
loss of salience, so as to preserve the advantages of simulation methodologies.

Computer simulations, in particular multi-agent systems, are based on the assump-
tion that understanding the organization of social and economic systems involves 
model-building. We definitely do not reject such an approach. We simply want to 
emphasize that while a number of phenomena can be simulated (we can simulate 
many features of an ant society) there are others that are difficult to simulate (the ant 
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bridge), and others that cannot be. The boundary between difficulty and impossibility, 
we think, is somehow an asymptotic matter. Indeed, we are not assuming that there is 
a clear threshold of (non) simulability (and we remain agnostic about the possibility 
of clearly establishing where such a threshold is). Rather, the pragmatic point is that 
when simulation models are problematic because of embodied and situated factors, 
their elegance radically decreases, and they are no longer useful.

5  Conclusions

Why do 200,000 simple ants make a complex society, but 200,000 simple neurons 
make only the elementary brain of an ant? Or, why can a limited number of simple 
interacting agents make a complex structure, but a limited number of simple neurons 
make only a minimal intelligence organism? The problem is not trivial and requires 
a number of arguments related to different levels of analysis. Probably the “mini-
mal answer” is that the 200,000 interacting elements—whether they are neurons or 
ants—are not sufficient to account for a large component of the observable phenom-
enon, and there is some embodied coupling with external structures that makes such 
numbers meaningful; in other words, embodied intelligence is always more than 
minimal intelligence.

Hence, when it comes to simulating such kinds of intelligence which constitu-
tively require embodied factors, simulations that include bodily details may be a 
viable strategy. Using again our example, if we cannot easily entail through com-
putation the bridge made of ants (unless we introduce ad hoc assumptions) we can 
alternatively opt for an exploratory simulation to discover the hidden properties of 
the system, that is, properties non-specified as ex ante hypotheses (cf., Froese & 
Gallagher 2010; Froese & Ziemke 2009). This requires building some robotic ants 
that have the morphological features of real ants, and are endowed with the same 
minimal (cognitive) rules, such as following the chemical signal of the preceding 
ants.

In this case, we can reasonably expect that we can generate the bridge with-
out relying on ad hoc assumptions. However, we must also expect that the spe-
cific bridge coming from such a simulation will present differences to the real one, 
depending on the similarity of the artificial legs’ features, including their material-
ity. For instance, if we make robotic ants out of iron, we can reasonably expect the 
emergence of a larger and more robust bridge, compared to the biological bridge 
based on real legs, characterized by specific flexibility and resistance.

Bio-inspired robotics (Husbands et  al. 2021) is consistent with our framework 
(although we do not articulate, here, which type of embodiment is assumed in spe-
cific approaches to robotics). We think that swarm robotics, as a trending domain of 
research (Bredeche et al. 2018; Brambilla et al. 2013), faces several problems of the 
kind we are discussing here.11

11 Swarm robotics is normally investigated for pragmatic purposes, mainly technological applications 
based on optimization problems (Dorigo et al. 2020). Here, swarm intelligence is discussed for scientific 
purposes related to economics.
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In conclusion, a number of emerging phenomena are not prestatable, even if we 
limit minimal intelligence to the computational boundary, they require embodied 
and situated interactions, not subject to entailing laws, in order to come into being. 
We cannot expect specific types of emergence if we do not add to our model a quan-
tum of complexity and unpredictability that cannot be algorithmically compressed.
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