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Abstract    In recent years, live streaming has become a popular application, which uses TCP as its primary transport

protocol. Quick UDP Internet Connections (QUIC) protocol opens up new opportunities for live streaming. However, how

to leverage QUIC to transmit live videos has not been studied yet. This paper first investigates the achievable quality of

experience (QoE) of streaming live videos over TCP, QUIC, and their multipath extensions Multipath TCP (MPTCP)

and Multipath QUIC (MPQUIC). We observe that MPQUIC achieves the best performance with bandwidth aggregation

and  transmission  reliability.  However,  network  fluctuations  may  cause  heterogeneous  paths,  high  path  loss,  and  band-

width  degradation,  resulting  in  significant  QoE deterioration.  Motivated  by  the  above  observations,  we  investigate  the

multipath  packet  scheduling  problem  in  live  streaming  and  design  4D-MAP,  a  multipath  adaptive  packet  scheduling

scheme over QUIC. Specifically, a linear upper confidence bound (LinUCB)-based online learning algorithm, along with

four novel scheduling mechanisms, i.e., Dispatch, Duplicate, Discard, and Decompensate, is proposed to conquer the above

problems. 4D-MAP has been evaluated in both controlled emulation and real-world networks to make comparison with the

state-of-the-art multipath transmission schemes. Experimental results reveal that 4D-MAP outperforms others in terms of

improving the QoE of live streaming.

Keywords    multipath  transmission, live  streaming, Quick  UDP  Internet  Connections  (QUIC), quality  of  experience

(QoE), packet scheduling

  

1    Introduction

With  the  rapid  development  of  applications  such

as TikTok and YouTube, live streaming has become a

major  part  of  many  people's  daily  life.  According  to

Cisco's Annual Internet Report①, the amount of traf-

fic is increasing faster as a result of the expansion of

video  applications.  As  of  2021,  76.6% of  respondents

use  Real-Time  Messaging  Protocol  (RTMP)  for  live

streaming②,  which typically builds upon TCP as the

transport protocol.  However,  TCP-based live stream-

ing not only requires fine-tuning of TCP in the oper-

ating  system  (OS)  kernel  but  also  exhibits  a  high

handshake latency. Recently, Google's Quick UDP In-

ternet Connections (QUIC) protocol③ has provided a

handshake  latency  of  less  than  one  round-trip  time

(RTT).  As  a  cross-layer  protocol,  QUIC  overcomes

the OS-level  support obstacles  in tuning TCP and is

able to combine transport the protocol and video ap-

plications  to  achieve  high  performance  and  cost-effi-

ciency at the same time. The emergence of the QUIC
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protocol brings new opportunities for high quality live

streaming applications.

Many  broadcasters  are  pursuing  high-definition

live streaming with 4K and higher resolutions. For ex-

ample,  YouTube  Live  offers  4K live  streaming  at  60

frames per second (fps), which suggests a bitrate of 20

Mbps–51  Mbps④.  Moreover,  more  and  more  applica-

tions  are  requiring  bitrates  greater  than  100  Mbps,

such  as  augment  reality  (AR)  and  virtual  reality

(VR).  The  ultra-high-definition  live  videos  will  even

exceed  the  capabilities  of  5G  networks[1].  The  trend

motivates  academia  and  industry  to  explore  new

transmission solutions for better quality of experience

(QoE)  and  higher  reliability.  Multipath  transmission

technologies  enable  multi-homed  devices  to  utilize

multiple network interfaces such as WiFi, Long Term

Evolution (LTE),  and 5G for  aggregating bandwidth

resources  and  providing  path  backup.  Inspired  by

Multipath  TCP  (MPTCP)⑤,  Multipath  QUIC

(MPQUIC)[2] was  proposed as  an extension of  QUIC

for  multipath  transmission.  Currently,  MPQUIC  is

used  to  improve  the  performance  and  reliability  of

video  transmission  by  aggregating  the  bandwidth  of

multiple paths[3],  while its application in live stream-

ing is still in its infancy.

In  order  to  investigate  the  performance  of  apply-

ing multipath transmission for live streaming, we first

implement  two  live  streaming  frameworks  over

RTMP  protocols  based  on  MPTCP  and  MPQUIC.

Based  on  them,  we  conduct  preliminary  experiments

to explore the existing challenges when applying them

to live streaming. We observe that: 1) MPTCP-based

live  streaming  has  a  higher  start-up  latency  than

MPQUIC; 2) due to network fluctuations, the quality

of  multiple  paths  may  become  heterogeneous,  which

results  in  degrading  the  QoE  of  live  streaming;  3)

high path loss deteriorates the QoE of live streaming

significantly; 4) insufficient bandwidth cannot accom-

modate the burst video bitrate. However, the current

multipath packet scheduling schemes cannot well ad-

dress  the  above  challenges  by  adopting  appropriate

scheduling under network fluctuations.

The  above  observations  motivate  us  to  develop

4D-MAP,  a  multipath  adaptive  packet  scheduling

scheme  for  live  streaming  based  on  MPQUIC[2].  In

4D-MAP, we design a linear upper confidence bound

(LinUCB)[4] based  online  learning  algorithm to  make

multipath  adaptive  packet  scheduling  decisions

among  our  proposed  four  novel  scheduling  mecha-

nisms, i.e., Dispatch, Duplicate, Discard, and Decom-

pensate. These 4D-scheduling mechanisms work in an

adaptive  and  cooperative  manner.  Specifically,  the

Dispatch  mechanism  pre-allocates  the  corresponding

size of data into paths, which aims at mitigating out-

of-order packet receptions resulting from path hetero-

geneity.  The  Duplicate,  Discard,  and  Decompensate

mechanisms are enabled when the online learning de-

tects  high  path  loss  and  bandwidth  degradation.  In

our  large-scale  experiments,  we  evaluate  the  live

streaming  performance  of  4D-MAP  in  both  con-

trolled  emulation  and  real-world  networks.  The  re-

sults  show  that  compared  with  current  multipath

transmission schemes like MPTCP, MPQUIC, Peeka-

boo,  and DQN*,  where  Peekaboo and DQN* are  two

learning-based  multipath  packet  scheduling  schemes

for  handling  dynamic  network  conditions[5, 6],  4D-

MAP enhances  the  QoE  of  live  streaming  by  reduc-

ing  re-buffering  time,  stream  delay,  and  start-up  la-

tency  while  maintaining  good  visual  fidelity.  The

main  contributions  of  this  paper  are  summarized  as

follows.

1) Key Observations. We conduct preliminary ex-

periments  to  reveal  the  limitations  of  the  existing

multipath  transmission  solutions.  We  observe  the

benefits of live streaming based on MPQUIC and the

QoE  reductions  from  out-of-order  packet  receptions,

high path loss,  and insufficient bandwidth,  which re-

sult from network fluctuations.

2) 4D-MAP Design. We propose 4D-MAP, a mul-

tipath  adaptive  packet  scheduling  scheme.  It  uses  a

LinUCB-based  online  learning  algorithm  to  make

adaptive  scheduling  decisions  for  our  four  proposed

mechanisms.

3) 4D-MAP  Implementation. We  implement  our

proposed  4D-MAP  based  on  the  MPQUIC

prototype[2].  The  source  code  of  our  4D-MAP imple-

mentation is available online⑥.

4) Performance  Evaluation. Experimental  results

in  controlled  emulation  and  real-world  networks  re-

veal  that  4D-MAP reduces  re-buffering  time,  stream

delay,  and start-up latency than four  state-of-the-art

multipath  transmission  solutions,  i.e.,  MPTCP,

MPQUIC, Peekaboo, and DQN*. 

160 J. Comput. Sci. & Technol., Jan. 2024, Vol.39, No.1

 

④https://restream.io/blog/what-is-a-good-upload-speed-for-streaming/, Jun. 2022.
 

⑤https://www.rfc-editor.org/info/rfc8684, Nov. 2022.
 

⑥https://github.com/cxht/4D-MAP, Jan. 2023.
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2    Background
 

2.1    Live Streaming Process

Live  streaming  can  be  transmitted  through  vari-

ous  streaming protocols.  Since  over  76.6% of  respon-

dents  in  2021  use  Real-Time  Messaging  Protocol

(RTMP) to perform live streaming, we use RTMP as

our application-layer streaming protocol in this work.

A QUIC connection is established between the broad-

caster  and  the  subscriber.  Once  the  connection  has

been  established,  the  end-to-end  live  streaming  pro-

cess  can  be  conducted  using  RTMP  over  MPQUIC.

Fig.1 depicts this procedure, which consists of the fol-

lowing steps. 1) The broadcaster captures live stream-

ing  data  using  a  camera  on  a  mobile  device.  2)  The

data is compressed and encoded into I-frames and P-

frames⑦.  Group  of  pictures  (GOP)  refers  to  a  se-

quence  of  consecutive  video  frames  between  two  I-

frames.  3)  The  video  frames  are  packed  into  RTMP

messages. 4) The RTMP packets are written to QUIC

streams at the transport layer. 5) The MPQUIC pro-

tocol  reads  the  data  from  the  QUIC  streams  and

packs  it  into  MPQUIC  packets'  payload.  6)  The

MPQUIC  packets  are  delivered  through  multiple

paths.  7)  The  packets  travel  over  the  Internet  via

multiple paths to cloud servers for processing. 8) Sub-

scribers  can watch the live  stream by using a  player

to pull the stream.

The  performance  of  the  first-mile  transmission

from  the  broadcaster's  mobile  device  to  the  cloud

server  is  crucial  especially  when  broadcasting  large

events  and  performing  real-time  search  and  rescue.

Therefore,  our main objective in this  work is  to pro-

pose an enhanced multipath transmission scheme that

guarantees  fluidity  and  visual  fidelity  of  live  stream-

ing during the first-mile transmission. 

2.2    Related Work

MPTCP⑧ is  a  standardized  multipath  extension

of traditional TCP implemented by the Internet Engi-

neering  Task  Force  (IETF),  which  enables  multi-

home devices to establish multiple paths for simulta-

neous  data  transmission.  MPQUIC[2, 8] can  leverage

and establish multiple paths based on the QUIC pro-

tocol,  which  provides  multi-stream  support,  stream-

level  multiplexing,  and encryption to improve securi-

ty and prevent middlebox interference. Recently, mul-

tipath extensions of QUIC have received extensive at-

tentions of IETF QUIC Working Group⑨.

A  number  of  studies  have  tried  to  design  novel

multipath  packet  schedulers  at  the  transport  layer.

BLEST[9],  ECF[10],  and  STMS[11] are  implemented  in

MPTCP,  and  estimate  subflow's  RTT  and  band-
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Fig.1.   Live  streaming transmission procedure  via  RTMP over
MPQUIC. I: I-frame; P: P-frame; C: chunk in an RTMP mes-
sage.
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⑦I-frames refer to intra-coded pictures which can be decoded as complete images and P-frames refer to predicted pictures based
on previous I- or P-frames with video codecs such as H.264[7].
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width  to  fully  utilize  faster  paths  and  reduce  out-of-

order  packets  delivery.  OLS[12] transmits  redundant

packets to reduce out-of-order packets.  Both ReLes[6]

and  Peekaboo[5] utilize  learning  algorithms  to  detect

fluctuations,  allowing  the  transmission  to  adapt  to

dynamic  network  conditions.  ReLes  adopts  the  Deep

Q-Network  (DQN)  to  schedule  packets  in  MPTCP

while Peekaboo utilizes a LinUCB-based online learn-

ing algorithm to adapt to the current network condi-

tion.  Although the above studies are capable of  han-

dling dynamic network fluctuations, they are not ori-

ented  to  video  transmission,  which  is  content-agnos-

tic.

In  MP-DASH[13],  video  streaming  is  emphasized

with an awareness of the user's preferred network in-

terface. XLINK[3] proposes QoE-driven scheduling and

path management mechanisms based on the MPQUIC

protocol for short videos. [14] formulates video trans-

mission as an optimization problem in which QoE ob-

jectives  are  obtained  by  solving  the  problem.

VOXEL[15] incorporates application feedback informa-

tion  with  partially  reliable  transmission[16] to  opti-

mize video streaming. VR and AR challenges are ad-

dressed  in  [17]  by  scheduling  higher  priority  data  on

the lowest-latency path.

The  primary  objective  of  our  work  is  to  enhance

streaming  performance  during  the  first-mile  of  the

transmission process. Additionally, several studies use

the Adaptive Bitrate Scheme (ABR) to improve QoE

during  the  last-mile  of  the  transmission  between  the

Content  Delivery  Network  (CDN)  and  subscribers.

There are ABRs specifically designed for live stream-

ing. TCLiVi[18] uses a DRL-based algorithm to adjust

the streaming parameters to improve the QoE of live

streaming. [19] develops model predictive control and

DRL-based  frameworks  to  maximize  live  streaming

QoE by adapting the bitrate. MFVP[20] improves the

accuracy  and  reduces  the  overhead  of  viewport  pre-

diction in 360-degree video streaming. MultiLive[21] is

designed for multi-party live streaming which models

the many-to-many ABR selection problem. Our work

is also orthogonal to these studies. 

2.3    Challenges of Live Streaming

Live  streaming  transmission  has  specific  chal-

lenges  as  follows.  1)  Live  streaming  is  a  delay-sensi-

tive  application.  Overdue  frames  will  result  in  re-

buffering of live streaming. 2) Live streaming has in-

ter-frame dependency. P-frames are created based on

I-frames or other P-frames, which results in inter-de-

pendency between frames. 3) Live streaming has spe-

cific  QoE  requirements.  Because  live  videos  are  pro-

duced and streamed in real time, the start-up latency

and stream delay should be considered. 

3    Observations and Motivations

quic-go

To  reveal  the  problems  of  streaming  live  videos

through  RTMP  over  (MP)TCP  and  (MP)QUIC,  we

perform a series of preliminary experiments. We con-

duct all preliminary experiments in a controlled emu-

lated  network  environment  implemented  by

Mininet[22].  To  mimic  LTE  and  WiFi  links,  we  con-

duct  measurements  of  link  characteristics  within  a

college laboratory by Iperf3⑩ and the Ping tool to de-

termine  the  one-way  delay  (OWD)  and  bandwidth

values  for  emulation.  We  employ  the  Linux  Traffic

Control (TC) tool to set up two paths with measured

bandwidths of 14.8 Mbps and 18 Mbps, and OWDs of

25  ms  and  39  ms.  This  configuration  is  used  as  the

baseline  configuration  for  our  preliminary  experi-

ments. We use the default scheduler in both MPTCP

and  MPQUIC[2, 23],  namely  minRTT,  as  our  multi-

path  packet  scheduling  algorithm,  which  delivers

packets  on  the  path  with  minimum  round-trip  time

(minRTT)  until  the  path's  congestion  window

(CWND) is  filled.  OLIA[24] is  used  as  the  congestion

control algorithm. We emulate the live streaming pro-

cess  by  streaming  a  video  from  a  broadcaster  to  a

subscriber  through LTE and WiFi  paths  as  depicted

in Fig.1. The video video-hy (details are in Table 1) is

selected  for  streaming  with  an  average  bitrate  of

30.55  Mbps  and  60  s  playback  duration.  To  ensure

fairness,  each  experiment  is  repeated  10  times  with

the  same  path  configuration  and  video.  Preliminary

experiments are conducted in a laptop with MPTCP

version 0.95 and MPQUIC⑪ based on ⑫. 

3.1    Limitations of RTMP over (MP)TCP

Although  TCP's  re-transmission,  congestion  con-

trol  mechanisms  ensure  its  reliability,  its  high  hand-
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shake latency cannot be ignored. As the multipath ex-

tension  of  TCP,  MPTCP  inherits  the  limitation  al-

though  it  can  provide  more  bandwidth  for  live

streaming.  In  order  to  reveal  the  negative  effects  re-

sulting  from  the  high  handshake  latency  of

(MP)TCP, we compare the start-up latency between

(MP)TCP  and  (MP)QUIC.  Start-up  latency  can  be

calculated  by  measuring  the  duration  of  the  first

video  frame  sent  from  the  broadcaster  to  the  sub-

scriber,  which is  a crucial  QoE metric used to deter-

mine whether the subscriber will continue to view this

streaming.

Observation 1.  Live  streaming  through  RTMP

over (MP)TCP exhibits longer start-up latency and is

cumbrous  to  be  customized  with  different  QoE  re-

quirements.

Motivation 1.  Exploiting QUIC and its multipath

extension  (MPQUIC)  to  deliver  live  streaming  can

achieve  lower  start-up  latency  and  more  customized

QoE preferences.

Fig.2(a)  demonstrates  the  average  start-up  laten-

cy of four transport protocols.  When we switch from

TCP to QUIC, the average start-up latency decreas-

es from 0.19 s to 0.11 s. As a result of a reduction in

average start-up latency, there is an impact on QoE.

 

Table  1.    Description of Video Set

Video Set AvgBR. (Mbps) MaxBR. (Mbps) Dur. (s)

Video-bbb⑬ 2.78 6.54 60

Video-sintel⑭ 9.42 20.71 60

Video-ss⑮ 22.33 34.41 60

Video-hy⑮ 30.55 73.34 60

Video-sintel-10min 10.20 26.72 600

Video-ss-10min 20.46 56.04 600

Note:  AvgBR.,  MaxBR.,  and  Dur.  are  average  bitrate,
maximum bitrate, and video duration, respectively.
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Fig.2.   Preliminary  experimental  results.  (a)  Start-up  latency.  (b)  Re-buffering  time  with  heterogeneous  paths.  (c)  Out-of-order
queue size. (d) Re-buffering time with path loss.
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The  reason  is  that  TCP connections  require  at  least

one RTT to establish before transmitting any applica-

tion  data,  while  TLS  adds  two  additional  RTTs.

When  multiple  paths  are  introduced,  MPTCP has  a

longer  average start-up latency compared with TCP,

as  each  path  establishment  in  MPTCP  requires  a

three-way  handshake.  On  the  other  hand,  MPQUIC

provides  a  lower  average  start-up  latency  than

MPTCP. The reason is that MPQUIC utilizes a new

path directly and conveys data in the first  packet of

the new path.  Therefore,  for  reducing start-up laten-

cy  and  accelerating  the  loading  of  the  first  image  of

live  streaming,  RTMP  over  MPQUIC  is  a  better

choice than (MP)TCP.

In addition,  another  limitation in  that  (MP)TCP

stack is  implemented within OS kernels.  Any change

to  this  stack  requires  upgrading  the  entire  kernel[25].

The inflexibility limits the protocol stack to meet var-

ious  QoE  requirements  for  live  streaming.  Since

(MP)QUIC  is  implemented  in  the  user  space,  the

transport  layer  stack  can  be  more  flexible  to  be  up-

graded  with  novel  mechanisms,  thus  meeting  varied

requirements for live streaming. 

3.2    Path  Heterogeneity  Degrades  Live

Streaming QoE

In  addition  to  the  characteristics  of  asymmetry

wireless access, such as LTE and WiFi, network fluc-

tuations caused by user movement, frequent handoffs,

and  changes  to  topology  may  result  in  path  hetero-

geneity. Although QUIC supports multiple streams to

prevent  severe  Head-of-Line  (HoL)  blocking,

MPQUIC that introduces multiple paths will result in

out-of-order packet receptions, which may further de-

teriorate live streaming performance. We perform ex-

periments  and  analyze  the  relationship  among  path

heterogeneity,  out-of-order  receptions,  and  QoE  of

live streaming.

In  order  to  mimic  delay  and  bandwidth  hetero-

geneity, OWD and bandwidth are adjusted according

to  the  baseline  path configuration.  To perform delay

heterogeneity,  path  1  acts  as  a “slow  path” with  an

OWD increasing from 25 ms to 100 ms, while path 2

acts as a “fast path” with a constant OWD of 25 ms.

In the next step,  we configure the bandwidth of  two

paths,  which are  set  to  (18  Mbps,  14.8  Mbps),  (30.8

Mbps, 2 Mbps), and (2 Mbps, 30.8 Mbps), respective-

ly.  We  select  these  bandwidth  settings  to  provide

three  types  of  heterogeneity.  A  homogeneous  band-

width configuration (18 Mbps, 14.8 Mbps) is the first.

In the second configuration (30.8 Mbps, 2 Mbps), the

slow path has a higher bandwidth than the fast path.

The  third  configuration  (2  Mbps,  30.8  Mbps)  pro-

vides the fast path with higher bandwidth. Therefore,

the  fast  path  outperforms  the  slow  path  in  terms  of

path quality. Re-buffering time is used for evaluating

the fluidity of live streaming which refers to the time

spent in re-buffering in the total video playback dura-

tion.

Observation 2.  In  cases  of  path  heterogeneity,

MPQUIC's default packet scheduler results in out-of-

order packet receptions, further degrading the QoE of

live streaming.

Motivation 2. A novel multipath packet scheduler

is  required to mitigate the out-of-order packet recep-

tion problem in multipath live streaming.

As  shown  in Fig.2(b),  when  the  bandwidth  of

both  paths  is  nearly  homogeneous,  the  average  re-

buffering time increases due to delay heterogeneity as

the  delay  of  the  slow  path  increases  from  25  ms  to

100 ms. Although the total bandwidth is identical, av-

erage  re-buffering  time  increases  due  to  the  band-

width  heterogeneity.  When  bandwidths  of  two  paths

are (2 Mbps, 30.8 Mbps), and the OWDs of the paths

are (100 ms, 25 ms), the average re-buffering time is

0.8 s. The minRTT scheduler always choose to utilize

only one path (path 2) rather than multiple paths be-

cause path 1 presents a complete disadvantage in this

situation.  In  the  worst  case,  two  paths  have  OWDs

of  (100  ms,  25  ms)  and  bandwidths  of  (30.8  Mbps,

2  Mbps).  Multipath  transmission  begins  with  path  2

being  selected  based  on  minRTT,  resulting  in  fre-

quent congestion due to its  lower bandwidth.  In this

case, path 1 is used instead of path 2. As a result of

congestion,  RTTs of  both paths are increased,  which

further prolongs the transmission time.

To identify issues with out-of-order packet recep-

tions  during  multipath  transmission,  we  measure  the

out-of-order  queue  size  by  calculating  the  amount

of  QUIC  stream frames  that  are  buffered  by  the  re-

ceiver  and  not  deliverable  to  the  application  within

0.1  s.  We  select  the  three  most  heterogeneous  path

configurations  (the  bottom  line  configuration  of

Fig.2(b))  where  OWDs  are  consistent  with  (100  ms,

25  ms),  but  bandwidths  differ  for  comparison.  As

shown  in Fig.2(c),  when  bandwidths  are  homoge-

neous  at  (18  Mbps,  14.8  Mbps),  the  out-of-order

queue  size  remains  at  250  frames  at  the  60th  per-

centile value. However, when bandwidths become het-
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erogeneous  at  (2  Mbps,  30.8  Mbps),  the  out-of-order

queue size  increases  to 1 000 frames at  the 60th per-

centile  value.  Additionally,  when  bandwidths  are

(30.8  Mbps,  2  Mbps),  the  out-of-order  queue  size

reaches  approximately 4 000 frames.  This  large  num-

ber  of  out-of-order  frames  blocked  in  the  receiving

buffer  results  in  prolonged  re-buffering  time.  Conse-

quently,  MPQUIC's  default  packet  scheduler,  min-

RTT performs poorly with heterogeneous paths, lead-

ing  to  out-of-order  packet  receptions  and  degrading

live streaming quality. Thus, a novel multipath pack-

et scheduler is necessary. 

3.3    High  Path  Loss  Deteriorates  Live

Streaming QoE

As reported in [26],  the loss rate has a higher ef-

fect  on  generating  re-buffering  events  than  OWD in

LTE  and  WiFi  environments.  However,  considering

poor network conditions with high path loss, the per-

formance of multipath live streaming is still under in-

vestigation.  Therefore,  we  compare  the  average  re-

buffering  time  in  different  path  loss  rate  environ-

ments.

Observation 3.  High  path  loss  leads  to  severe  re-

buffering  time  deterioration  due  to  reliable  transmis-

sion of MPQUIC.

Motivation 3.  The  multipath  live  streaming

scheme should conduct adaptive packet scheduling in

poor network conditions with high path loss.

Based  on the  baseline  path  configuration,  we  ad-

just the loss rate of both paths ranging from 0.45% to

3.6%  to  calculate  the  average  re-buffering  time.

Fig.2(d)  depicts  the  average  re-buffering  time  in  dif-

ferent loss rate combinations. When one of the paths

experiences  a  low loss  rate  of  0.45%,  the  average  re-

buffering time stays lower than 10 s. It benefits from

multipath  transmission  reliability  which  provides  al-

ternative  paths  for  transmission.  However,  when  the

path  loss  rate  becomes  higher,  the  average  re-buffer-

ing time increases in a cliff-like manner. The average

re-buffering  time  reaches  16.26  s  in  the  worst  case,

i.e.,  3.6%  for  each  path.  The  deterioration  of  re-

buffering time is due to the fact that MPQUIC inher-

its the reliable transmission characteristic of QUIC. A

reliable  transmission  involves  re-transmitting  every

lost  packet,  resulting  in  a  long  transmission  time.

Therefore, if the network condition becomes poor with

a high path loss rate, multipath packet scheduling of

MPQUIC should make adaptive reactions to the net-

work condition. 

3.4    Burst  Bitrate  Challenges  Multipath

Bandwidth Aggregation

The  real-time  bitrate  of  a  video  will  fluctuate

when  some  drastic  images  occur.  These  drastic  im-

ages  refer  to  video  frames  that  contain  sudden

changes in visual content, such as scenes with a lot of

details  or fast-moving actions.  These types of  images

generate  more  data  to  be  transmitted  than  other

frames in the video, which may cause the real-time bi-

trate  to  exceed  the  aggregated  bandwidth,  thus  de-

grading video playback quality as the network strug-

gles to keep up with the demands of transmitting the

necessary data.

Observation 4.  Insufficient  bandwidth  cannot  ac-

commodate burst video bitrate.

Motivation 4.  The  multipath  live  streaming

scheme  should  take  into  account  the  case  when  the

bandwidth  is  insufficient  to  support  video  bitrate

surges.

A  set  of  videos  with  their  real-time  bitrate  is

shown  in Fig.3.  WiFi  and  LTE's  measured  average

bandwidths are marked as two dashed straight lines,

and  the  expected  aggregation  bandwidth  is  the  solid

straight  line.  For  example,  a  few  points  of  the  real-

time  bitrate  of  video-ss  (average  bitrate  of  22.33

Mbps,  maximum bitrate of  34.41 Mbps) slightly sur-

pass  the  aggregated  bandwidth  resources  after  45  s,

which results  in re-buffering.  In this  case,  traditional

ABR will tune down the bitrate to provide low-quali-

ty video, which results in the significant clarity loss in

a video segment. While the multipath technology can

provide  bandwidth  resources  by  establishing  a  new

path, timely establishment is difficult and not worthy

when  burst  video  bitrate  occurs  temporarily.  There-

fore,  the  multipath  live  streaming  scheme  should  be
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Fig.3.  Real-time bitrate of selected videos.
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able  to  adapt  to  temporary  insufficient  bandwidth

scenarios in real time. 

4    Proposed 4D-MAP
 

4.1    System Overview

In  order  to  handle  heterogeneous  paths  resulted

from  network  fluctuations  for  improving  user-per-

ceived QoE of live streaming, we propose a multipath

adaptive  packet  scheduling  framework  called  4D-

MAP. As shown in Fig.4, 4D-MAP is based on the ar-

chitecture of RTMP over MPQUIC, which can estab-

lish  multiple  paths  via  various  interfaces,  e.g.,  WiFi,

LTE,  and  5G.  A  lightweight  online  learning  algo-

rithm based on LinUCB learns current network condi-

tions  and  video  characteristics  with  the  information

from  cross-layer  sensing  (Subsection 4.2),  and  then

guides  our  proposed  4D-scheduling  on  how to  adjust

scheduling mechanisms (Section 5).

The majority of the 4D-MAP components are de-

ployed  at  the  broadcaster-side  during  live  streaming.

When a video frame is stored in the send buffer, the

video analyzer extracts the video characteristics from

the  application  layer.  Meanwhile,  the  network  moni-

tor runs in the background to collect current network

conditions.  With  video  characteristics  and  network

conditions,  the  LinUCB  based  online  learning  algo-

rithm  determines  and  instructs  4D-scheduling  to  se-

lect mechanisms. Video frames are packed and deliv-

ered to corresponding paths in the path pool accord-

ing  to  the  mechanism.  At  the  server  side,  the  live

videos are streamed to the subscribers. Moreover, the

feedback  for  online  learning's  reward  computing  is

provided to the broadcaster. The packets lost by Dis-

card  and Decompensate  will  also  be  compensated  on

the server. 

4.2    Cross-Layer Sensing

Cross-layer  sensing  is  implemented  at  the  trans-

port  layer.  It  collects  information  from  the  network

layer  by  network  monitoring.  Additionally,  its  video

analyzer analyzes video characteristics from the appli-

cation layer.  In accordance with the current network

conditions  and  video  characteristics,  an  online  learn-

ing model can be trained and then adopt appropriate

scheduling decisions. 

4.2.1    Network Monitor

MPQUIC  protocol  stack's  native  mechanisms
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Fig.4.  Overview of 4D-MAP.
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maintain  the  statuses  of  each  established  path,

through which the network monitor continuously col-

lects network conditions. Path statuses are shown be-

low.

RTT1) Round-Trip  Time ( ).  RTT is  determined

by the time gap between packets sending and receiv-

ing acknowledgment (ACK).

CWND

IB
2) Congestion  Window ( ) and  Inflight

Bytes ( ). The congestion control mechanism main-

tains these two statuses.

L L3) Packet Loss Rate ( ).  is estimated by the to-

tal  number of  packets divided by the number of  lost

packets in a given period. 

4.2.2    Video Analyzer

The  video  analyzer  is  the  interface  between  the

application  layer  and  the  transport  layer  to  obtain

video characteristics. Two types of characteristics can

be  utilized,  namely  macro-information  and  micro-in-

formation. Macro-information is determined at the be-

ginning  of  live  streaming.  Micro-information  is  relat-

ed to the current frame. The details of how to obtain

them are shown as follows.

FR

AvgBR

1) Frame  Rate ( ) and  Average  Bitrate
( ).  They  are  macro-information  and  derived

from FFMpeg⑯.

FSi FTi

i

2) Frame Size ( ) and Frame Type ( ) of the
Current  Video  Frame .  They  are  micro-information

and can be obtained from the video frame's header.

RBRt

FR

t
∑FR

i=0
FSi∗−i i∗

FSi∗−i

i∗ − i

3) Real-Time Bitrate ( ). It is micro-informa-

tion and is the total size of recent  video frames at

time . It can be calculated as , where 

is  the  current  video  frame  and  is  the  size  of

frame .

FT

Based  on  the  video  characteristics  frame  type

( ),  we  can  prioritize  the  importance  of  different

video frames. When network fluctuation occurs, more

significant data should be transmitted on time. An I-

frame is regarded as a high priority frame as it can be

decoded as a complete figure without referring to the

other frames. P-frames, originating from I-frames, are

regarded as of low priority. 

4.3    Online Learning with the LinUCB-Based

Algorithm

We  use  a  LinUCB-based  online  learning  algo-

rithm[4] to  learn  scheduling  decisions  that  are  adap-

tive  to  current  conditions.  The  mechanism  selection

can  be  modeled  as  a  Multi-Armed  Bandit  (MAB)

problem  with  context  information[27].  According  to

current vectors of states which represent network con-

ditions  and  video  characteristics  (i.e.,  the  context),

the  agent  selects  an  action  from the  available  action

set.  The  agent's  objective  is  to  maximize  a  reward

utility function. Thus, we begin by defining the state,

action, and reward of our problem.

t St =

(st,1, . . . , st,i, . . . , st,N ,vf t) i i

N st,i RTTt,i

CWNDt,i IBt,i Lt,i) vf t FR RBRt FSt

FTt FSt FTt

t i

st,i

vf t

t

State.  Cross-layer  sensing  provides  items  in  the

state vector.  The agent makes the decision when the

data  of  a  new  frame  is  written  into  the  send  buffer

at  time .  The  state  is  represented  by 

,  where  refers  to  path ,

and  is  the  total  number  of  paths.  =  ( ,

, , ,  =  ( , , ,

).  and  are  the  video  frame  size  and

frame  type  of  the  newest  generated  video  frame  at

time  respectively.  Different  from  each  path  hav-

ing  its  own  network  status  metrics ,  only  one

group  of  video  characteristics  metrics  is  in  the

state at time .

Action.  4D-scheduling  maintains  a  fundamental

scheduling  mechanism  Dispatch  and  three  additional

mechanisms  Duplicate,  Discard,  and  Decompensate.

Hence,  online  learning  should  detect  the  appropriate

time to enable these mechanisms to adapt to the cur-

rent network condition. The action set includes:  nor-

mal,  duplicate,  discard,  and decompensate,  which re-

fer to stay in the normal Dispatch mechanism, enable

the Duplicate, Discard, or Decompensate mechanism,

respectively.

FDi

FSi FDi

R = FSi/FDi

Reward.  Since  4D-MAP  aims  at  improving  the

QoE of live streaming under dynamic network condi-

tions,  we compute the reward with the consideration

of  both  fluidity  and  visual  fidelity.  Since  the  agent

makes decisions when a video frame is written to the

send buffer,  we should monitor the transmission per-

formance of this video frame to identify the influence

of  our  selected  action.  We  evaluate  the  influence  of

this action by the transmission duration , i.e., the

duration of  transmission from the broadcaster  to the

server.  As  transmission  duration  is  related  to  frame

size, we divide  by  when computing rewards

as .

According  to  the  overdue  setting  in  [28],  we  as-

sume  that  a  video  frame  is  overdue  after  200  ms,

which can be regarded as a deadline. All packets that
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Pvf

vf

convey  the  same  video  are  assumed  with  the  same

deadline. To penalize the visual fidelity loss from the

Discard  and  Decompensate  mechanisms'  dropping

packets  (details  are  in Section 5),  we  add  a  penalty

item  to fix the transmission duration for a video

frame  that contains dropped packets by (1). 

Pvf =

(
1−

FSrecvBytes
vf

FSvf

)
× deadline, (1)

FSrecvBytes
vf

vf Pvf FSrecvBytes
vf = FSvf

vf

vf ∗

vf ∗ + 1 vf ∗ + 3

vf ∗

where  is  the actual  received bytes  of  video

frame .  is  0  when ,  which

means frame  is a complete frame and no penalty is

required. In order to take into account the long-term

impact of actions, we calculate the reward by consid-

ering not  only the current  video frame ,  but  also

the subsequent three frames from  to .

The reward function for the current video frame 

is computed as (2): 

R
′
=

vf∗+3∑
vf=vf∗

FSvf

FDvf + Pvf

× w(FTvf), (2)

w(FTvf)

vf

FDvf

where  is the weight of different frame types.

According  to  preliminary  analysis,  an  I-frame  has  a

higher  weight  of  1,  while  a  P-frame  has  a  lower

weight  of  0.7.  After  receiving  a  video  frame ,  the

server  can  calculate ,  which  feedbacks  the

broadcaster through ACKs. As soon as the broadcast-

er  receives feedback information,  it  calculates the re-

ward.

To  solve  this  contextual  MAB  problem,  we  use

the  LinUCB  algorithm[4] to  balance  exploration  and

exploitation. Additionally, its disjoint linear model re-

duces  the  high  computational  overhead  associated

with  ridge  regression.  A  detailed  description  of  the

LinUCB algorithm can be found in Appendix⑰.

We first pre-learn a model offline based on histori-

cal states, actions, and rewards. The model warms up

the online learning process at the beginning of trans-

mission by pre-learning. The amount of training data

for  pre-learning  is  10  network  traces  whose  network

configurations  are  generated  within  the  range  shown

in Table 2. Using the derived model, action selections

are  performed  during  video  transmission.  The  deci-

sion  is  made  when the  data  of  a  new video  frame is

written  into  the  send  buffer.  Meanwhile,  the  online

learning  process  continuously  reads  states  and  com-

putes  rewards based on feedback.  The model  is  peri-

odically  updated  in  order  to  accommodate  current

conditions. 

5    Proposed 4D-Scheduling Mechanisms

We design 4D-scheduling which contains four nov-

el  scheduling  mechanisms  aiming  at  improving  QoE

under  dynamic  heterogeneous  network  conditions.

The Dispatch mechanism mitigates out-of-order pack-

et receptions caused by heterogeneous paths, which is

the default scheduling mechanism in 4D-MAP. Other

three mechanisms Duplicate, Discard, and Decompen-

sate are enabled as enhancements for Dispatch by the

online learning model. 

5.1    Dispatch Mechanism

S

t N

RTT1 . . . RTTN CWND1 . . .

CWNDN IB1 . . . IBN

ni i

i i+ 1

In  order  to  mitigate  out-of-order  packets  recep-

tions, we need to determine the appropriate segments

of  data  to  be  sent  along  specific  paths  so  that  these

segments arrive in order. We assume that  bytes of

video frames generated by the application layer need

to be scheduled at time .  paths are established to

deliver  data and their  RTT, congestion window, and

inflight bytes are ( , , ), ( , ,

),  and  ( , , ),  respectively,  which

are collected by network monitoring. Initially, we sort

established  paths  according  to  RTT  of  all  paths.

Then, we need to calculate in advance how much da-

ta  needs to be pre-allocated to path , with status-

es of path  and path  as (3)–(5): 

ngap =
RTTi+1

RTTi

× CWNDi, (3)
 

ni =

{
min(S, ngap − IBi), if min(S, ngap − IBi) > 0,
0, otherwise,

(4)
 

S = S − ni, (5)

ngap

ngap

where  refers to the gap size which resides for the

faster  path.  By  reserving  data  of  size  for  the

faster path, the slower path can transmit data direct-

ly that follows behind. The faster path can also trans-

 

Table   2.      Range  of  Path  Heterogeneity  in  Terms  of  Band-
width, One-Way Delay (OWD), and Loss Rate

Path Bandwidth (Mbps) OWD (ms) Loss Rate (%)

1 2–25 20–100 0.01–0.70

2 2–30 30–100 0.05–1.00
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i

mit  consecutive  data  after  a  few  congestion  events,

ensuring  that  both  paths  can  transmit  data  in  order

as much as possible. Our mechanism takes account of

the inflight data, and more accurate RTT estimation

from QUIC's ACK feedback. We build a path buffer

for each path , which stores the corresponding size of

pre-allocated data as (4).  Since pre-allocation data is

stored in the path buffer for each path, each path will

be  iterated  to  pack  packets  from the  buffer  continu-

ously, ensuring that all paths can be utilized as soon

as they are available. 

5.2    Duplicate Mechanism

i Li

1−
∏n

i=0
Li

The loss rate of path  is represented by . When

we duplicate a packet over multiple paths, its chance

of  reaching the receiver  is  higher  than over  only one

path with . Therefore, we can mitigate the

negative  effects  of  high  loss  rate  network  conditions

by  generating  redundancy.  Packets  that  convey  high

priority data will be duplicated and distributed to al-

ternate paths when using Duplicate.

When Duplicate is enabled, the path with the low-

est  loss  rate is  chosen as the primary path,  while  all

the  other  paths  with  available  CWND are  set  up  as

alternate paths, which carry both the normal and re-

dundant  packets.  Due to  the  reliable  transmission  in

the QUIC protocol, redundant packets will aggravate

the overhead of re-transmission. If the original and re-

dundant  packets  are  both  lost,  double  re-transmis-

sions  will  waste  bandwidth  resources.  To  conserve

bandwidth resources, we only duplicate those packets

which convey high priority data. We set those redun-

dant packets as “semi-reliable”, which do not have to

be re-transmitted when they are lost again. With Du-

plicate,  it  is  possible to ensure the timely delivery of

important  video  frames  and  maintain  high  priority

data arrival as much as possible. 

5.3    Discard Mechanism

Videos containing fast-moving actions or high lev-
els  of  details  may  result  in  a  real-time  bitrate  that
surpasses the available bandwidth. This can cause re-
buffering issues. In order to improve the live stream-
ing  fluidity  without  compromising  QoE  in  visual  fi-
delity  too  much,  we  design  the  Discard  mechanism.
The Discard mechanism can reduce the volume of da-
ta that is not crucial, and bandwidth resources can be

conserved for more crucial data.

According  to  the  priority  of  each  video  frame,

when online learning enables Discard, just the header

of P-frames is transmitted, and the rest are dropped.

A  header  is  resident  because  it  contains  the  size,

timestamp,  and  other  crucial  information  that  is

needed  by  application  layers  to  divide  RTMP  mes-

sages  into  chunks.  Data  with  high  priority,  on  the

other hand, is transmitted without being dropped. 

5.4    Decompensate Mechanism

When  the  current  path  loss  rate  is  high  enough,

and the aggregated bandwidth is not sufficient to con-

vey current video content (high real-time bitrate), the

Duplicate  mechanism  will  consume  additional  band-

width  for  generating  redundancy  which  aggravates

the bandwidth shortage. To address this case, we de-

velop another mechanism Decompensate.

Decompensate  modifies  the  re-transmission mech-

anism with  the  consideration  of  data  priority.  When

packing  video  data  into  packets,  we  mark  all  QUIC

packets with high priority payloads and RTMP mes-

sage headers with the reliable tag, and all the others

are marked with the unreliable tag. A lost unreliable

QUIC packet will not trigger retransmission.

When packets  are  lost  or  arrive  out-of-order  in  a

QUIC stream,  gaps  in  the  receive  buffer  prevent  the

application  layer  from  reading  data.  The  stream  de-

lay is prolonged by waiting for these gaps, which de-

teriorates the QoE of time-sensitive live streaming ap-

plications.  There  are  some  gaps  created  by  the  Dis-

card and Decompensate  mechanisms as  they drop or

do not re-transmit lost packets. We implement a gap

padding mechanism on the server. Gap padding is ac-

tivated  after  a  deadline,  determined  by  the  longest

OWD  of  all  paths.  If  the  waiting  time  exceeds  the

deadline, we zero pad those gaps. Since these gaps are

low  priority  video  frame  data,  the  frame  will  only

have a few mosaic points during playback. Using this

mechanism, a trade-off between visual fidelity and flu-

idity is made in order to reduce re-buffering by sacri-

ficing a little visual fidelity. 

6    Implementation

quic-go
The  4D-MAP  system  is  implemented  based  on

 and its multipath extension[2] and an RTMP

library⑱.  Our  live  streaming  framework  is  built,  and

the  underlay  transport  protocol  is  modified  to
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MPQUIC.  Thus,  RTMP  connections  can  be  estab-

lished by using MPQUIC connections.

GetChunkInfo()

GetRTT() GetInflight() GetCWND()
GetLossrate()

We implement  interfaces  which  provide  access  to

information at both the application and network lay-

ers.  With the interface ,  broadcasters

can get the timestamp, size, and frame type of video

frames. We can derive current network conditions via

interfaces , , ,  and

 in  the  send  packet  handler.  For  re-

ward computing, we add a 64-bit field in the QUIC's

ACK  frame  that  consists  of  the  last  received  video

frame timestamp and frame duration. 

7    Performance Evaluation

We evaluate the performance of 4D-MAP in both

controlled  emulation  and  real-world  networks.  Apart

from  the  experiments  for  evaluating  the  entire  4D-

MAP  framework,  separate  experiments  are  adopted

for  measuring  the  validity  of  each  proposed  mecha-

nism. Each experiment is repeated 20 times with the

same path configuration and video for fairness. A de-

tailed overhead analysis can be found in Appendix⑲. 

7.1    Experimental Setup
 

7.1.1    Video Set

Two widely  used videos  from prior  work,  namely

Big  Buck  Bunny  (video-bbb)⑳ and  Sintel  (video-sin-

tel)㉑,  are  applied.  We  also  download  two  videos  for

evaluation  from  a  video  website  Bilibili㉒ for  live

streaming.  We  call  them  video-ss  and  video-hy,  re-

spectively. Table 1 illustrates  the  details  of  these

videos. Apart from 60 s duration, we use a 600 s ver-

sion  video-sintel-10min  and  video-ss-10min  to  per-

form adaptability experiments. 

7.1.2    Network Testbed

We  set  up  two  testbeds  in  both  controlled  envi-

ronment  and real-world  network.  As  shown in Fig.5,

in both testbeds, MPTCP and MPQUIC are installed

to  be  compared  with  4D-MAP.  We  establish  two

paths in both testbeds.

Controlled  Emulation.  The  baseline  experimental

setting  is  the  same  as  in Section 3.  Bandwidths  for

the two paths are 14.8 Mbps and 18 Mbps, respective-

ly, and OWDs for them are 25 ms and 39 ms, respec-

tively.  Depending  on  different  evaluation  objectives,

we  adjust  the  configuration  accordingly.  All  con-

trolled emulations are implemented in Mininet[22].

Real  Network.  In  the  real-world  experiments,  we

deploy  our  broadcaster  in  a  college  laboratory  envi-

ronment.  We  use  the  same  Linux  laptop  with  WiFi

and  LTE  network  interfaces.  We  measure  their  link

characteristics by the Iperf3 and Ping tool. The LTE

and WiFi interfaces are connected to the Internet ser-

vice providers (ISP) of China Telecom and China Mo-

bile,  respectively.  An Alibaba cloud server is  used to

receive  and  forward  the  stream  pushed  from  the

broadcaster.  The  subscriber  is  another  laptop  which

pulls the live streaming video from the server. 

7.1.3    QoE Metrics

We evaluate the following QoE metrics in the per-

formance  evaluation.  1)  Re-buffering  time  refers  to

time spent in re-buffering in the total video playback

duration.  2)  Start-up  latency  can  be  calculated  by

measuring  the  duration  of  the  first  video  frame  sent

from the broadcaster to the subscriber. 3) Stream de-

lay  approximates  the  average  duration  between  the

broadcaster sending a video frame and the frame be-

 

Broadcaster

Server

SubscriberInternet

Real Network 

MPTCP

MPQUIC

SubscriberBroadcaster ServerRouterSwitch

Emulated Network 

MPTCP

MPQUIC

(b)

(a)

Fig.5.   Network  topologies.  (a)  Real-world  network.  (b)  Con-
trolled emulation network.
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FR

ing received by the subscriber. 4) Adjusted SSIM (aS-

SIM)  is  an  extension  of  structural  similarity  index

(SSIM)[29].  Based  on  SSIM,  [16]  computes  aSSIM  to

take  both  fluidity  and  visual  fidelity  into  considera-

tion by scoring wherein each frame period (i.e., frame

rate ) over the duration of the stall is assigned an

SSIM  index  of  zero.  The  method  of  computing  aS-

SIM is shown as:

aSSIM =
1

(N + FR×Durrb)
×

N∑
i=1

SSIMi,

Durrb Nwhere  means  re-buffering  time,  and  means

the number of frames in the video. 

7.2    Emulation Results
 

7.2.1    Efficiency of 4D-Scheduling

We  first  evaluate  the  performance  of  Dispatch.

We select minRTT, ECF[10], and STMS[11] as the rep-

resentative  algorithms  of  the  schedulers.  We  utilize

video-hy  for  streaming.  As  shown  in Fig.6(a),  when

two paths'  bandwidths  are  18  Mbps  and 14.8  Mbps,

respectively,  ECF  and  STMS  perform  better  than

minRTT. However, ECF and STMS exhibit a higher

re-buffering  time  when the  bandwidth  becomes  more

heterogeneous  than  minRTT.  In  contrast,  Dispatch

reduces  the  average  re-buffering  time  in  three  band-

width  heterogeneity  scenarios  compared  with  other

schedulers. In the most heterogeneous scenario, where

OWDs of path 1 and path 2 are (100 ms, 25 ms) and

bandwidths  are  (30.8  Mbps,  2  Mbps),  Dispatch  out-

performs minRTT, ECF, and STMS by 5.7%, 19.4%,

and  26.0%  respectively.  The  reason  is  that  our  pro-

posed  Dispatch  mechanism  pre-allocates  data  based

on  collected  path  statuses  to  mitigate  out-of-order

packet  receptions  and fully  utilizes  two paths,  there-

fore reducing the average re-buffering time.

Next,  we  evaluate  the  improvement  from  Dupli-

cate.  In  addition  to  4D-MAP  without  the  Duplicate

mechanism (4D-MAP w/o Duplicate), we also imple-

ment  another  scheduling mechanism that  redundant-

ly  sends  packets  over  all  paths  (RDDT)[30] in

MPQUIC  for  comparison.  The  loss  rates  of  both

paths  are  configured  as  (1.8%,  1.8%),  (1.8%,  3.6%),

and (3.6%, 3.6%). We utilize video-bbb for streaming.

As shown in Fig.6(b), both RDDT and the Duplicate

mechanism can benefit from the reliability by redun-

dancy generation in high loss rate network conditions.

Especially,  when  the  loss  rates  of  two  paths  are  at

both 3.6%, 4D-MAP with Duplicate (4D-MAP/Dupli-

cate) reduces the average re-buffering time by almost

5.5% more than that without Duplicate. As shown in

Fig.7(a), compared with RDDT, the Duplicate mech-

anism produces  less  redundant  data  due  to  its  semi-
 

(30.8, 2.0)(2.0, 30.8)(18.0, 14.8)

3

2

1

0

Bandwidth of (Path 1, Path 2) (Mbps)

MPQUIC/minRTT
MPQUIC/ECF
MPQUIC/STMS
4D-MAP/Dispatch

(a) (b)

R
e
-
B

u
ff
e
ri
n
g
 T

im
e
 (

s)

R
e
-
B

u
ff
e
ri
n
g
 T

im
e
 (

s)

R
e
-
B

u
ff
e
ri
n
g
 T

im
e
 (

s)

R
e
-
B

u
ff
e
ri
n
g
 T

im
e
 (

s)

(1.8, 1.8) (3.6, 3.6)(1.8, 3.6)

Loss Rate of (Path 1, Path 2) (%)

(d)

(1.8, 1.8) (3.6, 3.6)(1.8, 3.6)

Loss Rate of (Path 1, Path 2) (%)

15.0

12.5

10.0

7.5

5.0

MPQUIC/RDDT
4D-MAP w/o Duplicate
4D-MAP/Duplicate

4D-MAP w/o Discard 4D-MAP/Discard

Mechanism

9.0

8.5

100

50

0

(c)

MPQUIC/minRTT
4D-MAP w/o Decompensate
4D-MAP/Decompensate

Fig.6.  Experimental results of re-buffering time. (a) Dispatch. (b) Duplicate. (c) Discard. (d) Decompensate.
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reliable policy.

We compare 4D-MAP with and without the Dis-

card mechanism. We select  video-ss  as  the video.  As

shown in Fig.6(c), 4D-MAP with the Discard mecha-

nism  brings  4.8%  reduction  in  the  average  re-buffer-

ing time.  Moreover,  the  achievable  average  aSSIM is

even  higher  than  that  without  Discard  as  illustrated

in Fig.7(b).  The  results  prove  that  it  is  worth  drop-

ping some low priority packets to exchange fluidity.

Finally,  we  compare  the  fluidity  improvement

from the Decompensate mechanism. We select video-

sintel  as  the  video.  As  shown  in Fig.6(d),  4D-MAP

with  the  Decompensate  mechanism  performs  better

than  the  others.  Especially  when  loss  rates  of  two

paths are both at 3.6%, 4D-MAP with Decompensate

reduces the average re-buffering time by up to 58.7%

and 59.3% than MPQUIC with minRTT and Decom-

pensate respectively. Fig.7(c) depicts that Decompen-

sate offers superior or similar performance in the aver-

age  aSSIM  compared  with  the  other  two  scheduling

mechanisms. It has been proven that Decompensate's

unreliable  transmission  policy  improves  QoE  by  re-

ducing unnecessary re-transmissions. 

7.2.2    Adaptability Experiments

4D-MAP  is  evaluated  for  its  adaptability  to  dy-

namic  and  heterogeneous  networks.  Based  on  the

baseline  configurations  of  both  paths,  we  change  the

bandwidth,  OWD,  and  loss  rate  of  each  path  every

30 s in 600 s. Within the scope of Table 2, all configu-

rations  are  selected  based  on  uniform  random  sam-

pling  using the  WSP algorithm[31].  In  the  adaptabili-

ty experiments, we evaluate two videos. One is video-

sintel-10min  with  an  average  bitrate  of  10.20  Mbps,

and  the  other  is  video-ss-10min  with  an  average  bi-

trate  of  20.46  Mbps.  For  comparison,  MPTCP  and

MPQUIC  are  both  used.  Because  minRTT  performs

robustly in most scenarios, we use it as the scheduler

in both MPTCP and MPQUIC. In addition, we com-

pare our 4D-MAP with an intelligent online learning

based  scheduler  Peekaboo[5] which  was  proposed  to

handle  dynamic  network  environments.  In  addition,

we  include  another  offline  training-based  scheduler

ReLes  for  comparison[6] which uses  DQN to generate

policy. However, ReLes was designed for MPTCP and

its source code is not open. We utilize another DQN-

based  multipath  scheduling  framework[32],  combined

with  the  approach  from  [6]  to  reproduce  ReLes  in

MPQUIC. We call this implementation as DQN*. We

select OLIA as the congestion control algorithm in all

experiments.

As  shown  in Fig.8(a),  when  streaming  video-sin-

tel-10min, the average re-buffering time of 4D-MAP is

97.0%,  18.1%,  37.6%,  and  34.5%  lower  than  that  of

MPTCP, MPQUIC, Peekaboo, and DQN*, respective-

ly.  Furthermore,  the  average  stream  delay  of  4D-

MAP  in Fig.8(b)  is  88.5%,  1.2%,  12.7%,  and  11.9%

lower than that of MPTCP, MPQUIC, Peekaboo, and

DQN*,  respectively,  when  streaming  video-ss-10min.

4D-MAP  also  outperforms  the  other  frameworks  in

these  two  metrics  when  streaming  video-ss-10min.

From Fig.8(c), we find 4D-MAP performs lower aver-

age  start-up latency in  video-sintel-10min than other

four frameworks. The aSSIM of selected frameworks is

compared  by  evaluating  visual  fidelity. Fig.8(d)  de-
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picts  that  MPTCP's  average  aSSIM  lags  far  behind

the  others.  4D-MAP  achieves  superior  or  similar  to

others when streaming both video slices.

According  to  the  results,  4D-MAP  outperforms

MPTCP and MPQUIC in fluidity QoE metrics with-

out  a  large  loss  in  visual  fidelity,  validating  4D-

MAP's capability to provide smoother live streaming

in  dynamic  network  conditions.  Furthermore,  4D-

MAP performs better than Peekaboo and DQN*. The

reason is that their policies do not take into account

the details of video content, and thus their strategies

cannot well suit to video transmission scenarios. 

7.3    Real-World Experimental Results

According to the real network setup, we establish

LTE  and  WiFi  paths,  respectively.  The  Ping  tool  is

used to measure RTT for LTE and WiFi paths in re-

al network experiments, with average values of 50 ms

and  78  ms,  respectively.  Based  on  Iperf3  measure-

ments, their bandwidths are 14.8 Mbps and 18 Mbps.

video-sintel-10min and video-ss-10min are also select-

ed for comparison.  Our evaluations include re-buffer-

ing time, stream delay, start-up latency, and aSSIM.

As  shown  in Fig.9(a),  in  comparison  with

MPTCP,  MPQUIC,  Peekaboo,  and  DQN*,  4D-MAP

results  in  lower  average  re-buffering  time  by  97.6%,

74.1%, 95.0%, and 73.8% when streaming video-sintel-

10min,  and  89.0%,  26.8%,  62.5%,  and  85.0%  when

streaming  video-ss-10min.  Moreover,  it  reaches  lower

average stream delay than MPTCP, MPQUIC, Peek-

aboo  and  DQN* up  to  48.1%,  40.3%,  29.1%,  and

18.6% when streaming video-sintel-10min,  respective-

ly, and 29.9%, 4.4%, 49.0%, and 44.5% when stream-

ing  video-ss-10min,  respectively,  which  is  illustrated

in Fig.9(b).  In  addition,  as  shown  in Fig.9(c),  4D-

MAP  achieves  lower  average  start-up  latency  than

the  other  frameworks  by  47.7%,  41.1%,  18.5%,  and

27.1%,  respectively,  when  streaming  video-sintel-

10min,  and 66.1%,  44.7%,  37.3%,  and 47.0%,  respec-

tively,  when  streaming  video-ss-10min.  In Fig.9(d),

4D-MAP  achieves  higher  average  aSSIM  than  the

others when streaming both video slices.

Experimental  results  prove  that  the  4D-MAP

framework  can  adapt  to  real  network  environments,

which provides smoother live streaming without sacri-

ficing too much visual fidelity. 

7.4    Limitations and Future Work

Prompt  Monitoring  of  Network  Status. In  real-

world  network  environments,  network  status  fluctu-

ates  drastically,  which  may  result  in  untimely  net-

work monitoring. At some extreme scenarios, only re-

lying on RTT and loss estimation by ACK frames is

not enough. It is therefore necessary to design or find

an  algorithm  that  is  agile  and  accurate  for  network

monitoring.
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Fig.8.  Adaptability experimental results. (a) Re-buffering time. (b) Stream delay. (c) Start-up latency. (d) aSSIM.

Cong-Xi Song et al.: 4D-MAP: Multipath Adaptive Packet Scheduling for Live Streaming over QUIC 173



Understanding  the  Importance  of  Video  Content.
While our 4D mechanisms improve video fluidity, vi-

sual  fidelity  is  unavoidably  reduced.  The  reductions

are  generated  primarily  by  the  Discard  and  the  De-

compensate  mechanisms.  As  long  as  we  know  which

frame will generate a relative lower reduction, we can

adopt  an  unreliable  policy  on  packets  that  convey

those video frames.

One-to-Many  Live  Streaming. When  it  comes  to

one-to-many  live  streaming,  efficiently  delivering

streams  to  multiple  subscribers  is  crucial.  Our  4D-

MAP  can  be  deployed  between  the  server  and  the

subscriber  to  facilitate  real-time  streaming.  In  addi-

tion,  by  combining  our  strategy  with  SVC  (Support

Vector  Machine),  we  can  schedule  the  base  layer  or

enhancement  layer  to  different  paths,  ensuring  the

high-quality video with multipath resources. 

8    Conclusions

In  order  to  improve  the  QoE  for  live  streaming

under dynamic heterogeneous network conditions, we

presented  4D-MAP,  a  multipath  adaptive  packet

scheduling  solution  which  is  built  upon  RTMP  over

MPQUIC with online learning to indicate 4D-schedul-

ing. The results of experiments in both controlled em-

ulation  and  real-world  networks  demonstrated  that

4D-MAP  can  adapt  to  dynamic  and  heterogeneous

network  conditions.  It  provides  lower  re-buffering

time, stream delay, and start-up latency without com-

promising  visual  fidelity  than  traditional  multipath

transmission  solutions.  Furthermore,  this  work

presents a new architecture that divides transmission

into different modules, i.e., sensing and decision-mak-

ing.  After  decoupling  the  transmission,  the  sensed

network condition and application characteristics can

be  used  to  match  algorithm and  parameter  selection

in decision-making, making it easier to provide specif-

ic QoS for applications. In the future, flexible sensing

and  multipath  resource  allocation  can  be  customized

based  on  the  characteristics  of  various  applications.

Our  next  step  is  to  investigate  multipath  challenges

in  other  applications  such  as  VR  and  AR  through

multipath. 
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