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Abstract
Purpose  Growing concern over climate change has increased interest in making use of the biosphere to reduce net green-
house gas emissions by replacing fossil energy with bioenergy or increasing land-based carbon storage. An assessment of the 
effectiveness of these options requires detailed quantification of their climate-change mitigation potential, which must employ 
appropriate metrics to translate biophysical changes into climate-change impacts. However, the various currently available 
metrics use different proxy measures (e.g. radiative forcing, temperature changes, or others) as surrogates for climate-change 
impacts. Use of these different proxies can lead to contradictory conclusions on the most suitable policy options. We aim to 
provide criteria for the objective evaluation of metrics to build understanding of the significance of choice of metric and as 
a step towards building consensus on the most appropriate metric to use in different contexts.
Methods  We compared fifteen available metrics that represent conceptual differences in the treatment of biospheric carbon 
fluxes and the proxies used to approximate climate-change impacts. We proposed a set of evaluation criteria related to the 
metrics’ relevance, comprehensiveness, ease of application and acceptance by the research and policy community. We then 
compared the different metrics against these criteria.
Results and conclusions  The different metrics obtained scores from 10 to 21 (out of 30). The Climate-Change Impact 
Potential scored highest against the criteria, largely because it relates climate-change impacts to three different aspects 
of temperature changes; thus, it most comprehensively covers the different aspects of climate-change impacts. Therefore, 
according to our evaluation criteria, it would be the most suitable metric for assessing the effect of different policy options 
on marginal climate-change impacts. We demonstrated that the proposed evaluation criteria successfully differentiated 
between the fifteen metrics and could be used as a basis for selecting the most appropriate metric for specific applications.

Keywords  Bioenergy · Characterisation factor · Climate-change policy · Global change · Mitigation · Temperature

1  Introduction

In 2019, fossil fuels comprised 80.9% of the world total 
energy supply of 606 EJ year−1. Nuclear and hydropower 
contributed 5.0% and 2.5%, respectively, but bioenergy was 

the most significant non-fossil energy source, supplying 
around 10% of global energy needs (IEA 2021). Policy ini-
tiatives in various countries are aiming to further bolster the 
contribution of bioenergy (EU 2009). Newer technologies, 
such as combined cycle gasification for combined heat and 
power generation, have made energy recovery from biomass 
more efficient and cost-effective (Breeze 2017). Efforts to 
reduce CO2 emissions from the burning of fossil fuels have 
led to increased use of bioenergy in some countries that have 
available biomass resources and a commitment to reduce the 
environmental impact from fossil-fuel use, such as Sweden 
and the UK (Cross et al. 2021).

However, the mitigation benefits of bioenergy have been 
questioned. In particular, doubts have been raised about the 
benefits of bioenergy use in cases where there is a long-
time lag between initial emissions from logging a mature 
forest and the eventual accrual of benefits from fossil-fuel 
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substitution (Fargione et al. 2008; Cherubini et al. 2013). 
It has been suggested that systems with very long payback 
times may not contribute to climate-change mitigation 
within relevant time frames (Gibbs et al. 2008). If there is a 
period during which atmospheric CO2 is increased, even if 
only temporarily, it will have a warming impact that needs 
to be included in any overall assessment. Payback time is not 
a concern in bioenergy systems that involve a sequestration 
phase prior to harvesting biomass, such as where energy 
crops are planted on abandoned agricultural land. In that 
instance, the sequestration phase should be included in quan-
tifying the overall mitigation benefit of such options.

Many current climate-change policies and initiatives pro-
vide incentives to delay emissions or sequester C temporar-
ily. These policies implicitly assume that there would be 
climate benefits from temporary C sequestration or emission 
reductions that occur sooner rather than later, as they will 
deliver immediate CO2 reductions and, therefore, reduce 
warming in the short term (e.g. Matthews et al. 2023; Parisa 
et al. 2022; Galik et al. 2022). However, there is no consen-
sus whether such temporary storage delivers climate-change 
mitigation benefits in the long term (e.g. Korhonen et al. 
2002; Kirschbaum 2006; Galik et. al, 2022; Matthews et al. 
2023; Groom and Venmans 2023). Here, we briefly outline 
the main benefits and adverse consequences of temporary 
carbon storage.

Possible benefits of temporary storage:

•	 Reduced warming for the period over which CO2 is 
removed from the atmosphere

•	 Slowing the short-term rate of warming, thereby allowing 
time for society to decarbonise energy and industrial systems

•	 Allowing time for ecosystems and societies to adapt to 
climate change

•	 Delay in reaching tipping points (but see the further dis-
cussion on tipping points below)

•	 Better capacity to cope with climate-change impacts in 
the future, assuming more wealth in the future

Neutral outcomes of temporary storage:

•	 To achieve equilibrium temperature targets (e.g. 1.5 °C 
above pre-industrial levels), the exact timing of CO2 
emissions and removals is not overly important. Instead, 
to mitigate long-term climate change, it is most important 
to restrict total cumulative GHG emissions (IPCC, 2021).

•	 The potential role of ‘climate tipping points’ (e.g. Lenton 
et al. 2019; Armstrong McKay et al. 2022) is very uncer-
tain. While tipping points are clear issues of concern, 
there is no consensus on their exact timing and irrevers-
ibility. Even if the timing and nature of tipping points 
could be established with certainty, it is unclear what 
would be gained by delaying the crossing of a threshold 

by a short period of time. The most useful policy aim 
would be to avoid the crossing of irreversible thresholds 
altogether rather than just delaying it.

Possible adverse impacts of temporary storage:

•	 There may be C-cycle feedback effects that counteract 
any short-term benefit (e.g. Korhonen et al. 2002; Gillett  
and Matthews 2010). The rate of ocean CO2 uptake is 
correlated with the atmospheric CO2 concentration so 
reduced short-term CO2 concentrations will reduce ocean 
uptake. When temporarily stored C is then re-released in 
future, the atmospheric CO2 concentration and resultant 
global temperatures will reach higher values than without  
temporary C sequestration (Korhonen et  al. 2002;  
Kirschbaum 2003).

•	 The same level of temperature increase is likely to have 
greater impacts if it occurs at a time with higher back-
ground temperatures. An extra unit of warming may be 
inconsequential under current conditions but may have 
greater adverse impacts under higher background tem-
peratures in the future (Kirschbaum 2014).

•	 Although temporary C storage might mitigate short-term 
climatic problems, it forces the problem of high future 
GHG concentrations onto future generations.

Time-dependent assessments can be particularly impor-
tant for bioenergy systems, where there may be an asyn-
chrony between emissions and sequestration (Helin et al. 
2013). Kirschbaum (2017), for example, analysed a com-
plex bioenergy scenario with consecutive losses and gains 
of carbon. These changes interacted with changing back-
ground CO2 and temperature to lead to ultimate climate-
change impacts that could not have been predicted without 
analysing the cascade of processes in the climate system 
that stretched from initial perturbations of the carbon cycle 
to damages to human and natural systems.

In national inventory reporting under the UNFCCC, CO2 
emissions from bioenergy are captured in the land use, land-
use change and forestry sector through changes in carbon 
stock that are reported on an annual basis. They are excluded 
from the energy sector emissions to avoid double counting 
(IPCC 2019; Volume 1, Chapter 1).

Direct land-use change (LUC) can be an important factor 
in the net GHG balance of bioenergy, leading to emissions 
during establishment of a bioenergy system, or, conversely, 
net C uptake if a bioenergy plantation is established on a 
site with low prior C stocks. The ISO standard 14067 (ISO  
2018) requires the inclusion of direct LUC emissions in the 
C footprint of products and provides guidance on assign-
ing LUC emissions and removals to products (see Annex 
E.2: Assigning biogenic GHG emissions and removals from 
land-use change and land use to products). The ISO standard 
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suggests as possible options the averaging of these emissions 
over the forest or crop rotation period, or over the antici-
pated lifetime of the processing plant or applicable policy 
programme (ISO 2018). Indirect land-use change, although 
recognised as potentially significant, is excluded from ISO 
14067 due to lack of an agreed method for its quantification.

The climate-change effects of bioenergy systems are 
commonly quantified through life cycle assessments (LCA; 
Helin et al. 2013). LCA methodologies follow the principles, 
framework, requirements and guidelines in the ISO 14040 
and 14044 standards (ISO 2006a, b) and are built into volun-
tary standards and regulatory frameworks for assessing the 
sustainability of bioenergy use (e.g. EU 2009; ISO 2015). 
Key indicators are the GHG savings from avoided fossil-fuel 
emissions and sequestered C per unit of energy product (e.g. 
kgCO2eq MJ−1).

Ultimately, the benefit of any activity aimed at climate-
change mitigation is related to the extent to which the activ-
ity can reduce marginal climate-change impacts. The chal-
lenge is to quantify this reduction in climate-change impacts 
by specific actions. Climate-change metrics quantify the 
effect of emitting a unit of a given greenhouse gas (GHG) 
on a key proxy measure related to climate change (IPCC, 
2021). Different metrics use various proxies to approximate 
those ultimate impacts, and a key task is to understand the 
limitations of the use of those proxies and determine the 
valid applications and interpretation of their use.

Most LCA studies have adopted the Global Warming 
Potential (GWP) with a characterisation time horizon of 100 
years (GWP100) as the preferred metric to convert the emis-
sions of different GHGs into a common unit, kilogram CO2 
equivalents (IPCC 1990). These studies generally do not 
acknowledge the timing of emissions and removals (Helin 
et al. 2013; Brandão et al. 2013), so do not capture climate 
impacts resulting from any asynchrony between emissions 
and sequestration.

However, some studies use different metrics, and the 
application of different climate-change metrics can signifi-
cantly affect the results (see Ahlgren et al. 2015; Brandão 
et al. 2019; Garcia et al. 2020; Matustík et al. 2022). The Life 
Cycle Initiative recommended the use of both the GWP100 
and Global Temperature change Potential (GTP100), intro-
duced by Shine et al. (2005), as the most appropriate met-
rics to reflect short- and long-term climate-change impacts, 
respectively (see Frischknecht et al. 2016; Levasseur et al. 
2016; Cherubini et al. 2016; Jolliet et al. 2018).

As most climate-change metrics are insensitive to the 
timing of emissions and removals, LCA studies typically 
sum net emissions over the entire life cycle. Metrics (typi-
cally GWP100) are then applied subsequently to the summed 
emissions based on the implicit assumption that the timing 
of emissions and removals does not affect climate-change 
impacts. However, the importance of timing has increasingly 

been recognised (e.g. Ericsson et al. 2012; Zetterberg and 
Chen 2014). The ISO standard for the C footprinting of a 
product (ISO 14067; ISO 2018), therefore, not only speci-
fied that the C footprint should be calculated as the sum of 
GHG emissions and removals over the life cycle of a prod-
uct, with no modification related to timing, but the standard 
also required that the life cycle inventory includes the time 
profile of emissions and removals to enable supplementary 
calculations that include timing. While the ISO standard pro-
vided no metrics for such supplementary calculations, vari-
ous metrics have been proposed for application in LCAs that 
would allow the impacts of time to be included in calcula-
tions (Brandão et al. 2013). Some metrics exclude emissions 
that occur after more than 100 years, or quantify such long-
term emissions in a separate category (Helin et al. 2013), 
such as the PAS2050 specification for the assessment of the 
life cycle greenhouse gas emissions of goods and services 
(BSI 2011).

In previous work, Brandão et al. (2019) reviewed 15 
metrics that have been applied to assess the climate-change 
impacts of bioenergy systems and illustrated the sensitivity 
of results to the choice of metrics. In that work, all met-
rics were applied to the same carbon-stock changes, and 
the metrics used different proxies or calculation routines to 
quantify changes in climate-change impacts. These differ-
ent approaches resulted in significantly different estimates 
of net climate-change effects, with differences being par-
ticularly stark for a scenario that involved an initial loss of 
forest carbon stocks combined with an eventual compen-
sation by large fossil-fuel substitution benefits. Using the 
calculated carbon-stock changes from that scenario with dif-
ferent assessment metrics yielded estimated climate-change 
mitigation effects that ranged widely from very beneficial to 
highly detrimental (Brandão et al. 2019). Similar findings 
have been reported in other work (e.g. Garcia et al. 2020; 
Matustík et al. 2022). The divergence of assessment can 
be particularly stark when different greenhouse gases are 
compared, especially gases with short and long atmospheric 
persistence. For CH4 emissions, for example, GWP100 is 27 
whereas GTP100 is just 4.7 (Forster et al. 2021).

These discrepancies are deeply concerning. If decision-
makers use different metrics in their assessment of the cli-
mate-change mitigation potential of different policy options, 
their decisions will be strongly influenced by the arbitrary 
choice of the metrics they employ to make their assessments. 
This is likely to result in suboptimal decisions about the 
effectiveness of different options of mitigative action (Tanaka 
et al. 2021; Edwards and Trancik 2022).

Thus, the current application of different metrics leads 
to ambiguous results that cause confusion for practition-
ers, decision-makers and the public and is likely to result 
in adoption of suboptimal policies for climate-change 
mitigation. At the same time, there is an urgency to take 
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robust steps towards real climate-change mitigation. There 
is, therefore, a clear need to evaluate the existing metrics 
and recommend a way forward to enable clear and unam-
biguous assessment of the mitigation potential of different 
mitigation options.

The work presented here aims to contribute to the delib-
erations of the global research community on refining the 
development and application of different metrics with the 
ultimate aim of supporting the assessment and implementa-
tion of more effective climate policy. We specifically aim 
to generate and demonstrate criteria to support the selec-
tion of appropriate metrics to enable objective assessment 
of the contributions of different strategies for climate-
change mitigation.

We build on the earlier work of Brandão et al. (2019) 
by providing a set of criteria to evaluate the performance 
of fifteen climate-change metrics with respect to scientific 
and application aspects. We first provide an overview of 
climate-change metrics (Sect. 2), then summarise the spe-
cific metrics reviewed (Sect. 3.1), before presenting a set of 
evaluation criteria (Sect. 3.2). Section 4 presents the results 
of our evaluation of the metrics according to those criteria, 
and Sect. 5 discusses the evaluation results and implica-
tions. We highlight the particular significance of the tim-
ing of emissions and sequestration for the assessment of the 
climate-change mitigation potential of bioenergy systems.

2 � Metrics for characterising GHG flows

Climate-change metrics express relationships between GHG 
emissions with respect to their effect on key proxy measures 
related to climate impacts. These metrics thereby express 
relationships between physical perturbations, such as net 
GHG fluxes, and suitable proxies that can be used as sur-
rogates for ensuing climate-change impacts (e.g. IPCC 2013; 
Brandao et al. 2013; Levasseur et al. 2016). Proxy measures 
can comprise midpoint indicators (e.g. cumulative radiative 
forcing) or endpoint indicators (e.g. human health, sea-level 
rise) along the cause-effect chain. These proxies are then 
used to estimate the climate-change impact related to unit 
emissions of GHGs of interest to aid consumers or policy 
makers to choose between different options. It is essential 

that metrics are underlain by a transparent and meaningful 
theory that clearly relates the metric to the climate-change 
impacts that ultimately matter for humans and natural sys-
tems (e.g. EC, 2010).

Given the different atmospheric residence times and 
radiative efficiencies of different GHGs (Table 1; Fig. 1), 
the evaluation must adopt a specified characterisation time 
horizon so that GHGs with different atmospheric lifetimes 
or mitigation strategies, such as bioenergy systems, with dif-
ferent timing of emissions and removals can be compared 
(Myhre et al. 2011). This is particularly important for the 
comparison between emissions of short-lived GHGs, such 
as CH4, and those of long-lived GHGs such as CO2 and N2O. 
CO2 and N2O exert ongoing radiative forcing even centuries 
after their emission. CH4, on the other hand, exerts high 
initial radiative forcing, but has a short atmospheric lifetime 
of around 12 years before it is oxidised (Forster et al. 2021). 
The early radiative forcing of CH4 is, however, retained by 
any metric based on cumulative radiative forcing, such as 
GWP. The metric GWP* has been developed to better reflect 
the warming effect of short-lived climate forcers such as 
methane, by determining CO2 equivalence from changes in 
their emission rate (Lynch et al. 2020).

Different metrics use different proxy measures along 
the cause-effect chain (Fig. 2; Levasseur et al. 2016). Any 
emissions or removals of GHGs to or from the atmosphere 
change their atmospheric concentrations. Changing GHG 
concentrations then cause radiative forcing which will affect 
the climate, initially by changing surface temperatures, with 
subsequent effects on precipitation patterns, sea-level rise 
and extreme weather events, such as cyclones and heatwaves 
(Fig. 2). Ultimately, climate change impacts all species—
human and non-human—through direct health effects and 
indirectly through changes in food production and ecosys-
tem functioning. All metrics evaluated here fall somewhere 
between assessing the GHG fluxes (step 1) and ultimate 
impacts on human and natural systems (step 5).

Our work focuses on the 15 climate-change metrics that 
were previously studied by Brandão et al. (2019). The key 
features of these 15 metrics are described in Supporting 
Information (Appendix A) and summarised in Sect. 3 and 
Table 2. The most widely used metric for estimating climate-
change impacts is the GWP (IPCC 1990; Fuglestvedt et al. 

Table 1   Properties of the GHGs 
relevant to bioenergy systems 
(Forster et al. 2021)

Common name Chemical 
formula

Atmospheric 
Lifetime 
(years)

Atmospheric 
concentration (ppmv) 
increase

Radiative efficiency
(W m−2 ppmv−1)

Radiative 
forcing in 
2019
(W m−2)

1750 2019

Carbon Dioxide CO2 Multiple 278 410 (47%) 0.013 ± 0.002 2.16 ± 0.26
Methane CH4 11.8 ± 1.8 0.729 1.866 (156%) 0.57 ± 0.14 0.54 ± 0.11
Nitrous Oxide N2O 109 ± 10 0.270 0.332 (23%) 2.8 ± 1.1 0.21 ± 0.03
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Fig. 1   Radiative forcing after 
emissions of the three main 
GHGs, showing (a) instantane-
ous radiative forcing and (b) 
cumulative radiative forcing 
over 100 years. The scale for 
radiative forcing of CH4 and 
N2O is shown on the left axis 
and for CO2 on the right axis. 
Figure computed from radiative 
efficiencies and decay functions 
in Table 1 (Forster et al. 2021)
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Fig. 2   The cause-effect chain illustrating the effects of GHG flows 
on climate change and associated impacts and ultimate damages 
(adapted from IPCC  2013). Different metrics (right hand side) use 
different proxies along the cause-effect chain. Policy relevance 
increases further down the chain, but so does uncertainty. The figure 

shows climate-change impacts resulting from effects of GHG emis-
sions/removals acting via radiative forcing, but impacts can also 
result from changing the earth’s energy balance in other ways (e.g. 
albedo), and conversely, some GHG can also have important direct 
effects, especially CO2 and CH4 (e.g. UNEP and CCAP 2021)
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2003; Shine et al. 2005). It quantifies the cumulative radia-
tive forcing that results from a pulse emission of a unit of a 
greenhouse gas relative to that of CO2 (step 3 in the cause-
effect chain, Fig. 2). The Global Temperature change Poten-
tial (GTP) has also gained prominence over recent years (e.g. 
Stohl et al. 2015; Levasseur et al. 2016; Jolliet et al. 2018). It 
quantifies the temperature change at a specified future time.

Metrics, such as GWP and GTP, enable emissions of dif-
ferent GHGs to be weighted relative to a reference GHG 
emission. For example, GWP100 is used for national report-
ing under the UNFCCC to quantify the warming contribu-
tions from all country-wide net emissions of different GHGs 
from all sources and sinks. Metrics enable the net emissions 
of different gases to be expressed in the common units of 
CO2 equivalents (CO2eq).

Metrics require different assumptions and modelling 
choices that introduce some subjectivity, such as the choice 
of proxy measures to use, or the characterisation time hori-
zon, the period over which to integrate radiative forcing or 
quantify other proxy measures. The sixth IPCC Assessment 
Report presented values of GWPs and GTPs for characteri-
sation time horizons of 20, 50, 100 and 500 years (Forster 
et al. 2021) with very different numeric values. For example, 
the relative value for methane, expressed in CO2 equivalents, 
varied between 4.7 ± 2.9 (for GTP100 with climate-change 
feedbacks) and 82.5 ± 25.8 (for GWP20). This shows that the 
use of different metrics and characterisation time horizons 
can result in different C footprint assessments of identical 
bioenergy systems, and Cherubini et al. (2013) demonstrated 
that the use of GTP or GWP, and different characterisation 

Table 2   Underlying features of the metrics

a Time sensitivity describes whether the same activity occurring at different times within the assessment horizon leads to different calculated 
impacts
b Time window denoted as ‘truncated’ means that a fixed assessment period is used, whereas ‘sliding’ means that the assessment period expands 
with the timing of any future emissions
c The distinction between fossil and biospheric refers to the treatment of C stocks and whether use or saving of fossil fuels are treated differently 
from biospheric C-stock changes

Metric Reference Effects
measured

Impacts Time 
sensitivitya

Sliding (S) / 
Truncated (T)
Windowb

Fossil /
biospheric 
distinctionc

GWP IPCC (1990) Radiative
forcing

Cumulative No S No

GTP Shine et al. (2005) Temperature Point in time Yes T No
Moura-Costa 1 Moura Costa and Wilson 

(2000)
Radiative
forcing

Cumulative No S Yes

Moura-Costa 2 Brandão et al. (2019) Radiative
forcing

Cumulative Yes T No

Lashof Fearnside et al. (2000) Radiative
forcing

Cumulative Yes T Yes

Average
Carbon Stocks

Kirschbaum et al. (2001) C
stocks

Cumulative No N/A Yes

Müller-Wenk & Brandão Müller-Wenk and Brandão 
(2010)

Radiative
forcing

Cumulative No S Yes

C Balance Indicator Pingoud et al. (2016) C flows Cumulative No N/A No
Clift & Brandão Clift and Brandão (2008) Radiative

forcing
Cumulative Yes T No

ILCD EC (2010) Radiative
forcing

Cumulative No S No

TAWP Kendall et al. (2009) Radiative
forcing

Cumulative Yes T No

Dynamic LCA Levasseur et al. (2010) Radiative
forcing

Cumulative Yes T No

GWPbio Cherubini et al. (2011) Radiative
forcing

Cumulative No S Yes

O’Hare O’Hare et al. (2009) Radiative
forcing

Cumulative Yes T
and discounted

No

CCIP Kirschbaum (2014) 3 measures of temperature Cumulative Yes T No
Climate Tipping Potential Jørgensen et al. (2014) Cumulative C emissions Point in time Yes T No
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time horizons, resulted in widely contrasting apparent ben-
efits of the assessed bioenergy systems.

A key difference between metrics is whether they use 
cumulative or instantaneous proxies (Levasseur et al. 2016). 
GWP quantifies cumulative radiative forcing over the speci-
fied characterisation time horizon. In contrast, the GTP cal-
culates the effect of a pulse emission of a GHG on the tem-
perature change at a specific point in time and expresses this 
with respect to a pulse emission of CO2. This fundamental 
difference between metrics leads to profound differences in 
the assessed importance of different GHGs.

Both cumulative and instantaneous measures reflect 
important biogeochemical aspects underlying different 
climate-change impacts (Fuglestvedt et al. 2003; Tanaka 
et al. 2010; Levasseur et al. 2016). Metrics that focus on 
only one of those impact categories, based on either cumu-
lative or instantaneous measures, therefore, inevitably omit 
some aspects of actual impacts. That has been recognised 
in the development of the Climate-Change Impact Potential 
(CCIP) that explicitly calculates instantaneous temperature 
changes and rates of warming and cumulative warming and 
estimates overall climate-change impacts from the average 
of the three contributing components. It thus provides an 
indicator that reflects a broader range of ultimate climate-
change impacts than metrics based on only one or the other 
impact category (Kirschbaum 2014).

With respect to the timing of biospheric CO2 fluxes, it 
has been argued that any delayed emissions should be dis-
counted as their impacts happen in the future (e.g. O’Hare 
et  al. 2009; Groom and Venmans 2023). Analogous to 
the economic discounting of flows of income and capital, 
biophysical accounting could see emissions in the future 
assigned less weight than near-term emissions. If impacts 
are discounted at an annual rate of 5%, for example, it would 
reduce their value in year 100 to less than 0.8% of their 
value without discounting. The rationale for this discount-
ing is partly based on a time preference of people. It is com-
mon to give greater importance to factors that will affect 
us in the near future than those that affect us later or only 
affect future generations. However, giving preference to our 
current generation over that of our children and grandchil-
dren is difficult to justify ethically. It is also inconsistent 
with sustainable development, defined as “development 
that meets the needs of the present without compromising 
the ability of future generations to meet their own needs” 
(Brundtland 1987).

Application of discount rates could also be justified 
through an expectation that future societies will be better 
able to deal with climate change through adaptation and the 
development of new technologies for mitigation and the pro-
duction of less-GHG-intensive goods (e.g. energy and food). 
However, this subjective expectation is open to criticism, 
and some writers have suggested that the planet’s future 

environmental buffering capacity may well be reduced com-
pared to the present so that negative discount rates may actu-
ally be more appropriate than positive rates (e.g. Sterner and 
Persson 2008). Only the O’Hare metric includes an explicit 
discount rate.

3 � Criteria for evaluating climate‑change metrics

3.1 � Brief summary of the considered metrics

Table 2 summarises the main features of the 15 metrics we 
analysed. A fuller description of each metric is given in the 
Supporting Information (Appendix A).

All metrics other than the Climate-Change Impact 
Potential calculate single proxy variables as an implicit 
measure of climate-change impacts. Two metrics (average 
carbon stocks and the carbon balance indicators) restrict 
their assessment to an evaluation of C stock changes, which 
is equated with an emission or removal of CO2 (step 1 in 
Fig. 2). All other metrics go further and, at least, assess 
effects on radiative forcing. The GTP goes as far as calcu-
lating temperature changes at a future date, and the CCIP 
goes yet another step further by calculating three differently 
quantified temperature perturbations of the climate system 
and by multiplying each change by a severity term to get a 
step closer to impacts.

All metrics other than the GTP use cumulative measures 
as their proxies for climate-change impacts. They differ in 
their considered time windows, with either a fixed or sliding 
window for assessing impacts. A fixed window excludes any 
radiative forcing or other impact proxy beyond the end of 
that characterisation time horizon, whereas a sliding window 
expands the characterisation time horizon by the timing of 
emissions/removals. The GWP, for example, employs a slid-
ing window, whereby emissions occurring in year 1 or year 
50 are integrated over the same subsequent characterisation 
time horizon of typically 100 years.

Some metrics treat biospheric and fossil CO2 net emis-
sions differently (e.g. Helin et al. 2013) based on an inter-
pretation of C-cycle feedbacks quantified through the Bern 
model (Joos et al. 2013) even though it is unclear whether 
such a distinction between fossil and biospheric CO2 is use-
ful and warranted (Brandão et al. 2013).

Other than the CCIP, none of the metrics consider the 
links between temperature perturbations and resultant 
impacts that are generally considered to be non-linear. 
Larger temperature increases are usually considered to lead 
to disproportionately larger impacts (Weitzman 2012, 2013; 
Howard and Sterner 2017). Any temperature change through 
mitigative action would then have much greater climate-
change impacts if the temperature change occurs at a time 
with higher background temperatures.
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3.2 � Detailed criteria for evaluation of metrics

We developed a set of criteria for evaluating the climate-
change metrics, adapted from the International Reference 
Life Cycle Data System (ILCD) handbook (EC 2010), and 
specifically tailored them to the needs of an evaluation of 
metrics for assessing climate-change impacts. In total, the 
assessment allowed for a total of 30 points, based on four 
broad categories, with one category further subdivided into 
three subcategories:

(A)	 Extent to which the metric reflects the ultimate impacts 
on humans and the environment (see Fig. 2): 5 points

(B)	 Comprehensiveness with which the proxies used by 
the metric cover the biogeochemical processes in the 
cause-effect chain that lead to climate-change impacts:

(C)	 B1: instantaneous effects of increased temperature (5 points)
(D)	 B2: effects of cumulative warming (5 points)
(E)	 B3: inclusion of additional features, such as dependence 

on future base conditions or time discounting (5 points)
(F)	 Ease of application (5 points)
(G)	 Extent to which the metric has been peer reviewed (5 points)

These four criteria provide a detailed, transparent and 
reproducible assessment of the different metrics and can 
be abbreviated as (A) relevance, (B) comprehensiveness, 
(C) ease of application and (D) acceptance by the research 
and policy community. This procedure is similar to the 
approaches used in similar previous exercises. The ILCD 
Handbook used five scientific criteria for the evaluation of 
metrics (EC 2010): (i) completeness of scope; (ii) environ-
mental relevance; (iii) scientific robustness and certainty; 
(iv) documentation, transparency and reproducibility; and 
(v) applicability. Additionally, it used one stakeholder cri-
terion: degree of stakeholder acceptance and suitability for 
communication in a business and policy context.

For our assessment, we summed scores across the four 
criteria, with 5 points assigned each to criteria A, C and D 
and 15 points to criterion B, which implicitly made criteria 
A, C and D equally important, but assessed criterion B to be 
as important as all other criteria put together.

Criterion A represents the depth within the cause-effect 
chain from net GHG emissions to ultimate impacts on human 
well-being and the natural environment (Fig. 2). The further 
down the cause-effect chain a proxy measure is targeted, the 
higher the assigned score. Criterion B1 relates to quantifica-
tion of impacts as an instantaneous consequence of future 
temperature changes. Criterion B2 complements Criterion B1 
by representing cumulative warming in the metric. Criteria 
A, B1 and B2 are considered to be the most important criteria 
to describe the representation of the key processes linked to 
ultimate climate-change impacts, and, thus, each carried a 
maximum of five points.

Criterion B3 relates to the coverage of five other fac-
tors, but because each is considered to be less important 
than those under the first three criteria, only one point was 
assigned for each. Criterion B3 (1) relates to the inclusion 
of direct effects of changing CO2 (including its effect on 
radiative efficiency); Criterion B3 (2) relates to inclusion 
of the effect of changing background temperatures on the 
calculation of marginal impacts; Criterion B3 (3) relates to 
the inclusion of timing effects, such as discounting or criti-
cal thresholds; Criterion B3 (4) relates to inclusion of non-
climate impacts of GHG emissions such as ocean acidifica-
tion; and Criterion B3 (5) relates to the inclusion of the rate 
of warming as a type of climatic impact.

Criterion C relates to the ease of applying each metric. 
Some metrics present assessments through a simple table 
of numeric values (such as the tabulation of GWPs of dif-
ferent gases available from Forster et al. 2021), while other 
metrics require calculations to be carried out by the user, for 
specified conditions. Finally, Criterion D assesses whether 
critical parts of the model have been peer reviewed, and 
whether model documentation has been published and is 
readily accessible. Appendix B provides further details on 
these criteria and the reasons for the specific scores given 
to each metric.

4 � Metric evaluation

Table 3 shows the scores awarded to each of the 15 metrics. 
Under criterion (A), all metrics address at least GHG emis-
sions and removals (step 1 in Fig. 2), but the average carbon 
stocks and the carbon balance indicators are better thought 
of as inventory indicators and thus score poorly under this 
criterion. The GTP uses a more advanced proxy measure on 
the cause-effect chain, but only the CCIP uses proxies that 
come close to targeting endpoint impacts. The proxies used 
for climate-change impacts by other metrics are based on 
calculations at an early stage in the cause-effect chain (see 
the Supporting Information for further elaboration).

Criterion B considers the comprehensiveness with 
which impact pathways (Fuglestvedt et al. 2003; Kirsch-
baum 2014) are addressed, with Criterion B1 focusing on 
the representation of impacts linked to the instantaneous 
effect of elevated temperatures. This criterion is given a 
weight of 5 points because comprehensiveness in the cov-
erage of the environmental mechanism (i.e. cause-effect 
chain or impact pathway) is indeed the most important 
criterion for a metric intended to represent the impacts 
of climate change. Metrics that use atmospheric CO2 as 
their proxies were assigned low scores as these metrics 
disregard the various steps between CO2 concentration 
and eventual temperature-related impacts. Other metrics, 
including the GWP, use cumulative radiative forcing as 
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proxies (with various adjustments), which are not tightly 
correlated with maximum temperature increases. Short-
lived GHGs, like CH4, for example, exert radiative forc-
ing for a short time after emissions, which is retained in 
measures of cumulative radiative forcing (see Fig. 1), but 
they will contribute little to temperatures experienced 100 
years later (Fuglestvedt et al. 2003).

A score of ‘3’ was assigned to the GTP as it explicitly 
uses future temperatures as its impact proxy. A higher score 
of ‘4’ was assigned to the CCIP as it goes another step fur-
ther by calculating an impact term as an explicit function 
of temperature changes in conjunction with varying back-
ground temperatures. None of the metrics was assigned 
a value of ‘5’ as none of them goes as far as explicitly 
assessing the impacts that arise from the different climate 
perturbations.

Criterion B2 is similar to criterion B1 but focuses on 
cumulative warming instead of the instantaneous effect of 
warming. The various metrics that use cumulative warming 
or cumulative radiative forcing as proxies for impacts are 
all assigned higher scores, especially the GWP. In contrast, 
the GTP is assigned a low score as it is solely based on an 
instantaneous rather than cumulative measure. The CCIP is 
assigned a ‘4’ as it explicitly calculates cumulative warm-
ing and thereby takes the calculations further than the GWP 
and other metrics that use cumulative radiative forcing as 
a proxy.

Criterion B3 aims to capture any additional aspects 
related to climate-change impacts that are not covered under 
the first two categories. We considered five possible factors, 

with each one assigned only a single point as they are not 
considered to be as important as the primary factors con-
sidered under categories B1 and B2. They are described in 
more detail in the Supporting Information. The first of these 
is the inclusion of changing background CO2 concentra-
tions. Increasing background CO2 will reduce the radiative 
efficiency of any additional CO2 added to the atmosphere 
(Reisinger et al. 2011). This factor is only considered in the 
CCIP calculations, assigning it one point.

The second factor is the dependence of calculated impacts 
on background perturbations, such as temperature. The 
resultant impact from any temperature perturbation is greater 
if background conditions are already elevated. This factor, 
too, is only included in the CCIP calculations, assigning it 
a further point.

The third factor is the timing of impacts. Apart from 
the O’Hare metric and the Climate Tipping Potential, 
all metrics consider impacts at all times to be equally 
important so that an impact occurring 1 year after a 
pulse emission is assigned the same importance as an 
impact occurring 100 years after an emission. Deciding 
on the appropriateness of time discounting is an ethi-
cal rather than scientific issue, with no clear right and 
wrong approaches, but only the O’Hare metric explic-
itly includes time preference through a selected discount 
rate (O’Hare et al. 2009). The Climate Tipping Potential 
considers time by assessing the impact of an emission 
based on its proximity to a critical climate threshold. The 
O’Hare metric and the Climate Tipping Potential were 
each assigned a point here.

Table 3   Evaluation of the 
different metrics

Each criterion is assessed on a range from '0' (not included at all) to '5' (achieved to its fullest). The metrics 
were given the following indicative scores: 5: Full compliance; 4: Compliance in all essential aspects; 3: 
Compliance in some aspects; 2: Little compliance; 1: No compliance

A B1 B2 B3 C D Total

Global Warming Potential (GWP) 2 2 3 0 5 5 17
Global Temperature change Potential (GTP) 3 3 1 0 5 5 17
Moura-Costa 1 1 2 3 0 3 5 14
Moura-Costa 2 1 2 3 0 3 2 11
Lashof 1 2 3 0 3 3 12
Average C Stocks 0 1 1 0 3 5 10
Müller-Wenk & Brandão 1 2 3 0 3 5 14
C Balance Indicator 0 1 1 0 4 5 11
Clift & Brandão 1 2 3 0 3 3 12
International Reference Life Cycle Data System (ILCD) 1 2 3 0 3 3 12
Time-Adjusted Warming Potential (TAWP) 2 2 3 0 3 5 15
Dynamic LCA 1 2 3 0 3 5 14
Global Warming Potential bio (GWPbio) 1 2 3 0 2 5 13
O'Hare 1 1 3 1 3 5 14
Climate Change Impact Potential (CCIP) 4 4 4 3 1 5 21
Climate Tipping Potential 2 3 1 1 1 5 13
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The fourth factor covers inclusion of (positive or nega-
tive) non-climate-change impacts of GHG emissions, such as 
CO2 fertilisation, ocean acidification or the effects of CH4 on 
tropospheric ozone (UNEP and CCAC 2021). None of the 
metrics analysed here includes non-climate-change impacts, 
so no points were assigned to any metric.

The fifth and final factor covers the inclusion of the rate 
of warming as a measure of climate-change impacts. It is a 
measure of the capacity for adaptation by both natural and 
socio-economic systems (Peck and Teisberg 1994; Jump and 
Peñuelas 2005; Millington et al. 2019) but generally received 
less attention than instantaneous warming or cumulative 
warming. Of the assessed metrics, only the CCIP includes 
calculation of the rate of warming, thus receiving one addi-
tional point here.

Most metrics did not obtain high scores against criterion 
B. Scores were mostly low because metrics either use very 
simple sets of calculations based on proxies calculated early 
in the cause-effect chain, or because they focus on only one 
impact category (instantaneous or cumulative) but ignore 
the other. Of the assessed metrics, the CCIP is the only 
one to explicitly include both cumulative and instantaneous 
measures, takes calculations further down the cause-effect 
chain than other metrics and includes other important fea-
tures, such as a dependence on changing background CO2 
and temperature.

For criterion C, some metrics, like GWP and GTP, have 
look-up tables so that users can simply read required values 
from those tables. These metrics were assigned a score of 
5. Other metrics require values to be calculated by users 
under specified conditions. Those calculations can be quite 
simple while other impact proxies require more complex 
calculations. The simplest metric is the carbon balance indi-
cator, which is consequently assigned 4 points. Most other 
metrics, like those based on calculated radiative forcing, are 
only slightly more complex with few extra assumptions and 
calculations and are assigned 3 points. The GWPbio requires 
more complex calculations, so that it was assigned only 2 
points. The most complex calculations are required for 
the CCIP as it requires calculations of several steps along 
the cause-effect chain. Scores under criterion C tend to be 
inversely related to scores under criterion B, as more com-
prehensive representation of the details of climate-change 
impacts and an ability to consider the timing of emissions 
require greater calculation complexity and consequently 
reduced transparency.

For Criterion D, most metrics scored 5 points as the met-
rics have been described in peer-reviewed literature or other 
accessible publications. The ILCD, Lashof and Clift and 
Brandão metrics score lower as they have not been described 
in peer-reviewed literature, and details of the calculations 
of Moura-Costa 2 have been described formally only in the 
Appendix of Brandão et al. (2019).

Overall, considering Criteria A–D, the CCIP scored high-
est with an overall score of 21, mostly on the strength of its 
explicit inclusion of all three impact types. GWP and GTP 
obtained the next highest scores of 17. The Time-Adjusted 
Warming Potential obtained the next highest scores of 15, 
further followed by a range of other metrics with scores of 
14 (Table 3).

5 � Discussion

For comparing the role of different gases or policy options, 
most studies currently use GWP100. Over recent years, use 
of GTP has also gained greater prominence as an alterna-
tive metric, often suggested as a complementary metric, 
to be presented along with GWP100 (e.g. Stohl et al. 2015; 
Levasseur et al. 2016; Jolliet et al. 2018). However, these 
two options provide strongly contrasting assessments for the 
same GHG fluxes, especially in the comparison of short-
lived and long-lived GHGs (Forster et al. 2021). Other avail-
able metrics provide an even wider range of assessments of 
the same policy scenario that can range from positive to neg-
ative outcomes, even when only CO2 is considered (Brandão 
et al. 2019; Garcia et al. 2020; Matustík et al. 2022). There 
can be a valuable role of different metrics for addressing spe-
cific aspects of the climate-change problem and highlighting 
important aspects or interactions. In a research context, or to 
inform policy development, there is, therefore, a justifiable 
role for different and complementary approaches that utilise 
a variety of available proxy measures. For these applications, 
multiple metrics could be used in a complementary man-
ner, each representing and focusing on different aspects of 
climate-change impacts.

However, for devising optimal approaches to climate-
change mitigation, the multitude of possible results from 
the wide range of available metrics leads to an untenable 
situation. It prevents a clear and unambiguous understand-
ing of the effectiveness of different policy options for cli-
mate-change mitigation. In attempts to rectify that problem, 
various initiatives have sought to improve available GHG 
accounting metrics (e.g. Plattner et al. 2009; Jolliet et al. 
2018). However, the understanding of metrics is still incom-
plete, their usage is inconsistent, possibly because guidance 
is contradictory, and consensus on desirable steps forward 
remains elusive. This situation has provided the rationale for 
the work reported here, where we aim to provide a perspec-
tive on the set of available choices that is complementary 
to those reported by Plattner et al. (2009) and Jolliet et al. 
(2018) and to contribute to the discussion of available met-
rics and their respective strengths and weaknesses.

Choosing the most appropriate metric for assessing 
climate-change impacts is challenging as all metrics have 
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their merits and capture important aspects of the atmos-
pheric and climatic changes that lead to ultimate impacts. 
In terms of relevance, the metrics that use proxies closer to 
impact endpoints would be preferable. However, complex-
ity and uncertainty tend to increase with proximity to the 
endpoint as many ecosystem and human-system variables 
are impacted, and practitioners have to make an increasing 
number of value choices. Conversely, if transparency and 
ease of application are assigned higher priority in the selec-
tion criteria, then a midpoint indicator may be more suitable 
(Levasseur et al. 2016).

A key difference between metrics is their use of either 
instantaneous or cumulative measures as proxies of impacts, 
which each quantify different important components of cli-
mate-change impacts (e.g. Fuglestvedt et al. 2003; Tanaka 
et al. 2010; Levasseur et al. 2016). An instantaneous meas-
ure could be the temperature in future years, which would be 
an appropriate measure to quantify impacts such as damage 
from heat waves. A cumulative measure could be cumula-
tive radiative forcing or cumulative warming, which would 
be an appropriate measure for impacts such as sea-level rise, 
in particular (e.g. Rahmstorf et al. 2012).

The large difference between metrics based on 
instantaneous and cumulative measures can be clearly 
seen in the comparison between warming potentials of the 
short-lived GHG CH4, calculated with GWP100 as 27 and 
with GTP100 as 4.7, respectively (Forster et al. 2021). The 
reason for that difference is readily identified: GWP is based 
on a cumulative measure, while the GTP is based on an 
instantaneous measure. These two measures lead to vastly 
different assessments of ultimate impacts, even though both 
reflect climate-change impacts that are relevant to decision-
making. It is clear that this dilemma can only be overcome 
if both instantaneous and cumulative measures are explicitly 
included in any assessment. That explicit inclusion of both 
instantaneous and cumulative factors has so far only been 
attempted in the CCIP.

A vexed issue relates to the question of whether expected 
future background conditions of GHG concentration and 
expected warming should be considered by the metric. 
Previous work has shown that such background conditions 
can be important and affect calculated impacts of marginal 
emissions. For example, the impact potentials of biogenic 
CH4 calculated with the CCIP from 2010 to 2110 varied 
from 29 calculated under constant (2010) background condi-
tions to 14 under RCP 8.5 (Kirschbaum 2014). Would it then 
be more appropriate to include the most relevant expected 
future background conditions in metrics calculations or 
would it be better to use constant conditions in the interest of 
transparency and reproducibility? There is no easy answer to 
that question as it is important to both derive accurate values 
and also be clear and unambiguous in a policy context, and 
future climatic background conditions are clearly uncertain.

Climate policy generally aims to mitigate climate-change 
impacts, and choosing a metric that comes closest to that 
ultimate policy goal is generally more important than simple 
operational considerations. For simple emissions choices, 
the selection of a metric is of limited importance since 
all steps along the emission-mpact chain (Fig. 2) are cor-
related. So, avoiding a unit of CO2 emissions would have 
useful mitigation benefits regardless of the metric through 
which it is assessed. However, scenarios become more dif-
ficult to assess when they include both removals and emis-
sions of GHGs at different times. For assessing the impact of 
such scenarios, it is important to use a metric that provides 
answers that correspond to ultimate climate-change impacts. 
Brandão et al. (2019), Garcia et al. (2020) and Matustík et al. 
(2022) showed that different metrics can assess the same 
scenario very differently, which makes the choice of metric 
critically important.

In practice, the GWP has been the most widely applied 
metric and has been mandated in national inventory report-
ing under the UNFCCC, but it is not without its limitations. 
For example, as a measure of cumulative radiative forcing, 
GWP is not directly related to a temperature limit (e.g. the 
1.5 °C Paris target) nor does it provide a direct assessment of 
damages caused by future extreme temperatures (Shine et al. 
2005). The Life Cycle Initiative (e.g. Jolliet et al. 2018), 
therefore, recommended the use of the GTP to complement 
the use of the GWP so that both metrics used in combina-
tion could reflect different kinds of impacts. However, it is 
questionable whether an analysis that produces two strongly 
contrasting numeric assessments of climate-change impacts 
is actually helpful. Instead, it is likely to create confusion, 
particularly for routine applications such as assessing com-
pliance with prescribed emission limits.

The evaluation presented here has identified the Climate-
Change Impact Potential as the most complete metric for 
providing a broad assessment of climate-change impacts. 
It focuses on the important endpoint concerns and includes 
assessments of three aspects of temperature perturbation 
reflecting three kinds of climate-change impacts: impacts 
related directly to future temperatures (e.g. heat-wave 
impacts), impacts related to the rate of warming (e.g. capac-
ity for ecological or societal adaptation) and impacts related 
to cumulative warming (e.g. sea-level rise).

It is generally acknowledged that all three kinds are 
important (e.g. Fuglestvedt et al. 2003; Tanaka et al. 2010; 
Levasseur et al. 2016), yet all metrics apart from the CCIP 
focus on only one or other of these kinds of impacts. The 
CCIP explicitly includes all three kinds and assigns equal 
weighting to all three (Kirschbaum 2014). To our knowl-
edge, there has been no comprehensive study that compared 
the relative importance of these three kinds of impact to 
provide an objective basis for weighting each component. 
While the weighting of the three kinds of impacts has not yet 
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been established, it is clear that all three kinds are important. 
Metrics that do not try to include all three kinds are, there-
fore, necessarily incomplete in their assessments and cannot 
adequately describe the breadth of climate-change impacts.

Previous studies have compared alternative metrics 
(e.g. Peters et al. 2011; Azar and Johansson 2012; Tanaka 
et al. 2013, 2021; Edwards and Trancik 2022), and frame-
works have been established to recommend use of specific 
metrics (e.g. Plattner et al. 2009; European Commission, 
2010). These frameworks aimed to harmonise practice and 
ensure consistency and reproducibility. However, global 
consensus on metrics for use in policy development and 
implementation, and business decision-making, has not, 
yet, been reached.

Evaluating metrics against a common set of criteria is 
not free from value choices. Some choices are necessarily 
arbitrary, such as the characterisation time horizons and 
time discount rates, all of which affect the weight given to 
different GHGs relative to that of CO2. The standard char-
acterisation time horizon used in most studies and applied 
in most policies and voluntary schemes is 100 years. This 
characterisation time horizon is long enough to capture rel-
evant climate-change impacts and is still within a long-term 
planning horizon.

As climate-change impacts are becoming apparent, and a 
need for urgent action is widely recognised, there have been 
calls to adopt shorter assessment horizons, such as 20 years, that  
would greatly shift the focus to short-lived GHGs such as CH4. 
However, if that were to lead to preferential emission reduc-
tions of short-lived GHGs while ongoing emission of long-lived  
GHGs such as CO2, it could be detrimental to achieving  
eventual climate stabilisation in the longer term (Balcombe 
et al. 2018). In terms of total climate-change impacts over 100 
years, such a change in emphasis toward increased focus on 
short-lived GHGs could be counter-productive for reducing  
overall climate-change impacts.

Discount rates are another vexed issue. Most metrics use 
no discount rates, thus implicitly assigning the same impor-
tance to impacts occurring in 99 years, when they may affect 
the lives of our grandchildren, as to impacts that might occur 
next year. However, it could equally be argued that future 
generations might be better (e.g. Nordhaus 1997; Caney 
2016) or less well (Sterner and Persson 2008) able to cope 
with adverse conditions in the future. Of the metrics assessed 
here, only the O’Hare metric (O’Hare et al. 2009) includes an 
explicit mechanism to adjust future impacts through a system 
of time preference. The choice of time preference cannot be 
resolved scientifically but requires resolution based on ethi-
cal arguments.

Currently, the formulation of evidence-based climate-
change policy is hindered by the application of alternative 
metrics that lead to conflicting results about the effect of 
possible policy options. The usefulness of any proposed 

mitigation option cannot be determined unambiguously as the 
assessment will differ depending on the chosen assessment 
metric. Therefore, we urge the climate-science, climate policy 
and LCA communities to work towards reaching a consensus 
on the metrics used for assessment of climate-change impacts.

To assist in that process, we have proposed and demon-
strated a set of criteria for objective evaluation of different 
climate-change metrics. These criteria could inform future 
evaluations towards tangible and quantifiable assessment 
of the strengths and weaknesses of climate-change metrics.

Our assessment was based on different criteria over four 
broad areas: (A) relevance, (B) comprehensiveness, (C) ease 
of application and (D) acceptance. All four areas are impor-
tant, but relevance and comprehensiveness are clearly the 
most important. If a metric relies on proxies that do not com-
prehensively cover the relevant factors related to climate-
change impacts, that shortcoming could not be compensated 
by ease of use or wide acceptance. We, therefore, awarded 
20 out of a possible 30 selection points to relevance and 
comprehensiveness, but it could be argued that even that 
numeric condition might not have been strong enough and 
that only metrics should be considered that reach minimum 
thresholds for relevance and comprehensiveness.

Within the criterion of comprehensiveness, we consid-
ered inclusion of instantaneous and cumulative measures as 
being the most important for covering the range of different 
impacts that require different quantifications. There is gen-
eral acceptance that the different kinds of impacts require 
different quantifications (e.g. Fuglestvedt et al. 2003; Tanaka 
et al. 2010; Levasseur et al. 2016). For example, sea-level 
rise is related to cumulative warming (e.g. Rahmstorf et al. 
2012). It, therefore, cannot be quantified adequately by a 
metric based on future temperature increases. The aim of 
the Paris Accord to restrict future temperature increases to 2 
°C is, therefore, unlikely to be sufficient to prevent ongoing 
sea-level rise for centuries. Conversely, dangerous impacts 
related to future heat waves would not be adequately quan-
tified by cumulative measures, such as cumulative radia-
tive forcing as used in the GWP. Application of the GWP, 
therefore, would be a poor quantification for impacts related 
instantaneously to temperatures in 100 years.

The distinction between criteria B1 (focused on instan-
taneous impact measures) and B2 (focused on cumulative 
impact measures) is, therefore, a necessary and critically 
important distinction and inclusion. In criterion B3(5), we 
focus also on the rate of warming related to additional kinds 
of impacts (e.g. Peck and Teisberg 1994; Jump and Peñuelas 
2005; Millington et al. 2019). In the development of CCIPs, 
Kirschbaum (2014) had assigned it the same importance 
as the other two kinds of impact categories (instantaneous 
and cumulative), but it generally receives less attention in 
impacts work (e.g. Levasseur et al. 2016), and we, therefore, 
allowed only one point for its inclusion.
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Under criterion B3, we also considered inclusion of 
background CO2 concentrations, B3(1); background tem-
peratures, B3(2); the timing of impacts, B3(3); and non-
climate-change impacts, B3(4), awarding 1 point, each, to 
metrics that include these factors, but the validity of their 
inclusion can be questioned. It has been shown that chang-
ing background CO2 concentrations and temperatures can 
affect calculated impacts (e.g. Reisinger et al. 2011; Kirsch-
baum 2014, 2017), which would suggest that these factors 
should be included in any metric calculation, but it makes 
calculated impacts dependent on the assumed path of these 
background conditions. On balance, we have considered that 
inclusion of these background conditions is warranted in 
order to get the truest possible reflection of the impact of any 
current day emissions, but lack of transparency and certainty 
are necessary costs of that inclusion.

Inclusion of a mechanism for accounting for the tim-
ing of impacts is even more controversial (O’Hare et al. 
2009). Inclusion of a discount rate leads to a devaluation of 
impacts occurring in a more distant future. Would it, indeed, 
be appropriate to include a weighting for impacts quanti-
fied through any relevant proxy (Sterner and Persson 2008; 
Caney 2016)? Here, we awarded 1 point for the only avail-
able metric that included a mechanism for time discounting, 
but it could also be argued that such weighting is inappropri-
ate and that points should even be deducted, instead.

All metrics considered here deal only with climate-
change impacts, but the environment is also affected by the 
emission of GHGs in other ways, including air pollution 
with direct human-health effects, especially caused by meth-
ane (Sarofim et al. 2017; Shindell et al. 2017; UNEP and 
CCAC 2021). Increasing CO2 concentration also has various 
non-climatic effects that may be positive, such as increasing 
plant production (e.g. Norby et al. 2005; Long et al. 2006) 
or negative, such as causing ocean acidification (e.g. Doney 
et al. 2009; Fox-Kemper et al. 2021). We potentially awarded 
1 extra point for metrics that included non-climatic effects, 
but none of our considered metrics qualified for that.

The set of evaluation criteria presented here breaks the 
comparison between metrics into more explicitly identifiable 
components. This makes it easier to follow and question the 
reasoning for the ranking of metrics. One could take the 
analysis further and apply a mathematical framework for 
the assessment, such as a multi-criteria decision analysis 
(MCDA) (e.g. Wang et al. 2009; Kumar et al. 2017). Apply-
ing such a formal analysis based on input of selection criteria 
and their relative weighting could be a desirable refinement 
of the work initiated here.

If the relevant global communities can agree on such a 
unified approach towards evaluating, recommending or 
further developing appropriate assessment metrics, it will 
enable decision-makers to reach more robust decisions on 
climate-change mitigation strategies and support policy 

implementation. Agreed metrics can then be applied to pro-
vide consistent assessment of alternative bioenergy systems or 
assess other climate-change mitigation options that vary with 
respect to timing of emissions and removals or that involve 
trade-offs between different greenhouse gases with different 
atmospheric lifetimes.

6 � Conclusions

Previous work has shown that the climate-change effects 
of a defined land-based activity could be assessed very dif-
ferently through application of different metrics. Different 
metrics also result in very different assessed importance of 
different greenhouse gases, with stark differences between 
gases with short or long atmospheric residence times. Such 
divergence through the choice of metrics is deeply concern-
ing as it leads to ambiguous results about the usefulness of 
different mitigation options and prevents rational decision-
making about the most appropriate and cost-effective miti-
gative action.

This creates an urgency to assess available greenhouse 
gas metrics and adopt or develop a metric that most appro-
priately reflects the effect of different emission-related 
activities on ultimate climate-change impacts. To that end, 
we developed a set of criteria to assess fifteen available met-
rics based on their relevance, comprehensiveness, ease of 
application and acceptance by the research and policy com-
munity. We assigned scores under these headings to each 
of the metrics for a potential maximum score of 30 points.

According to our set of criteria, the Climate-Change 
Impact Potential (CCIP) scored highest with 21 points, 
followed by the Global Warming Potential (GWP) and 
Global Temperature change Potential (GTP) each with 17 
points. The high points scored by the CCIP were mainly 
due to its more complete coverage of three different aspects 
of temperature changes, namely instantaneous warming, 
cumulative warming and rate of warming, that together 
define the range of relevant climate-change impacts. We 
demonstrated that the proposed evaluation criteria success-
fully differentiated between the fifteen metrics and could 
be used as a basis for selecting the most appropriate metric 
for specific applications.
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