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Abstract
The manufacture of products in the industrial sector is the principal source of carbon emissions. To slow the progression of 
global warming and advance low-carbon economic development, it is essential to develop methods for accurately predicting 
carbon emissions from industrial sources and imposing reasonable controls on those emissions. We select a support vector 
machine to predict industrial carbon emissions from 2021 to 2040 by comparing the predictive power of the BP (backpropa-
gation) neural network and the support vector machine. To reduce noise in the input variables for BP neural network and 
support vector machine models, we use a random forest technique to filter the factors affecting industrial carbon emissions. 
The statistical results suggest that BP’s neural network is insufficiently adaptable to small sample sizes, has a relatively 
high error rate, and produces inconsistent predictions of industrial carbon emissions. The support vector machine produces 
excellent fitting results for tiny sample data, with projected values of industrial carbon dioxide emissions that are astonish-
ingly close to the actual values. In 2030, carbon emissions from the industrial sector will have reached their maximum level.
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Introduction

The third industrial revolution has severely impinged on 
the Earth’s original ecology by bringing about massive 
consumption of fossil energy and triggering successive 
problems such as the greenhouse effect and global warming 
(Yang et al. 2022; Chai et al. 2022; Cheng et al. 2022). IPCC 
reports revealing that the global average temperatures will 
be 1.5 to 4.8 degrees warmer than pre-industrial revolution 

levels by 2100 and that the impact of climate change on 
humankind’s socioeconomic situation is expected to worsen 
if existing climate trends are not controlled (Mondal et al. 
2022). The 2021 IPCC Sixth Assessment Report indicates 
that extreme weather is increasing globally and that global 
warming is irreversible for hundreds, if not thousands, of 
years (Pielke et al. 2022). Climate risk is a spatial and tem-
poral externality that warrants joint efforts by the world’s 
economies (Wang et al. 2020; Razzaq et al. 2022). The 
Kyoto Protocol, the first document in human history to limit 
greenhouse gas emissions through legislation, officially 
entered into force in 2005, kicking off a global focus on car-
bon reduction (Freedman and Jaggi 2011). The greenhouse 
effect issue is gaining attention from international parties 
as more than 170 worldwide signed the Paris Agreement 
in 2016 to jointly address global climate change after 2020 
(Yan et al. 2021). As one of the world’s highest energy-con-
suming and carbon-emitting economies, China has consist-
ently adhered to resource conservation and environmental 
protection to drive its low-carbon economic development 
(Irfan et al. 2022; Hao et al. 2021a, b). In 2015, the Chinese 
government signed the document “Intensifying Actions to 
Address Climate Change” to the United Nations, stating that 
by 2030, the carbon emission intensity should be reduced by 
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60–65%. Moreover, President Xi Jinping gave an ambitious 
statement that “carbon emissions strive to peak by 2030, and 
work towards realizing carbon neutrality by 2060” (Tang 
et al. 2022; Sun et al. 2022). Moreover, to meet carbon 
reduction goals, a series of measures have been taken in 
China, including promoting electric energy and clean energy 
to replace fossil energy, establishing carbon trading pilots, 
and using market mechanisms and economic instruments. 
Although China’s carbon reduction governance has yielded 
specific positive achievements, carbon emissions are still 
increasing, and carbon reduction efforts are still under tre-
mendous pressure (Razzaq et al. 2021; Li et al. 2021a, b; 
Shi and Xu 2022).

Relevant statistics demonstrate that China is the most 
diverse in the world regarding industrial categories (Yang 
et al. 2021; Zhao et al. 2022; Guo 2022). According to the 
IPCC report, the energy sector accounted for 35% of GHG 
(greenhouse gas) emissions in 2010, industry for 21%, 
transport for 14%, and construction for 6.4%, with industry 
accounting for 31% of GHG emissions and construction for 
19% when indirect emissions are taken into account (Pielke 
et al. 2022). The report, therefore, states that industry and 
construction are crucial to achieving the target of a 45% 
reduction in carbon emissions by 2030 compared to 2010 
(Wu et al. 2020; Shi et al. 2022a, b). As a large industrial 
country, the scale of the industry has expanded rapidly with 
economic development, with the value added of the sec-
tor increasing from 12 billion yuan in 1952 to 31.3 trillion 
yuan in 2020. However, because of the characteristics of 
late industrial development and irrational internal structure, 
enterprises represented by high energy consumption, high 
emission, and low mainly value-added constitute the subject 
of the current industrial system (Shi et al. 2022a, b). Since 
the industry is the largest energy-consuming and carbon-
emitting sector among carbon emission sources, industrial 
carbon peaking and reduction have emerged as the corner-
stone (Sun et al. 2021; Su et al. 2021). Therefore, it is essen-
tial to improve the measurement and prediction of industrial 
carbon emissions, which helps to promote ecological civili-
zation roads and is a critical guide to further enhance carbon 
emission reduction policies and optimize the environmental 
protection policy system. So, what is the industry’s path to 
achieving carbon peaking and reduction? What are the fac-
tors that affect the industrial sector’s carbon peaking? The 
answers to the above questions have significant and positive 
implications for carbon peaking and carbon neutrality goals.

The main contributions of this paper are as follows. On 
the one hand, we use machine learning to filter the factors 
affecting industrial carbon emissions by random forest algo-
rithm. The factors affecting industrial carbon emissions are 
complicated, and the nexus between each influencing fac-
tor and industrial carbon emissions is not linear. In previ-
ous research, the influencing factors of carbon emission are 

determined mainly by simple qualitative division, and the 
prediction models applied are mostly simple linear models. 
For example, logistic, ARIMA (autoregressive integrated 
moving average model), and ridge regression models have 
been used to predict industrial carbon emissions. However, 
it is not easy to find the relationship between the influencing 
factors and industrial carbon emissions, and these models 
cannot accurately predict the future carbon emissions trend. 
Random forest algorithm introduces randomness, which 
is not prone to overfitting, and strong anti-noise capability 
capacity, and has high accuracy in screening out the influ-
encing factors of industrial carbon emissions. On the other 
hand, the BP neural network and support vector machine 
are repeatedly trained and learned to reflect the pattern 
between the influencing factors and industrial carbon emis-
sions, which can predict the carbon emission trend more 
accurately, aiming to provide direction for energy saving and 
emission reduction efforts.

Literature review

As it stands, there are two main areas of interest in the study 
of industrial carbon emissions: the factors that influence 
industrial carbon emissions, forecasting methods develop-
ment, and the examination of peak scenario outcomes.

The scholarly consensus is that carbon emissions have a 
substantial relationship with economic growth and energy 
use. According to the environmental Kuznets curve (EKC) 
theory, environmental pollution and economic development 
are shaped like an inverted U. Economic development is 
usually accompanied by environmental pollution problems 
in the early stages. Moreover, when economic develop-
ment reaches a certain level, an environmentally sustain-
able economic development state will be formed due to 
the factors of low-carbon technology and environmental 
policies (Kaika and Zervas 2013). Meng et al. (2022) factor 
bias in technological progress is determined based on data 
from 34 industries in China from 2000 to 2015. They found 
that China first tends to consume energy to pursue capital 
between capital input and energy input, while it tends to 
save energy after the Eleventh Five-Year Plan. Moreover, 
environmental change is closely related to the level of eco-
nomic development. At present, the environmental quality 
of the eastern provinces of China is higher than that of the 
central and western provinces, and the gap between regions 
is increasing (Guo 2022). At the same time, the improvement 
of digital technology also provides more powerful technical 
support for academic research, which can effectively inte-
grate all kinds of information and use different data (Xiao 
and Liu 2022). As the pillar industry of a country (region), 
the carbon dioxide emission of enterprises has a crucial 
influence on regional carbon emission. Scholars’ studies 
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on carbon emissions’ influencing factors show that factors 
such as industrial scale, industrial structure, technology, and 
environmental regulation significantly affect carbon emis-
sions. Huang et al. (2019) argued that carbon emissions are 
significantly positively associated with the industrial scale 
of the ferrous metal industry.

In contrast, Appiah et  al. (2019) argued that energy 
intensity is the main factor that affects industrial carbon 
emissions. Zhu et al. (2012), on the other hand, verified the 
mechanism of its influence on industrial carbon emissions 
from the perspective of industrial structure. Du et al. (2019) 
further argued the inhibitory effect of green technology on 
industrial carbon emissions, and carbon capture, utiliza-
tion, and storage (CUUS) technology, as an important way 
of carbon sink, has also received more and more attention 
from industrial enterprises in recent years (Gür 2022). It 
has also become a consensus among scholars that the miti-
gation of industrial carbon emissions can be achieved by 
both command-based environmental regulations, mainly by 
administrative orders, and market-based environmental regu-
lations, mainly by building carbon taxes and carbon markets 
(Wesseh et al. 2017; Zhang et al. 2020; Yang et al. 2020; Y. 
Wang et al. 2018).

When investigating carbon peak prediction, the academic 
community has mainly used parties with the LMDI model, 
Kaya constant equation model, IPAT model, STIRPAT 
model, and machine learning model. Ehrlich and Holdren 
(1971) first proposed the LMDI model to differentiate each 
variable separately while keeping other factor variables con-
stant to determine the degree of influence of each factor 
change on the target quantity. Chen et al. (2020) and other 
scholars used this model to predict the peak CO2 emissions 
of industrial and agricultural sectors in China. The IPAT 
model considers the growth in population size, the increase 
in material living standards, and the increase in resource 
exploitation as the root causes of the deteriorating resource 
and environmental problems. Wang et al. (2021a, 2021b) 
used this model to predict the peak path of carbon emissions 
in China’s Bohai Sea Rim region. STIRPAT is an enhanced 
version of the IPAT model, which analyzes the connection 
between the human population, material wealth, technologi-
cal advancement, and ecological conditions. Dalton et al. 
(2008) used the STIRPAT model and added scenario analy-
sis to predict carbon emissions in the USA. The essence of 
the Kaya model is to explore the drivers of the amount of 
change, i.e., the percentage contribution of each driver of 
carbon emission change, which has the advantages of simple 
mathematical form, decomposition without residuals, and 
reliable explanatory power for the drivers of carbon emis-
sion change (Lu and Jiahua 2013). With the development 
of information technology applications in environmental 
governance, the role of the Internet in improving energy 
efficiency and reducing energy-saving potential (ESP) has 

attracted more attention (Ren et al. 2022). Wu et al. (2022) 
measured the carbon emissions peak using the Kaya constant 
equation approach. A machine learning model is a file that 
can recognize specific patterns after training. The model can 
be trained with a set of data, providing it with an algorithm 
that the model uses to learn these data and make inferences. 
After introducing the model, it can be used to make infer-
ences based on previously unseen data and to make predic-
tions about those data (Wang et al. 2009). Some scholars 
believe that machine learning models have better prediction 
accuracy than multiple linear regression models and have 
applications in analyzing industrial carbon emissions and 
their prediction of it in different regions and industries (Leer-
beck et al. 2020; Ağbulut and Consumption 2022). Chen 
et al. (2022) present two approaches to forecast parameters 
in the SABR model. The first approach is the vector auto-
regressive moving-average model (VARMA) for the time 
series of the in-sample calibrated parameters, and the second 
is based on machine learning techniques called epsilon-sup-
port vector regression. In addition, some other scholars have 
used CGE, logistic, and system dynamics theory models to 
predict the peak carbon emissions of different regions and 
industries, and their different scenarios have been analyzed 
(Meng and Niu 2011; Mirzaei and Bekri 2017; Beuuséjour 
et al. 1995). Cheng et al. (2022) evaluate that the carbon 
trading pilot policy can promote the upgrading of industrial 
structure in the region and ultimately achieve the reduction 
of industrial carbon emissions.

The accuracy of scenario analysis methods relies heavily 
on human subjective judgment. A large number of studies 
have been conducted in the literature on industrial carbon 
emissions and carbon peaking, and relatively rich research 
results have been obtained, but there are still many short-
comings. On the one hand, the existing carbon emission 
measurement methods still need to be unified, and the main-
stream prediction methods have high data requirements and 
are difficult to obtain. On the other hand, the existing carbon 
emission prediction models are either traditional regression-
based models with low prediction accuracy or models with 
high requirements for a priori data. The influencing factors 
of industrial carbon emissions still need to be clarified, and 
the sample size is small. Therefore, this paper applies the 
energy consumption method to measure industrial carbon 
emissions from direct and indirect perspectives, screens out 
the factors that have a large impact on carbon emissions 
through the random forest method, and then predicts car-
bon emissions through a machine learning model. Due to 
the integrated algorithm, the random forest algorithm itself 
has better accuracy than most individual algorithms, so it 
is highly accurate, performs well on the test set, and does 
not easily fall into overfitting. For industrial research, the 
random forest has a certain anti-noise capability, which has 
some advantages over other algorithms. In general, there 
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is relatively little literature on the use of machine learning 
to study carbon peaking, and there is even less literature 
related to the study of industrial carbon peaking. Therefore, 
this paper can provide some reference for the achievement 
of China’s industrial carbon peaking goal by using machine 
learning methods and filling some research gaps.

Study design

Research strategies

Machine learning is an algorithm based on historical data 
and is trained iteratively to find patterns in the data. Machine 
learning is widely used for prediction and classification 
problems, where input variables are linked to output vari-
ables by specific functions. Machine learning aims to learn 
tasks by training the data and making them well-suited to 
predicting the data (Mason et al. 2018). In this study, the soft 
Matlab 2020 is used to implement BP neural network and 
support vector machine.

BP neural network prediction

Neural networks  A neural network is a parallel distributed 
processor built on individual neurons, each of which is a 
relatively independent learning unit. A neural network is 
similar to the human brain in that it can be trained repeatedly 
to gain a particular experience and to preserve the learned 
knowledge. Neural networks process data based on neurons 
and the principle of neural networks can be described as 
follows.

where xj denotes the input information, uk denotes the neu-
ron output information, wkj denotes the weights of individual 
neurons, and bk is the offset term. bk can be adjusted to the 
neuron output data by taking the offset term into account.

Then, the resultant data can be expressed as follows:

The above three equations can be combined to obtain

(1)uk =
∑m

j=1
wkjxj

(2)yk = �
(
uk + bk

)

(3)vk = uk + bk

(4)vk =
∑m

j=0
wkjxj

(5)yk = �
(
vk
)

BP algorithm  The error backpropagation algorithm is the basis 
of the BP neural network, which is a multi-layer feed-forward 
neural network based on this algorithm (Muruganandam et al. 
2023). BP neural network is trained on the input data set, and 
the output results will be compared with the actual results, 
the difference between the output error (Kosarac et al. 2022). 
The backpropagation of the output error is performed, and the 
weights and thresholds of each neuron are corrected based on 
the output error to obtain the optimal result (Bai et al. 2023). The 
gradient descent method is the core of the error backpropaga-
tion algorithm. Following Kusumadewi et al. (2023) using the 
gradient descent method, the BP neural network can predict the 
mean square error to achieve the minimum. Three layers make 
up the BP neural network model: input, output, and implicit. An 
excitation function is used to reflect the mapping relationship 
between the input layer and the output. The model is trained with 
an empirical risk minimization strategy, and an error backpropa-
gation algorithm continuously corrects the neuron weights and 
thresholds until the error value satisfies the desired error (Sonia 
et al. 2023). The training process of the BP neural network is 
as follows. BP neural network is an efficient and widely used 
intelligent algorithm in the field of classification and predic-
tion, which is suitable for solving uncertainty problems with 
multiple influencing factors and constraints (Liang et al. 2023). 
The model features distributed storage, self-learning and adapta-
tion, large-scale parallel processing, strong learning ability, and 
generalization ability. At present, the neural network has become 
a popular prediction method in many disciplines.

Let the input data set be N =
(
X1,X2 …Xm

)
 . Mapping 

this sequence from the input layer to the implicit layer, the 
sequence becomes N =

(
X1,X2 …Xm

)
 . After the computa-

tion, this sequence becomes �(w) . Then, �(w) is mapped 
from the implicit layer to the output layer. Finally, the com-
putation is completed in the output layer and the output 
value is returned.

The output value is used to calculate the error, and the 
neuron weights and thresholds are continuously corrected 
by back propagation of the output error. The expressions of 
the weights are as follows.

Implicit layer:

Output layer:

Organized by:

(6)Δwij = −�
�E

�wij

= −�
�E

�neti

�neti
�wij

= −�
�E

�yi

�yi
�neti

�neti
�wij

(7)Δwki = −�
�E

�wki

= −�
�E

�netk

�netk
�wki

= −�
�E

�yk

�yk
�netk

�netk
�wki

(8)Δwki = −�
∑p

p=1

∑N

n=1

(
Tp
n
− Op

n

)
⋅ �

�(
net n

)
⋅ yi
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k is the output layer node. j is the input layer node 
where i  is the implicit layer node. c is the weight 
between the implicit layer node i and the input layer 
j(i = 1, 2, 3, ...p, j = 1, 2, 3, ...n) .  wki  i s  t he  we igh t 
between node implicit layer i  to node output layer 
k(i = 1, 2, 3, ...p, k = 1, 2, 3, ...n) . x is the input data value of 
node i in the input layer. � is the excitation function of the 
implicit layer. � is the excitation function of the output layer, 
and Ok is the output value of node k in the output layer.

Finally, the mean square error of the model output is cal-
culated as follows.

The weights and thresholds are corrected according to the 
output error until the error meets the requirements.

Support vector machine prediction

Kernel function  The kernel function has to appear before 
the support vector machine, and then, scholars widely 
use its theory to support vector machines. The princi-
ple of the support vector machine is to map the data from 
low-dimensional to high-dimensional. If the number of 
dimensions of the data is large, the conversion from low 
to high dimensions may result in a “dimensional disaster.” 
This problem can be mitigated when using kernel func-
tions. If there exists a function K

(
x, xi

)
 such that all the {(

x1, y1
)
,
(
x2, y2

)
,⋯

(
xn, yn

)}
, x, y ∈ R s meet:

If the conditions of Mercer’s theorem are met, the func-
tion is a kernel function. There are four common types of 
kernel functions as follows.

Linear kernel function (linear)

Linear kernel functions have fewer parameters and are 
often used to solve linearly differentiable problems.

Polynomial kernel function (poly)

Polynomial kernel functions are widely used in nonlinear 
problems, which not only contain more parameters, but also 
the parameters have more influence on the model. And this 
type of kernel function is less suitable for large data sets.

Radial basis kernel functions

(9)
Δwij = −�

∑p

p=1

∑N

n=1

(
Tp

n − Op
n

)
⋅ �

�(
net n

)
⋅ wji ⋅ �

�(
net i

)
⋅ xj

(10)Ek =
1

2

∑n

j=1

(
Yn
j
− yn

j

)2

(11)K
(
x, xi

)
= �(x) ⋅ �

(
xi
)

(12)K
(
x, xi

)
= x ⋅ xi

(13)K
(
x, xi

)
=
[(
x ⋅ xi

)
+ 1

]q
(q = 1, 2, 3…)

Gaussian kernel functions, involving only one parameter, 
are often used to study nonlinear problems, can map data to 
infinite dimensions, and are computationally slow. Linear 
kernel functions are a case of radial basis kernel functions.

Sigmoid kernel function

Since the values of the parameters � and c do not always 
meet Mercer’s theorem, such kernel functions are less fre-
quently used.

Support vector machine  There exists a hyperplane in the 
high-dimensional space such that the plane becomes the 
decision boundary when all sample points are closest to this 
plane. Suppose there are n samples and the original input 
data is 

{(
x1, y1

)
,
(
x2, y2

)
,⋯

(
xn, yn

)}
, x, y ∈ R . The expres-

sion of linear regression in high-dimensional space is

W  denotes the weight and b denotes the bias term.
Given that the error is e , the model prediction is f

(
�⃗x
)
 and 

the actual value is yi . When 
(
�⃗x
)
− y𝑖 ⩽ e , no loss is calcu-

lated. When f
(
�⃗x
)
> e and yi > e.

where C > 0 is the penalty parameter. L� denotes the loss 
function:

For the optimization problem, introducing slack variables 
�i and �̂l , the

The Lagrange function is introduced to solve for the 
above function.

(14)K
�
x, xi

�
= exp

�
‖x − xi‖2

2�2

�

(15)K
(
x, xi

)
= tanh

(
�
(
x ⋅ xi

)
+ c

)

(16)f (x) = w ⋅ �(x) + b

(17)min�⃗w,b

�
1

2
‖��⃗w‖2 + C

�N

i=1
L𝜀
�
f
�
�⃗x
�
− yi

��

(18)L�(Z) =

{
0, |Z| ≤ �

|Z| − �, other

(19)

⎧⎪⎪⎨⎪⎪⎩

���
1

2
‖w‖2 +∑m

i=1
�
�
f
�
xi − yi

��
yi −

�
w ⋅ �

�
xi
�
+ b

�
≤ � + ��

w ⋅ �
�
xi
�
+ b

�
− yi ≤ � + �

�, �n ≥ 0

(20)
L(w, �, �n) =

1

2
‖w‖2 + C

�M

i=1

�
�i + �n

�

−
�M

i=1
�i
�
�i + � + yi − ⟨w, xi⟩ − b

�
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where ⟨w, xi⟩ denotes the inner product. �i, �ni , and�i are the 
Lagrangian multiplier. By the KKT condition, this study 
knows that:

Substituting the above equation into the kernel function:

where k
(
�⃗x1, �⃗x

)
= 𝜙

(
��⃗xl
)T
𝜙
(
�⃗x
)
 , the kernel function.

Variable selection

Industrial carbon emission measurement

Direct emissions, or those that come directly from facto-
ries, are one kind of indirect emission. Carbon emissions 
from fossil energy sources such as crude oil, coke, crude 
oil, gasoline, kerosene, and diesel are the primary con-
tributors to direct emissions. Carbon emissions from the 
use of fossil fuels to provide power and heat for factories 
are a major source of indirect emissions (Hao et al. 2021a, 
b). This is the model used to quantify carbon emissions 
from industry.

(21)
−
�M

i=1
�
�
�n
i
+ � + yi − ⟨w, xi⟩ − b

�
−
�M

i=1

�
�i�i + �n

i
�n
i

�

(22)

⎧
⎪⎪⎨⎪⎪⎩

𝛼i
�
f
�
�⃗xi
�
− yi − 𝜀 − 𝜉i

�
= 0

�al
�
f
�
�⃗xi
�
− yi − 𝜀 − 𝜉i

�
= 0

𝛼i�𝛼i = 0, 𝜉, �𝜉n = 0�
C − 𝛼i

�
𝜉i = 0,

�
C − 𝛼i

�
�𝜉i = 0

(23)f
(
�⃗x
)
=
∑n

i=1

(
�𝛼i − 𝛼i

)
k
(
��⃗xl, �⃗x

)
+ b

In the above equation, E denotes total CO2 emissions; Edir 
denotes direct emissions; Eind is indirect emissions; C and 
M denote direct and indirect energy consumptions, respec-
tively; and α and β are the carbon emission coefficients of 
that energy source. Considering the industrial consumption 
of energy and the availability of data, the industrial con-
sumption of raw coal, coke, crude oil, gasoline, kerosene, 
diesel, fuel oil, liquefied petroleum gas, refinery dry gas, and 
natural gas is used to represent the industrial direct energy 
consumption, and the industrial heat and electricity con-
sumption are used to measure the industrial indirect energy 
consumption. The specific carbon emission factors for each 
energy source are listed in the following (Table 1).

Table 1 indicates that the unit of average low level heat 
content is kJ/kg and the unit of average low-level heat con-
tent of natural gas is kJ/m3; the unit of discount standard coal 
factor is kgce/kg, the unit of natural gas discount standard 
coal factor is kgce/m3, the unit of heat discount standard 
coal factor is kgce/MJ, and the unit of electricity discount 
standard coal factor is kgce/kW-h. Unit calorific value of 
carbon content unit is tons of carbon/TJ. The unit of carbon 
emission factor is kg-CO2/kg, the unit of natural gas carbon 
emission factor is kg-CO2/m3, and the unit of thermal carbon 
emission factor is tCO2/GJ. As the form of power generation 
varies from region to region, the carbon emission factors 
vary, and the carbon emission factors for electricity in dif-
ferent regions are shown in the following.

Table 2 reveals that the carbon emission factors of elec-
tricity in each region are in units of kg-CO2/kW-h. The data 
in Table 1 and Table 2 are from the National Development 
and Reform Commission, General Rules for Calculating 

(24)E = Edir + Eind =
44

12

∑
Ci × �i +

44

12

∑
Mj × �j

Table 1   Carbon emission factors for various types of energy

Energy Mean low level heat 
output

Refractive index of 
standard coal

Carbon content per unit 
calorific value

Carbon oxidation 
rate

Carbon emis-
sions coef-
ficient

Raw coal 20,934 0.7143 26.37 0.94 1.90266
Coke 28,470 0.9714 29.5 0.93 2.86394
Crude oil 41,868 1.4286 20.1 0.98 3.02396
Gasoline 43,124 1.4714 18.9 0.98 2.92872
Kerosene 43,124 1.4714 19.5 0.98 3.02170
Diesel oil 42,705 1.4571 20.2 0.98 3.09976
Fuel oil 41,868 1.4286 21.1 0.98 3.17440
Liquefied petroleum gas 50,242 1.7143 17.2 0.98 3.10522
Refinery dry gas 46,055 1.5714 18.2 0.98 3.01194
Natural gas 38,979 1.3300 15.3 0.99 2.16485
Heat – 0.03412 – – 0.11
Electricity – 0.1229 – – –
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Comprehensive Energy Consumption (GB/T 2589-2020), 
and Guidelines for Preparing Provincial Greenhouse Gas 

Inventories (NDRC Climate [2011] No. 1041), and the 
carbon emission coefficients in Table 1 are calculated as 
follows.

In the above equation, e denotes carbon emission fac-
tor, g denotes average low-level heat generation, u denote 
carbon content per unit calorific value, and o denote carbon 
oxidation rate. According to the carbon emission calculation 
model in the above section and the carbon emission coef-
ficients in Table 3, the carbon emission of China’s industry 
for the period from 1991 to 2020 is measured, and the results 
are as follows:

Figure 1 illustrates that China’s industrial carbon emis-
sion trends are divided into four main stages. From 1991 to 
2000, industrial carbon emissions grew slowly and leveled 
off from 2001 to 2011; the growth of industrial carbon emis-
sions accelerated, increasing from 254.99 million tons in 2001 
to 660.456 million tons in 2011, an increase of about 260%. 
After China’s accession to WTO in 2001, light industry and 
processing manufacturing industries developed rapidly, and 
China’s share of the global manufacturing industry increased 
rapidly, but it also increased the consumption of coal, oil, and 

(25)ei = 10
−9

⋅ gi × ui × oi × 10
3 ×

44

12

Table 2   Carbon emission 
factors of different regions

Grid name Covered area Emission 
coefficients

North China Region Beijing, Tianjin, Hebei, Shanxi, Shandong, Inner Mongolia 1.246
Northeast Region Liaoning, Jilin, Heilongjiang 1.096
East China Region Shanghai, Jiangsu, Zhejiang, Anhui, Fujian 0.928
Central China Region Henan, Hubei, Hunan, Jiangxi, Sichuan, Chongqing 0.801
Northwest China Shaanxi, Gansu, Qinghai, Ningxia, Xinjiang 0.977
Southern Region Guangdong, Guangxi, Yunnan, Guizhou 0.714
Hainan Hainan 0.917

Table 3   Industrial carbon emissions by year

Year Carbon emissions 
(million tons)

Year Carbon emis-
sions (million 
tons)

1991 158,270.5686 2006 459,799.396
1992 170,808.6905 2007 508,878.6702
1993 183,781.7623 2008 530,597.8257
1994 198,356.2619 2009 553,911.5128
1995 207,096.0643 2010 589,041.065
1996 211,176.4072 2011 660,455.7519
1997 205,830.3464 2012 677,655.9406
1998 211,557.4999 2013 694,568.9028
1999 215,146.3416 2014 702,507.9429
2000 217,781.0658 2015 701,737.8454
2001 235,046.1212 2016 684,302.1214
2002 254,098.8596 2017 715,309.2671
2003 302,704.2602 2018 750,801.9079
2004 356,092.4823 2019 765,870.7612
2005 416,798.8375 2020 783,876.9667

Fig. 1   Industrial carbon emis-
sion trends

0

100000

200000

300000

400000

500000

600000

700000

800000

900000

1991
1992
1993
1994
1995
1996
1997
1998
1999
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015
2016
2017
2018
2019
2020

57966 Environmental Science and Pollution Research  (2023) 30:57960–57974

1 3



other energy sources, which led to a rapid increase in total car-
bon emissions. From 2012 to 2016, China’s industrial carbon 
emissions rose slowly and trended downward. This is due to 
the fact that with economic development and frequent out-
breaks of global climate extremes, addressing climate change 
has become a global consensus, China has increased its man-
agement of greenhouse gas emissions in the country, and total 
carbon emissions have shown a slowing trend. From 2017 to 
2020, industrial carbon emissions rose rapidly. In recent years, 
affected by the Covid-19 epidemic, the world’s economies 
have come to a halt, and China, as a major manufacturing 
country, has seen its manufacturing capacity rise rather than 
fall, providing the world with a large supply of goods and raw 
materials and thus has seen a rapid increase in the growth rate 
of carbon emissions.

Influencing factors of industrial carbon emissions

Different scholars use different terms to describe the vari-
ables that influence industrial carbon emissions. Therefore, 
filtering out the influencing factors of industrial carbon 
emissions is the key to accurate prediction of industrial car-
bon emissions. Learning from the studies of existing schol-
ars, the factors influencing industrial carbon emissions are 
identified, the characteristics are screened according to 
the random forest model, the importance of the attributes 
of each variable is ordered, and ultimately, the industrial 
carbon emission influencing variables applicable to this 
study are selected. For this reason, this study’s focus on 
the scientific identification of the influencing elements of 
industrial carbon emissions and the appropriate screening 
is crucial, which determines the scientificity of the results. 
In this study, the initial selection of influencing variables is 
based on the IPAT constant model (Kim et al. 2020; Hus-
sain et al. 2022; Zhang et al. 2022), and 12 indicators that 
have the potential to influence industrial carbon emissions 
are identified from three aspects: demographic, economic, 
and technological. The specific indicators are as follows.

Random forest (RFF) is a classifier containing multiple deci-
sion trees proposed by Breiman (2001). When using random 
forest for feature filtering, the training set of any decision tree 
is about two thirds of the entire training set, and the remaining 
one third of the data set is out-of-bag data. The out-of-bag data 
is computationally critical when filtering for feature impor-
tance (Altmann et al. 2010). All the nodes of the decision tree 
are randomly drawn 

√
n features from the n vit levy set, and 

then, one of these features is selected based on the Gini gain 
maximization principle, and then, the parent np data is divided 
into the right child node nr and the left child nl . The Gini gain 
maximization principle is as follows.

The Gini gain is maximized when the above equation is 
maximized. IG(n) = 1 −

∑2

c=1
pc

2 is the Gini index of node 
n , pc is the proportion of c class samples on node n , pl is the 
proportion of data np distributed to nl , and pr is the proportion 
of data distributed to np by parent node nr.

There are usually two measures for random forest–based 
feature filtering. One is the Gini index hair, and the other 
is measured by the correct classification rate of out-of-bag 
data. In this study, the Gini index method was used for feature 
importance screening, and the amount of Gini index variation 
was as follows.

IMPGini
in

 is the importance of feature xi at a node, i.e., the 
amount of change in the Gini index before and after partition-
ing the data to the left and right children at this node. When 
feature xi is partitioned in the mth decision tree, the set of par-
titioned nodes is N . Then, the importance of xi on decision 
tree m is.

If there are a total of M decision trees in the entire random 
forest, the importance of feature xi is

Based on the Gini index method for feature importance 
screening, this study establishes a random forest algorithm 
for the 12 variables affecting industrial carbon emissions in 
Table 4 by R software. The importance of each variable is 
shown in Fig. 2 below.

Figure 2 explains the importance ranking of each influ-
encing factor as follows: energy emission intensity > indus-
trial employees > urbanization rate > total population > the 
number of industrial technical papers > gross domes-
tic product > industrial GDP > economic development 
level > industrial secondary energy consumption > indus-
trial primary energy consumption > industrial struc-
ture > industrial pull rate. To avoid redundancy of input 
variables, the top five influencing factors of importance 
are selected as input variables in this study to construct the 
industrial carbon emission prediction model.

Data sources

The National Bureau of Statistics, the China Statistical Year-
book, and the China Energy Statistical Yearbook provide 
information on industrial energy usage from 1991 to 2020.

(26)ΔIG = IG
(
np
)
− plIG

(
nl
)
− prIG

(
nr
)

(27)IMPGini
in

= IG(n) − IG
(
nl
)
− IG

(
nr
)

(28)IMPGini
i−m

=
∑

n∈N
IMPGini

in

(29)IMPGini
i

=
1

M

∑M

m=1
IMPGini

i−m
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Results and discussion

Industrial carbon emission prediction result based 
on BP neural network

The industrial carbon emissions prediction model is con-
structed based on the influencing factors screened by ran-
dom forest, i.e., five variables: energy emission intensity, 
industrial employees, urbanization rate, total population, 
and the number of industrial technical papers as input vari-
ables of the BP neural network model, using the data from 
1991 to 2014 as the training set and the data from 2015 to 
2020 as the test set to predict industrial carbon emissions.

Selection of critical functions and parameters

The key to the BP neural network prediction model is 
selecting the activation function, training function, and 
other vital parameters. In this paper, the hyperbolic tan-
gent S-type function is chosen as the transfer function for 
mapping the input layer to the hidden layer; the linear 
function is chosen as the activation function for mapping 
the hidden layer to the output layer and is chosen as the 
training function of the model.

The BP neural network’s learning rate affects the 
model’s training effect. When the learning rate is low, 
the model is trained slowly but with reasonable accuracy; 
however, when the learning rate is significant, the model 
is trained quickly but with poor convergence. The param-
eters used in this analysis were a learning rate of 0.1, a 
maximum number of training sessions of 1000, and an 
anticipated variation of 0.001 for the training objective.

Absolute error is followed as follows:

The relative error is followed as follows:

The mean square error is following as:

where Yi is the actual value and Ŷ  is the predicted value. The 
predicted results are fitted to the curves as follows:

(30)APE =
|||Yi − Ŷl

|||

(31)RPE =
|||||
Yi − Ŷi

Yi

|||||
× 100%

(32)MSE =
1

N

∑N

i=1

|||||
Yi − Ŷi

Yi

|||||

2

Table 4   Industrial carbon emissions influence factor selection

Type Influence factors Specific indicators Units Indicators code

Demographic Total population – 10,000 people  × 1
Number of employed employees in indus-

trial enterprises
– 10,000 people  × 2

Economic GDP – 100 million Yuan  × 3
Industrial GDP – 100 million Yuan  × 4
Urbanization rate – %  × 5
Industrial pull rate – %  × 6
Economic development level GDP/total population 10,000 Yuan/person  × 7
Industrial structure Gross industrial product/GDP %  × 8

Technological Energy emission intensity Carbon emissions/GDP Tons/10,000 Yuan  × 9
Number of industrial technology papers – Articles  × 10
Industrial primary energy consumption – Million tons of standard coal  × 11
Industrial secondary energy consumption – Million tons of standard coal  × 12

Fig. 2   The importance of each influencing factor
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The prediction results and error analysis are shown in 
Table 5. Figure 3 and Table 5 reveal that for the industrial 
carbon emissions data from 2015 to 2020, the prediction 
error is relatively small in the first 2 years, with an average 
relative error within 5%, when the model’s prediction results 
are relatively close to the relationship between various influ-
encing factors and industrial carbon emissions. While the 
prediction results in the last 4 years are poor, with the error 
gradually becoming more extensive, with an average relative 
error of over 15%, and in 2019. The relative error of the pre-
dicted value reached 18.35%, which deviated significantly 
from the actual value. This indicates that although the BP 
neural network can reflect the pattern between individual 
influencing factors and industrial carbon emissions, the 
prediction results could be more satisfactory in actual fore-
casting. Overall, the average relative error of the BP neural 
network model for industrial carbon dioxide emissions is 
12.02%, which indicates that the prediction values returned 
by the BP neural network deviate from the fundamental val-
ues, and the prediction accuracy is low. In addition, some of 

the initial parameters of the BP neural network are random, 
which causes the prediction results not to remain consistent 
each time.

Industrial carbon prediction model based 
on network optimization method support vector

Firstly, the input variables should be selected. The five 
influencing factors that have a more significant impact on 
industrial carbon emissions as screened by random forest are 
used as the input variables of the model, i.e., five variables 
of energy emission intensity, industrial employees, urbani-
zation rate, total population, and the number of industrial 
technical papers as the input variables of the support vector 
machine model. Secondly, different kernel functions sig-
nificantly impact the learning effect of the support vector 
machine, so it is essential to choose the appropriate kernel 
function according to the actual problem. This study uses a 
Gaussian kernel function with few parameters and strong 
adaptability. The two main parameters for using a Gauss-
ian kernel function are the penalty factor and the function 
setting g in the kernel function. This study uses the grid 
optimization method to select optimal and appropriate 
parameters automatically. The grid optimization method is 
an exhaustive search method of parameter value selection 
and is optimized by the cross-validation method. By arrang-
ing the possible parameter values and generating a “grid” of 
all combinations, cross-validation is used to evaluate each 
variety’s performance and automatically select the optimal 
combination of parameters. The regression equation is then 
used to predict the carbon dioxide emissions of the test set 
based on the regression equation.

When building an SVM, one typically uses data from 
1991 to 2014 for training and then uses data from 2015 to 
2020 for testing, with the input variables being energy emis-
sion intensity, industrial employees, urbanization rate, total 
population and a number of industrial technical papers, and 
the output variable being industrial carbon emissions. The 
fitted curves of the prediction results are as follows (Fig. 4).

Table 6 reveals that the absolute error of the prediction of 
industrial carbon emissions by the support vector machine 
model is below 7%, and the relative error of the prediction 
value for 2017 is only 1.40%, which is the smallest predic-
tion error value. The support vector machine is able to faith-
fully portray the association between several variables and 
commercial carbon output and shows the reasonableness of 
using the five variables of energy emissions intensity, indus-
trial employees, urbanization rate, total population, and the 
number of industrial technical papers as input variables for 
the model. The overall average error of the prediction results 
of the test set is 3.11%, indicating that the model prediction 
accuracy is very high and its prediction value is very close 
to the actual value.

Table 5   BP neural network prediction errors

Year Actual value Predicted value Absolute error Relative error

2015 701,737.85 674,092.91 3.94% 27,644.93
2016 684,302.12 662,448.43 3.19% 21,853.70
2017 715,309.27 631,500.43 11.72% 83,808.84
2018 750,801.91 619,525.96 17.48% 131,275.95
2019 765,870.76 625,350.34 18.35% 140,520.42
2020 783,876.97 647,021.20 17.46% 136,855.77
mse 0.020111
R2 0.98264

Fig. 3   Prediction fitting curve
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Model prediction results in comparison

In this study, the five influencing factors screened by the 
random forest model are used as input variables, and the 
measured industrial carbon emission data are used as output 
variables to construct a BP neural network prediction model 
and a support vector machine model to predict industrial 
carbon emissions from 2014 to 2020, respectively. To more 
comprehensively evaluate the prediction results of the two 
models, this study compares four aspects: the mean absolute 
error, mean relative error, mean square error, and R2 of the 
model predictions. The mean fundamental error can repre-
sent the actual prediction error of the model, and the mean 
relative error can characterize the accuracy and credibility 
of the model. The mean square error can be evaluated as 
the deviation between the measured and actual values, and 
R2 can measure the fitting effect of the model. The specific 
comparison results are as follows.

According to the findings shown in Table 7 and Fig. 5, 
the absolute and relative errors generated by the support 
vector machine model for the 2015–2020 industrial carbon 
emissions forecast results are much lower than those gener-
ated by the BP neural network. The mean square error and 
average relative error are likewise substantially fewer than 
those of the BP neural network, showing that the predicted 

values of the support vector machine vary from the actual 
values far less often than those predicted by the BP neural 
network. The value of R2 for the support vector machine is 
closer to 1, indicating that the support vector machine model 
is a better fit.

When the accuracy of the two models’ predictions is com-
pared, the support vector machine emerges as the clear win-
ner over the BP neural network. The support vector machine 
accurately reflects the relationship between industrial carbon 
emissions and their influencing factors. For small-sample 
non-linear data sets, the support vector machine can return 
more accurate prediction results and also proves the short-
comings of the BP neural network in predicting small-sam-
ple problems. The support vector machine is more suitable 
for predicting industrial carbon emissions. Therefore, the 
support vector machine is chosen as the model for further 
industrial carbon emissions prediction.

Industrial carbon emission prediction based 
on support vector machine decision model

This study uses random forests to screen the impact of indus-
trial carbon emissions. It uses five factors with more signifi-
cant impact as input variables to construct BP neural network 
and support vector machine models to forecast industrial 
carbon dioxide emissions for the past six years. Firstly, the 
GM (1,1) approach is used to represent the elements that will 
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Fig. 4   Support vector machine industrial carbon emissions fitting 
curve

Table 6   Support vector machine prediction errors

Year Actual value Predicted value Absolute error Relative error

2015 701,737.85 717,862.29 16,124.45 2.30%
2016 684,302.12 728,576.50 44,274.38 6.47%
2017 715,309.27 725,297.33 9988.06 1.40%
2018 750,801.91 726,607.01 24,194.90 3.22%
2019 765,870.76 742,882.97 22,987.79 3.00%
2020 783,876.97 765,989.92 17,887.05 2.28%
mse 0.0035042
R2 0.99486

Table 7   Comparison of model errors

Model type BP neural networks Support vector 
machines

Mean absolute error 90,326.60 22,576.11
Average relative error 12.02% 3.11%
mse 0.020111 0.0035042
R2 0.98264 0.99486
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have an impact on industrial carbon dioxide emissions for the 
period 2021–2040. Because of this, this study predicts indus-
trial carbon emissions from 2021 to 2040 utilizing a support 
vector machine model. The prediction results of energy emis-
sion intensity, industrial employees, urbanization rate, total 
population, and the number of industrial technical papers 
passed the test and satisfied the prediction requirements. The 
support vector machine prediction model was used to esti-
mate industrial carbon dioxide emissions from 2021 to 2040, 
and the anticipated values of the five influential components 
discussed above were utilized as the input variables of the 
model, and the predicted carbon dioxide emissions data from 
2021 to 2040 were obtained. Based on the predicted values 
output from the model, the effect of industrial carbon emission 
reduction in China was analyzed in terms of both industrial 
carbon dioxide emissions and emission intensity, and the spe-
cific trends are as follows.

Figure 6 reveals that actual industrialized carbon emissions 
are shown for 1991–2020, and predicted industrialized carbon 
emissions are offered for 2021–2040. Industrial carbon emis-
sions from 2021 to 2040 show a trend of growth followed 
by a decline, peaking in 2030 and starting to decrease yearly 
after 2031. The prediction results report that China’s industrial 
carbon emissions will peak in 2030, which coincides with 
the milestone of achieving an overall “carbon peak” by 2030. 
To achieve the “carbon peak” target and actively respond to 
global warming, the industry, which is the critical area of car-
bon emissions in China, should actively adjust its development 
strategy, accelerate its energy structure adjustment, and con-
tribute to the national emission reduction efforts.

Conclusion and policy implications

The industry is a significant contributor to global warming 
and regional environmental degradation, and the meas-
urement and prediction of industrial carbon emissions 

are substantial for policy formulation and adjustment, 
as well as energy conservation and emission reduction 
efforts. This study defines the direct and indirect sources 
of industrial carbon emissions and measures industrial car-
bon emissions. The factors that affect industrial carbon 
emissions are selected by random forest feature filtering to 
obtain five factors that have an enormous impact on indus-
trial carbon emissions. Using the above-influencing factors 
as input variables, a machine learning-based BP neural 
network and support vector machine prediction model is 
constructed to predict the industrial carbon emissions from 
2015 to 2020. The GM (1,1) gray prediction method is 
applied to predict each input variable, and the industrial 
carbon emissions from 2021 to 2040 are predicted based 
on the support vector machine model. The main findings 
are as follows: random forest feature filtering, energy 
emission intensity, industrial employees, urbanization 
rate, total population, and industrial technology innova-
tion are the five factors that strongly influence industrial 
carbon emissions. The average relative error of the BP 
neural network for industrial carbon emission prediction 
reaches 12.02%, much larger than the prediction error of 
the support vector machine. The predicted values of the 
support vector machine model are closer to the actual val-
ues, and the average relative error of the prediction is only 
3.11%. Industrial carbon emissions will peak in 2030 and 
show a declining trend in the early years. As an essential 
component of carbon emissions, the industry is in line to 
achieve an overall “carbon peak” by 2030. Based on the 
influencing factors of industrial carbon emissions and the 
predicted results of the emission data, this study proposes 
the following implications:

1.	 Policymakers should seriously consider climate change 
and prioritize carbon emission reduction while devel-
oping the economy. Moreover, policymakers should 
increase their policy efforts and use strict environmental 
regulations to urge industrial enterprises to pay attention 
to energy conservation and emission reduction, take a 
new type of industrialization, promote the transforma-
tion of economic structure to low pollution, and realize 
the shift of the economy to green and low-carbon. Mean-
while, while formulating and enforcing policy, decision-
makers must take into account not just economic but 
also regional demographic aspects. The government 
and industrial enterprises should also strengthen ties 
and cooperation to promote the people-oriented and 
low-carbon development concept and implement cor-
responding incentives and policy support for relevant 
energy conservation and emission reduction efforts.

2.	 Policymakers should also carry out publicity activities 
advocating the concept of green and low-carbon living to 
raise residents’ awareness and understanding of energy 
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conservation and environmental protection, thereby 
increasing the proportion of green energy in residents' 
consumption and promoting the transformation of the 
energy consumption structure to a cleaner one. Policy-
makers should use various information channels, such 
as official government websites and media, to improve 
the depth of public low-carbon concepts and use general 
supervision as the main force of supervision to achieve 
a people-oriented approach. Additionally, policymak-
ers should improve the monitoring mechanism of low-
carbon development, incorporate low-carbon indicators 
into the work assessment of relevant government depart-
ments, and make comprehensive considerations based 
on indicators such as energy and resource consumption 
and urban environmental improvement. Furthermore, 
policymakers should implement the development strat-
egy of prioritizing new energy transportation and shared 
transportation and advocate low-carbon travel for the 
public to reduce motorized travel and carbon emissions.

3.	 Policymakers should reduce the use of coal, develop 
and utilize renewable and clean energy, and promote 
the transformation of energy structure to green and 
low-carbon. Next, policymakers should actively adjust 
the industrial layout and gradually outlaw high-energy 
and high-pollution industries with low-energy and high-
efficiency industries. Simultaneously, policymakers 
should actively formulate policies conducive to indus-
trial transformation and guide and constrain the devel-
opment direction of industrial enterprises utilizing laws 
and taxes to transform and upgrade the industrial struc-
ture from low-end manufacturing to high-tech industries. 
Finally, in order to effectively reduce carbon emissions, 
policymakers should encourage the development of low-
carbon energy-saving technologies through innovative 
investment, enhance the efficiency of energy utilization 
technologies, and construct a clean, low-carbon, safe, 
and efficient energy system.
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