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Abstract
Accurate prediction of water quality contributes to the intelligent management and control of watershed ecology. Water 
Quality data has time series characteristics, but the existing models only focus on the forward time series when LSTM is 
introduced and do not consider the effect of the reverse time series on the model. Also did not take into account the differ-
ent contributions of water quality sequences to the model at different moments. In order to solve this problem, this paper 
proposes a watershed water quality prediction model called AT-BILSTM. The model mainly contains a Bi-LSTM layer and 
a temporal attention layer and introduces an attention mechanism after bidirectional feature extraction of water quality time 
series data to highlight the data series that have a critical impact on the prediction results. The effectiveness of the method 
was verified with actual datasets from four monitoring stations in Lanzhou section of the Yellow River basin in China. After 
comparing with the reference model, the results show that the proposed model combines the bidirectional nonlinear mapping 
capability of Bi-LSTM and the feature weighting feature of the attention mechanism. Taking Fuhe Bridge as an example, 
compared with the original LSTM model, the RMSE and MAE of the model are reduced to 0.101 and 0.059, respectively, 
and the R2 is improved to 0.970, which has the best prediction performance among the four cross-sections and can provide 
a decision basis for the comprehensive water quality management and pollutant control in the basin.
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Introduction

Water is the material basis for the survival, growth, and 
development of humans and other living things. Currently, 
with rapid industrialization and urbanization, the load on 

local water resources is also increasing. Many watersheds 
around the world are experiencing eutrophication and exces-
sive phosphorus and manganese levels (González et al. 
2008). It affects the survival of plants and animals, poses 
a threat to the ecosystem, and has many negative effects on 
the social life along the watershed. Therefore, resource con-
servation and pollution control in river basins have become 
a hot and important topic in the world (Evans et al. 2012).

Water quality safety is the focus of water pollution man-
agement in the basin, but also the key to the efficient and 
rational use of water resources. Previous water quality meas-
urements are measured from a biochemical point of view, 
although the accuracy is high, but the detection cycle is long, 
for some sudden water, pollution cannot be dealt with in a 
timely manner (Jouanneau et al. 2014). Therefore, it is nec-
essary to carry out the prediction of non-mechanical water 
quality parameters to help water environment managers keep 
abreast of water quality conditions and their changing trends. 
It can also provide early warning for the ecological health of 
the watershed and targeted prevention and control manage-
ment of pollution point sources along the watershed.
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In recent years, with the establishment of a large number 
of water quality monitoring sites, more and more data-driven 
models and methods for predicting the quality of the water 
environment have been proposed. In contrast to physical 
models, data-driven approaches build predictive models by 
analyzing historical data based on time series data of water 
quality and correlations between individual factors. Schol-
ars have proposed many efficient algorithms and models for 
data-driven.

In this paper, the key parameters of water quality evalua-
tion dissolved oxygen (DO) (Zhu et al. 2010) are selected as an 
example for model construction and testing. In aquatic environ-
ments, the right amount of dissolved oxygen ensures the growth 
of aquatic plants and animals. Currently, there are many tradi-
tional methods of water quality prediction, such as statistical 
models (Huang et al. 2014), multiple linear regression (MLR) 
(Gholizadeh et al. 2016), and autoregressive integrated moving 
average (ARIMA) (Faruk 2010). Huang et al. (2020) developed 
a multivariate adaptive regression spline model for estimating 
river component concentrations (MARS-EC) to guide water 
conservation practices and environmental decision-making. 
However, MARS-EC is a statistically based model that does not 
have a good understanding of the nonlinear relationships of water 
quality parameters. Jaynes (1982) presents the classic differen-
tial ARIMA, which uses the ARIMA to predict the time series. 
The main drawback of ARIMA is the pre-defined linear model, 
which must be checked for the stability of the time series data 
during the model identification phase. Kisi and Parmar (2016) 
studied the potassium permanganate index of the Yamuna River 
in India using LSSVR and ARIMA, and the improved model 
improved the prediction accuracy of SVM in most cases. How-
ever, traditional statistical methods often fail to capture many 
of the underlying characteristic relationships. In fact, due to the 
complexity of water quality data, the traditional method cannot 
capture the non-linearity and randomness of water quality series 
data very well (Liu et al. 2013).

In addition to traditional statistical and machine learning 
methods, more and more research in recent years has com-
bined traditional water quality prediction algorithms with 
neural networks to solve the nonlinear problem of water qual-
ity time series prediction. Noori et al. (2020) have proposed 
a hybrid model by combining SWAT and ANN to optimize 
the water quality prediction model by using a complex pro-
cess of water quality change. Wang et al. (2013) proposed 
a new ARIMA-ANN-based model that combines artificial 
neural nNetwork (ANN) with linear methods to obtain higher 
prediction accuracy. However, these hybrid models still do 
not fully consider the correlation in the time series of water 
quality data, which still affects the accuracy of prediction.

Water quality data is time series data, the water qual-
ity parameters of the basin have the characteristics of serial 
correlation (Hirsch et al. 1982). Specifically, there may be 
events in the sequence that have long intervals or delays, but 

have a significant impact on the value of the next moment. It is dif-
ficult for traditional neural networks to obtain critical information 
about such time series. Recursive neural network (RNN) is a deep 
learning method that stacks multiple layers of neural networks and 
relies on stochastic optimization to perform machine learning tasks 
(Cho et al. 2014). RNNs can take into account the time correlation 
on time series data. In theory, it can use historical information of 
any length and model the time series more completely. However, 
RNNs have gradient disappearance and gradient explosion prob-
lems in training, and they are not capable of sequence correlation. 
The long short-term memory network (LSTM) (Hochreiter and 
Schmidhuber 1997) is an improvement on the RNN, which over-
comes the gradient disappearance and gradient explosion of the 
RNN (Pulver and Lyu 2017). LSTM adds three-door structures 
compared to RNNs with only one hidden state. LSTM can capture 
long-term dependencies from a time series, and LSTM has been 
successfully applied in the field of water quality prediction (Hu 
et al. 2019). Feng et al. (2020) use LSTM for short-term run-
off forecasting and further improve the accuracy of prediction 
by changing the internal structure of LSTM. Ye et al. (2019) 
used the LSTM model to analyze the river water quality moni-
toring data in Shanghai, which proved the model’s ability to 
extract information from long-span water quality data series.

However, on the one hand, the current standard LSTM 
and other methods in the prediction of water quality time 
series, only the water quality series forward processing, did 
not consider the reverse sequence selection to improve the 
prediction results, which will inevitably reduce the accu-
racy of the prediction. Bidirectional LSTM (Bi-LSTM) can 
consider both the positive and negative neighborhoods of 
time series data and effectively capture the sequence correla-
tion of water quality data series by performing bidirectional 
nonlinear mapping of the sequence to obtain more accurate 
prediction results (Sun et al. 2018). Bi-LSTM is also widely 
used in the prediction of time series data, and Shahid et al. 
(2020) used Bi-LSTMs to predict confirmed cases, deaths, 
and recoveries in 10 major countries affected by COVID-19. 
The results show that, in most cases, the Bi-LSTM model 
performs better than other baseline models in terms of 
approval index. Le et al. (2019) proposed a power consump-
tion prediction model that combines convolutional neural 
networks and Bi-LSTM, and the Bi-LSTM module with two 
Bi-LSTM layers uses the trend of time series in both posi-
tive and negative directions to predict. Zhang et al. (2020) 
proposed a deep learning model based on autoencoders and 
Bi-LSTM to predict PM2.5 concentrations, revealing the 
correlation between PM2.5 and multiple climate variables. 
Khullar and Singh (2022) proposed a deep learning-based 
Bi-LSTM model (DLBL-WQA) is introduced to forecast the 
water quality factors of Yamuna River, India.

On the other hand, LSTM’s ability to pay attention to sub win-
dow features to varying degrees is insufficient, and using LSTM 
for prediction will lead to some important features being forgotten, 
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and the sequence correlation features of water quality time series 
data cannot be effectively utilized. In recent years, neural networks 
based on attention mechanisms (Ma et al. 2017) have been well 
used in the field of natural language processing (Hu 2019), such as 
machine translation (Tang et al. 2018), syntactic analysis (Brown 
et al. 2018), and speech recognition (Chorowski et al. 2015). This 
mechanism effectively highlights the impact of the key feature 
prediction model by assigning different weights to hidden layer 
elements of the neural network. Attention mechanisms have also 
been successfully applied to some time series forecasting studies; 
Li et al. (2018) extract valuable information from low-correlation 
factors through attention mechanisms and make stock price pre-
dictions through LSTM. Liu et al. (2020) proposed an air pollution 
forecasting based on attention-based LSTM neural network and 
ensemble learning that combines weather forecast information 
with atmospheric pollution drift characteristics for PM2.5 pre-
diction. Lin et al. (2021) proposed an LSTM model for vehicle 
trajectory prediction with a spatiotemporal attention mechanism. 
Based on different vehicle and environmental factors such as tar-
get vehicle category, target vehicle location, and traffic density, 
the spatiotemporal attention weights learned in different highway 
scenarios are deeply analyzed.

On this basis, in order to better capture the time series 
characteristics of water quality data series and solve the prob-
lem that the LSTM model cannot highlight some key fea-
tures, we constructed an AT-BILSTM model that can extract 
key features of water quality time series in watersheds. It 
aims to achieve the temporal correlation characteristics 
implied by the integrated adaptive learning of multivariate 
time series data to improve the accuracy of watershed water 
quality prediction. The contributions of this article include 
the following aspects:

1)	 Bi-LSTM is applied to water quality prediction tasks. Bi-LSTM 
can process data in different directions simultaneously through 
two interconnected hidden layers, while taking into account the 
information of the two neighborhoods on the time series and per-
forming a bidirectional nonlinear mapping of the input sequence.

2)	 The time attention mechanism is introduced in the 
model, which can assign different attention weights 
to each hidden unit in the sequence and highlight the 
sequences that have an impact on the prediction moment, 
thereby improving the prediction ability of the model on 
the water quality time series data.

3)	 The model is tested with four actual site datasets in 
Lanzhou section of the Yellow River Basin of China, 
and the validity of the model is verified. Experimental 
results show that the proposed model combines the 
feature-weighted characteristics of the dual LSTM 
attention mechanism and the bidirectional nonlinear 
mapping capability and has the best prediction per-
formance at four stations compared with the baseline 
method, which can provide a decision-making basis 

for comprehensive water quality management and 
pollutant control in the watershed.

The rest of this article is organized as follows: the “AT-
B2LSTM model based on AM and Bi-LSTM” section 
expounds the water quality prediction model proposed in 
this paper, and describes the key modules of the model. The 
“7” section is the introduction of datasets, pre-processing 
and evaluation indicators. The “10” section describes the 
experimental content and the result analysis, based on the 
four actual site datasets in Lanzhou section of the Yellow 
River basin of China, and analyzes the results in detail. 
Finally, the “15” section gives the conclusions of the study 
and the prospects for the future.

AT‑BILSTM model based on AM and Bi‑LSTM

The proposed AT‑BILSTM model

Due to the complexity of the formation of water pollutants 
and the non-linear characteristics of concentration changes, 
water quality series prediction is difficult to achieve high accu-
racy requirements. Deep learning techniques can solve these 
problems by automatically training deep neural networks to 
better capture the characteristics of water quality sequences. 
When an RNN is used to process time series, some of the 
neuron’s outputs can be passed to the neuron again as inputs, 
so it can make efficient use of previous information. However, 
the memory and storage capacity of RNNs are limited, and 
it is easy to produce gradient explosions and gradient disap-
pearance problems. As a deep neural network on time series, 
LSTM can effectively capture the dependencies of the input 
time series data to a certain extent and prevent gradient dis-
appearance and gradient explosion problems. However, the 
LSTM model has the problem of long-term dependence and 
cannot effectively capture the time correlation on each time 
step and the most important features in each time step.

Traditional LSTM models process time series sequen-
tially without adequately considering forward and reverse 
data on time series. In order to obtain stronger feature 
extraction capabilities, Bi-LSTM is proposed to predict 
water quality sequences by making full use of the informa-
tion of the two neighborhoods before and after. Bi-LSTM 
is able to simultaneously process sequence information 
in the anterior and posterior directions and then feed 
the information back to the current output layer, deriv-
ing correlation from the information of the two neigh-
borhoods before and after, thereby enhancing prediction 
capabilities. In addition, considering that the hidden state 
of LSTM is usually represented by a vector of a certain 
length, over time, all information will be gradually com-
pressed, and this unselected compression will weaken the 
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time difference between input features to a certain extent, 
resulting in some important information not be high-
lighted, affecting the prediction accuracy. The attention 
mechanism is introduced because historical information 
from water quality sequence data contributes differently 
to the prediction point at different times. The attention 
mechanism is a brain signal processing mechanism that 
simulates the human vision, borrowing from the human 
brain to obtain the focus or target area that wants to be 
focused on by quickly scanning information, investing 
more attention in the focus of attention, and ignoring some 
other useless information, which can solve the problem 
of insufficient attention in the time series of the model. 
Therefore, a hybrid model combining attention and Bi-
LSTM can be applied to water quality sequence prediction 
to effectively capture the time correlation on each time 
step and the important features in each time step, thereby 
improving the model prediction accuracy.

We propose an improved AT-BILSTM water quality predic-
tion model to predict future water quality sequences in water-
sheds. The main idea of the model is to change the LSTM 
network to Bi-LSTM and introduce attention mechanisms, 
which allows the model to process data on the sequence in 
both directions and weight it, effectively solving the problem 
of sequence correlation of the model. The model is shown in 
Fig. 1, there are mainly two parts, namely Bi-LSTM layer and 
temporal attention layer. The basic principles and implemen-
tation details of the function module Bi-LSTM layer and the 
temporal attention layer will be described in detail below.

Bi‑LSTM layer

This module performs bidirectional nonlinear feature extraction 
on water quality sequence data to provide a basis for attention 
weight allocation in the next step. The complete Bi-LSTM module 

has the same output to connect two LSTM networks with oppo-
site timings to obtain bidirectional data information for the input 
sequences. The module contains a large number of LSTM cells; 
a single LSTM unit is shown in Fig. 2a.

In Fig. 2a, C is the cellular state of the LSTM memory, and h 
is the hidden layer state of the node. Each memory contains one 
or more cells and three gates, LSTM stores cell state informa-
tion through memory cells, the gate structure is responsible for 
the protection and control of information, and the three gates 
include the forgotten gate, input gate, and output gate.

The forgotten gate determines what information we dis-
card from the cell state. ft determines the degree of the pas-
sage of cell state Ct−1 at the last moment:

where Ct−1 is the output of the t − 1 moment cell, ht−1 is the state 
of the hidden layer at t − 1 moments, � is the sigmoid activation func-
tion, Wf is the input loop weight, xt is the input value of the current 
moment node, and bf is the bias item. The door reads ht−1 and xt and 
outputs a value of ft between 0 and 1 to determine the information 
to forget, 1 for “full retention” and 0 for “complete abandonment.”

The input gate determines what information is added to 
the memory cells. The combination of “forgotten door” and 
“input door” enables cell status Ct updates. it determines 
what information needs to be updated, and C′

t
 represents 

what is used to update:

where bf  and bc are biased and Wf  and Wc are the input 
weight.

(1)ft = �(Wf ⋅ [ht−1, xt] + bf )

(2)it = �(Wf ⋅ [ht−1, xt] + bf )

(3)C�
t
= tanh(Wc ⋅ [ht−1, xt] + bc)

(4)Ct = ft ∗ Ct−1 + it ∗ C�
t

Fig. 1   The framework of the proposed AT-BILSTM model
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The output gate controls the output of the cell state value, 
and after processing the cell state with the tanh activation 
function, the output information is multiplied by the memory 
unit state value. ot is the output value; ht is the t  moment 
hidden layer status value:

where Wo is the input weight and bo is the biases.
These gates of LSTM effectively capture long-term and 

short-term dependencies on input time series data and pre-
vent gradient disappearance and gradient explosion prob-
lems. The key to LSTM’s long-term memory is that all 
information before each cell can be forgotten, updated, and 
stored in a hidden layer and exported to the next cell. The 
Bi-LSTM module has two LSTM networks with opposite 
timings that process sequence information in the front and 
rear directions and then feed the information back to the cur-
rent output layer. Bi-LSTM’s hidden state in time t includes 
forward and reverse, as shown below:

A Bi-LSTM unit such as Fig. 2b is shown.
The unfolding structure of the Bi-LSTM layer such as 

Fig. 3 shown.
Because the hidden state of the LSTM unit is usually rep-

resented by a vector of a certain length, the information con-
tained in the water quality data is gradually forgotten over 

(5)ot = �(Wo ⋅ [ht−1, xt] + bo)

(6)ht = ot ∗ tanh(Ct)

(7)��⃗ht = ����������⃗LSTM(ht−1, xt, ct−1), t ∈ [1, T]

(8)�⃖�ht = �⃖���������LSTM(ht+1, xt, ct+1), t ∈ [T , 1]

(9)Ht = [��⃗ht, �⃖�ht]

time. This kind of indiscriminate forgetting will weaken the 
time difference between the input features to a certain extent, 
resulting in some important information that cannot be high-
lighted, affecting the accuracy of the prediction. Therefore, 
the attention layer is set up, and the data processed by the 
implicit layer is output to the time attention layer for weight 
calculation to make appropriate improvements to the recogni-
tion ability of Bi-LSTM.

Temporal attention layer

Attentional mechanisms originate from the simulation of 
the attentional features of the human brain. The attention 
mechanism filters useful information by assigning a higher 
weight to the important information in the input sequence 
features, thereby reasonably changing the external attention 
to the information, finding more important influences, and 
improving the accuracy of data processing.

The model sets up an attention layer that assigns the weights 
of the features learned by the model to the output vectors 
learned by the implicit layer, highlighting the impact of key 
features on water quality prediction. The essence of the atten-
tion mechanism is shown in Fig. 4a. We can conceive the data 
in the input data source as a series of < key, value > key pair 
composition. At this point, a given target element Query, the 
value of the weight coefficient corresponding to each key is 
obtained by computing the similarity or correlation between 
Query and each key, and then the value is weighted to obtain 
the final attention value. The attention mechanism is a weighted 
sum of the values of the value of the elements in the source, 
and Query and Key are used to calculate the weight coefficients 
for the corresponding value. The calculation is shown below.

(10)Att =
∑Lx

i=1
Similarity(Query,Keyi) ∗ Valuei

Fig. 2   a Structure of LSTM. b Bi-LSTM single layer structure
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Figure 4b is the three stages of attention calculation, 
where F(Q,K) is the attention value association function 
and si and ai(i = 1, 2,… , n) are the correlation degree and 
attention weight of the ith element of the input dataset. Fig-
ure 4c shows the basic attention model structure.

The traditional neural network water quality predic-
tion model ignores that the contribution of each input 
feature to load prediction is different. From Fig. 4c, it 

can be seen that by introducing the attention mecha-
nism in the neural network, the attention weight of the 
input feature Xi can be calculated, and the corresponding 
input features can be weighted, and the weighted features 
replace the original input with the input of neural net-
works. The implementation of the attention mechanism 
can be expressed as follows:

Fig. 3   Unfolded Bi-LSTM 
network

Fig. 4   Attention mechanism. a The core idea of attention mechanism. b Three stages of attention value calculation. c Structure of attention 
model
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The characteristic vector value of the final output is 
expressed as follows:

where h1, h2, ⋅ ⋅ ⋅, hk is the hidden layer state correspond-
ing to the input sequence xk , �ki is the attention weight 
assigned to the current input by the hidden layer state fea-
ture hk , and h′

k
 is the feature vector value of the final output.

This layer adds an attention mechanism to enable the 
model to learn to pay different attentions to the input char-
acteristics of the time series data and effectively utilize the 
sequence correlation of the water quality time series data.

The training process for the model

In this study, the water quality data were divided into 
training sets, validation sets, and test sets. The predic-
tive model is first trained with training and validation 
sets, and then the predictive model is evaluated using 
the test set. The key steps in the training process are 
described below:

(11)Ski = v tanh(Whk + Uhi + b)

(12)aki =
exp(Ski)

∑Tx
j=i

exp(Skj)

(13)C =
∑Tx

i=1
akihi

(14)hk� = H(C, hk, xk)

Step1. Input: The correlation analysis of the predicted 
water environmental quality pollutants is performed, and 
the characteristics with the strongest correlation with 
the pollutants to be predicted are selected for input to 
improve the model accuracy.
Step2. Feature learning: The input vector enters the Bi-
LSTM hidden layer from the input layer, which also 
includes the transfer of the same layer LSTM hidden 
state, mapping xt to ht in the LSTM hidden layer, where 
f  is the nonlinear activation function LSTM, and the con-
version formula is as follows:

Step3. Add attention weight: The attention mechanism 
is designed to calculate the weight of the result at differ-
ent moments according to the hidden state ht−1 and cell 
state Ct−1 obtained in the Bi-LSTM hidden layer, and the 
calculation of the weight is seen (7), formula (8), and the 
resulting �k

t
 is an attention weight, which contains the 

attention weight of k feature sequence.
Step4. Output: With the design of a full connection layer, 
we can get the prediction model output of t moment. The 
weighted input feature sequence is followed by zt . The 
final output of the model is obtained. The conversion for-
mula is as follows:

The corresponding algorithm for the training process of 
the AT-BILSTM model is described above in Algorithm 1:

(15)ht = f (ht−1, xt)

(16)zt = (�1
t
x1
t
, �2

t
x2
t
, ..., �n

t
xn
t
)

Algorithm 1. The training process of AT-BILSTM

Input: Water quality sequences: 

Output: Predicted sequences: 

1: Initialize window size(m), learning rate(lr), number of input steps(T)

2: for =1 to T do
3: Obtain the time series with (1);

4: end for
5: for each epoch do
6: for each batch do
7: Bidirectional LSTM model forward pass;

8: Bidirectional LSTM model backward pass;

9: Generate and via Bi-LSTM model in (7)-(8) with the input and ;

10: end for
11: for =1 to T do

12: Get form (5)-(11);

13: = Attention Mechanism ( );

14: end for
15: end for
16: Generate via fully connected with the input ;
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Dataset description and pre‑processing
 
In order to prove the effectiveness of the proposed 
AT-BILSTM model in watershed water quality predic-
tion. In this section, the water quality sequence data of 
Fuhe Bridge, Xincheng Bridge, Shichuan Bridge, and 
Qingcheng Bridge in the Lanzhou section of the Yellow 
River Basin of China will be used for data preprocess-
ing and dataset construction. The four sections cover 
the entire section of the Lanzhou section of the Yellow 
River Basin from west to east and receive a large number 
of farmlands, animal husbandry, rural and urban produc-
tion and domestic pollution, and wastewater along the 
line, and their water quality characteristics can effec-
tively represent the quality of the water environment in 
each section.

The water quality characteristics of the section include 
five characteristics of the section from June 2018 to 
December 2019, including hourly water temperature (T), 
pH, dissolved oxygen (DO), electrical conductance (EC), 
and turbidity (NTU) data, with 39,026 characteristics. The 
geographical location of the research area can be found in 
Fig. 5.

Data pre‑processing

The experimental data is directly derived from the measured data 
collected by the field sensors in the four sections of the Lanzhou 
section of the Yellow River Basin, so it will be affected by the 
measurement environmental factors and measuring instruments, 
resulting in the existence of some vacant data and abnormal data. 
In order to ensure the scientific nature of the experiment and the 
accuracy of the model, it is necessary to preprocess the original 
data and then use the processed data for experimental simulation.

Missing value processing: To ensure the continuity of the 
dataset, enhance the reliability of the model output. Using the 
K nearest neighbor method, the closest K samples to the miss-
ing data sample are determined based on Euclidean distance, 
and the weighted average of the K sample values is used to 
calculate the missing sample data.

Outlier detection: In order to reduce the model prediction 
error and enhance the prediction accuracy, for the abnormal 
water quality data, the outlier value is detected by the iso-
lated forest algorithm, the location of the abnormal score 
of each test data is calculated according to the formula of 
abnormal score calculation, and the outlier is replaced by the 
K nearest neighbor method.

Fig. 5   Layout of water quality monitoring stations in Lanzhou City
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Data standardization: In order to eliminate the effect 
of unit and scale differences between input features and 
improve convergence speed and accuracy, Max–Min is used 
to normalize the original water quality feature data so that 
the data can be mapped to the interval of [0,1].

Evaluation indicators

In order to prove the prediction performance of the AT-BIL-
STM model proposed in this paper, the mean square root 
error (RMSE), the average absolute error (MAE), and the 
coefficient of determination ( R2 ) are selected as the evalu-
ation index.

•	 RMSE: it can be used to measure the deviation between 
the predicted value and the true value, and the smaller 
the value, the more accurate the result.

•	 MAE: it is a loss function for regression models that are 
calculated as the sum of the absolute values of the dif-
ference between the target and the predicted values. Less 
value of MAE represents a better prediction.

•	 R2: it represents fit optimization, reflecting the correla-
tion between two random variables, and the closer to 1 
indicates the better the fit.

Experiments

The water quality data of Lanzhou section of the Yellow 
River basin were selected as experimental data for this 
experiment, and the data contained five characteristics of 
hourly water temperature, pH, dissolved oxygen, electrical 
conductance, and turbidity of four of these sections from 
December 2017 to December 2019, with a data volume of 
39,026 groups. And according to the needs of the experi-
ment, we divide each dataset into training sets, validation 
sets, and test sets according to 8:1:1. In this section, empir-
ical studies of water quality data from four sections will 
be conducted to demonstrate the feasibility and accuracy 
of the constructed water quality prediction model. Two 
experiments were conducted, first, the correlation detection 
between features was carried out by Pearson correlation 
analysis, the influence of different features on the model 
was tried, and the feature selection of the final model was 
determined. Then, the advantages and disadvantages of the 
AT-BILSTM model in each section are compared with other 
reference models to prove the advanced nature of the model.

Experimental environment

In this paper, the deep learning framework TensorFlow 
is used to build an experimental environment with the 

following environmental parameters: CPU, Intel i7-6700 
3.4 GHz; GPU, Nvidia GTX 1060; 8G PC memory; Win10 
64-bit Operating System; python 3.6.

The effect of input characteristics on the model

Datasets contain more data features, and different features 
affect the predicted value of dissolved oxygen to varying 
degrees. To demonstrate the impact of input features on the 
water quality prediction model, feature extraction and identi-
fication is performed to select the most relevant information 
that can help with accurate predictions of the model. At this 
stage, we use Pearson correlation analysis to determine the 
extent to which features affect each other. The heat map after 
the calculation is such in Fig. 6 shown. The Pearson corre-
lation coefficient refers to the measure of linear correlation 
between two random variables and is used to reflect the lin-
ear correlation between two continuous variables, as follows:

where rxy is valued from − 1 to 1, where 1 indicates posi-
tive correlation, − 1 indicates a negative correlation, and 0 
indicates irrelevance.

From the above correlation analysis, we can get the corre-
lation with dissolved oxygen (DO) to be predicted from high 
to low in order of temperature (T), pH, electrical conduct-
ance (EC), and turbidity (NTU). The correlation of turbidity 
is low, and it is discarded in feature selection. The corre-
lation is then added from high to low as the model input. 
Model 1 uses only hourly dissolved oxygen information 

(17)rxy =

∑
(xi−x)(yi − y)

√∑
(xi−x)

2
√∑

(yi − y)2

Fig. 6   Pearson correlation test results
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for input; model 2, model 3, and model 4 add temperature, 
pH, and electrical conductance characteristics as models on 
the basis of the previous model. Experiments compared the 
effect of dissolved oxygen prediction with different charac-
teristics. Due to the different input characteristics of these 
four models, we did not add attention mechanism and Bi-
LSTM to these four models and used LSTM neural networks 
to test these four models uniformly. The experimental results 
are shown in Table 1.

As can be seen from the table above, model 4 introduces 
three factors, temperature, pH, electrical conductance; there 
is a certain improvement, the effect is best, so we decided 
to use these four characteristics as the input characteristics 
of AT-BILSTM.

Baseline model

We compare the proposed AT-BILSTM with the following 
models, each of which looks like this:

•	 RNN: A type of recurrent neural network for process-
ing sequence data that establishes a weighted connection 
between neurons between layers, and the model includes 
an input layer, a hidden layer, and an output layer.

•	 GRU: This is a typical variant of RNN that includes an 
update gate and a reset gate.

•	 LSTM: Long short-term memory network, a typical vari-
ant of RNN, consists of three gates: the forgetting gate, 
the input gate, and the output gate.

•	 Bi-LSTM: Bidirectional LSTM, which combines forward 
LSTM and backward LSTM for prediction.

•	 AT-LSTM: The model adds a time attention module to 
the original LSTM model, and the main structure and 
parameters of the model are the same as those of the 
LSTM model.

Experimental parameter settings

Before performing a final experimental evaluation, calibrate 
some important hyperparameters in the model using valida-
tion sets. We assume that the Learning Rate, Epoch, and 
Hidden Dimension form the core hyperparameter space of 
the model. Get a robust solution by searching for hyperpa-
rameter space.

Figure 7a–c shows the relationship between the RMSE of 
the three core models on the validation set and the learning 
rate, number of training, and hidden layer neurons. Based on 
the experimental results of the validation set, we trained all 
models with 60 epochs using the Adam optimizer to guar-
antee convergence and efficiency. Adam weight decay is set 
to 1e − 4 , and random seed is fixed to 7. The initial learning 
rate is 5e − 2 with a decay rate of 0.7 after every 20 epochs, 
and the batch size is 200. Hidden layer neurons are set to 64. 
This article also uses Dropout technology to prevent overfit-
ting and improve the performance of the model. The main 
parameters of the model are set as follows: Learning Rate 
0.05, Epoch 60, and Hidden Dimension 64.

Results and discussions

In this section, we test the calibrated model on a test set and 
summarize a large number of experimental results. These 
results are used to analyze the predictive performance of the 
baseline model and the AT-BILSTM model we proposed in 
terms of water quality prediction. The necessity of the model 
attention layer and Bi-LSTM layer was confirmed by abla-
tion experiments. And explore the benefits of combining the 

Table 1   Pearson experimental results

Evaluation standard MAE RMSE

Model1 0.441 0.817
Model2 0.395 0.554
Model3 0.419 0.632
Model4 0.332 0.374

Fig. 7   Results of exploring experiments
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time attention mechanism and Bi-LSTM, and finally visual-
ize the change of time attention module weights.

Model comparison and analysis

To verify the superiority of the AT-BILSTM model proposed 
in this paper in terms of water quality prediction accuracy, 
the RNN, GRU, LSTM, Bi-LSTM, and AT-LSTM models 
were selected as the baseline model for comparative experi-
ments. Compared with the AT-BILSTM model proposed in 
this paper, the difference between the traditional Bi-LSTM 
and AT-LSTM model is that the Bi-LSTM or attention layer 
is adopted, and the other main structures and parameters are 
the same as the LSTM model.

Figure 8 shows a comparison of baseline models and the 
AT-BILSTM model when making predictions on the Fuhe 
Bridge dataset. The RMSE results are displayed in the upper 
left of each subgraph. For all water quality prediction meth-
ods, the predicted values represented by discrete points are 
around a straight line representing the actual values. It can 
be seen that the performance of our AT-BILSTM model in 

water quality prediction on the Fuhe Bridge dataset is bet-
ter than that of baseline models such as RNN, GRU, and 
LSTM. Among the six water quality prediction methods, 
the RNN method was the least effective, with an RMSE of 
0.1872. Whether it is the standard Bi-LSTM model or the 
LSTM model, the RMSE achieves a reduced effect after the 
introduction of attention mechanisms. This is because the 
attention layer in the model pays different attention to the 
input characteristics of different moments in the time series, 
highlighting the factors that have a greater impact on the 
prediction result and improving the prediction accuracy. The 
same application of the Bi-LSTM layer to the traditional 
model of AT-LSTM and LSTM has also improved RMSE. 
This is because Bi-LSTM is able to perform bidirectional 
learning of water quality time series data during model pre-
training, greatly increasing the overall learning of the data. 
The model proposed in this paper introduces both Bi-LSTM 
and attention mechanisms into the standard LSTM model. 
Compared with the standard LSTM model, the water qual-
ity prediction model proposed in this paper has a 22.2% 

Fig. 8   Comparisons of predicted DO value with actual DO value

Table 2   Performance 
comparison of water quality 
prediction models at four 
stations

Models Fuhe Xincheng Shichuan Qingcheng

RMSE MAE R2 RMSE MAE R2 RMSE MAE R2 RMSE MAE R2

RNN 0.187 0.142 0.912 0.237 0.152 0.912 0.327 0.213 0.892 0.232 0.174 0.821
GRU​ 0.158 0.124 0.943 0.224 0.151 0.923 0.152 0.138 0.901 0.201 0.143 0.894
LSTM 0.130 0.133 0.951 0.193 0.160 0.921 0.145 0.161 0.893 0.173 0.143 0.903
Bi-LSTM 0.112 0.119 0.952 0.164 0.135 0.930 0.140 0.109 0.920 0.151 0.151 0.908
AT-LSTM 0.121 0.093 0.951 0.170 0.104 0.926 0.124 0.124 0.917 0.150 0.136 0.914
AT-BILSTM 0.101 0.059 0.970 0.156 0.117 0.944 0.107 0.057 0.931 0.134 0.117 0.926
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reduction in RMSE on the Fuhe Bridge dataset, which is 
the minimum of the six models.

To further verify the feasibility of the AT-BILSTM model 
proposed in this paper, the AT-BILSTM model and the 
baseline models are applied to the Fuhe Bridge, Xincheng 
Bridge, Shichuan Bridge, and Qingcheng Bridge datasets 
for test verification. Table 2 shows how the models perform 
in the water quality prediction task for four sections. As can 
be seen from Table 2, the AT-BILSTM water quality pre-
diction model proposed in this paper is better than the other 
five baseline models in terms of RMSE, MAE, and R2. Tak-
ing the Fuhe Bridge dataset as an example, the RMSE and 
MAE of the AT-BILSTM model were reduced to 0.101 and 
0.059, respectively, and the R2 was increased to 0.970. The 
poor performance of the model on the Xincheng Bridge is 
due to the limitation of the size of the dataset, resulting in 
poor model training.

In order to show the data in Table 2 more clearly, we 
graphically display the predictions of the AT-BILSTM 
model in four sections. Figure 9 shows the prediction curve 
of the AT-BILSTM model in this paper over four site data-
sets. The red dotted lines indicate the actual collected data, 

and the blue curve represents the predicted values of the 
model. It can be seen that the prediction values of the AT-
BILSTM model proposed by us in four sections can be well 
in line with the actual measured values and can achieve bet-
ter prediction effects on four different sections.

Ablation experiments

To analyze the effect of each component in our model, an 
ablation experiment was performed on the AT-BILSTM 
model. Table 3 lists the parameter details for each model of 
the ablation experiment.

The percentage of relative error of the ablation experi-
mental model on the Fuhe bridge is calculated to evaluate 
the predictive performance of the model at various points. 
The model comparison and error distribution of the ablation 
experiments are shown in Fig. 10. The relative error percent-
age is calculated as follows:

(18)𝛿t =
|xt − x̂t|

xt
× 100%

Fig. 9   Comparison of DO prediction and actual values on four sites
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where xt is the actual value of the moment t and x̂t is the 
predicted value of the moment t.

For the Fuhe Bridge dataset, the details of the various 
models are enlarged such as Fig. 10a shown, as can be seen 
from the enlarged figure, the Bi-LSTM model based on the 
attention mechanism proposed in this paper is superior to 

other models in terms of trend shape and fit the degree of 
upper and lower peak points. Figure 10b shows the relative 
error distribution for each model. It can be seen that for the 
Fuhe Bridge data sample, the introduction of the attention 
mechanism as a whole reduces the error percentage of the 
standard Bi-LSTM and LSTM models and improves the pre-
diction accuracy of most sharp points.

Table 3   Structures and 
parameters  of models

Models Layer_in Layer_hidden Layer_out Parameters

Dimension Dimension Dimension Learning rate Epoch Hidden 
dimen-
sion

LSTM linear ∶ (k × m) lstm ∶ (k × m,m) linear ∶ (1 × n) 0.05 60 64
Bi-LSTM linear ∶ (k × m) ⇀

lstm ∶ (k × m,m)   linear ∶ (1 × n) 0.05 60 64
↼

lstm ∶ (k × m,m)  
AT-LSTM linear ∶ (k × m) lstm ∶ (k × m,m) linear ∶ (1 × n) 0.05 60 64

linear ∶ (k × 1, k)

AT-BILSTM linear ∶ (k × m) ⇀

lstm ∶ (k × m,m)   linear ∶ (1 × n) 0.05 60 64
↼

lstm ∶ (k × m,m)  
linear ∶ (k × 1, k)

Fig. 10   a Enlarged view of 
each model. b Error distribution 
of each model in Fuhe Bridge 
dataset
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Figure 11 shows a box plot of the percentage relative error 
of the ablation model on four site datasets. It can be seen 
that the relative error distribution range of the AT-BILSTM 
model proposed in this paper is always minimal compared 
with other models and is better than other ablation models in 
most cases. But from Table 2 and Fig. 11, we can see that the 
models trained on the Fuhe Bridge, Shichuan Bridge, and 
Qingcheng Bridge data have better performance, while the 
models trained on the Xincheng Bridge dataset have a lower 
average. It follows from this that the size of the dataset has a 
large influence on the  accuracy of the model.

The results show that the introduction of a Bi-LSTM net-
work for bidirectional learning of data can improve the pre-
diction accuracy of the LSTM model. On this basis, the atten-
tion layer is introduced to pay different attention to the water 
quality data at different times, which further improves the 
prediction accuracy of the model, and can fully explore the 

series correlation on the water quality time series data, which 
is conducive to improving the accuracy of water quality pre-
diction. It also shows once again that the neural network has 
good adaptability to the nonlinearity of water quality data. 
The AT-BILSTM model becomes more accurate and robust 
compared to the standard LSTM model. The temporal atten-
tion layer of the model reduces the RMSE and MAE of the 
LSTM model and increases R2. This also reflects the advan-
tages of the model we have proposed, which can improve the 
accuracy of water quality predictions in the watershed.

Visualization of attention mechanisms

In the previous subsection, we compared the performance 
of several models based on experimental details and roughly 
analyzed the differences between them, and it can be seen 
that the model based on the attention mechanism performed 

Fig. 11   Error percentage box diagram of four bridges
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better. In this section, we visualize the temporal attention 
weights of the AT-BILSTM model and analyze the problems 
of different degrees of attention of different prediction time 
attention mechanisms.

Figure 12 describes the change in weights of the model’s 
temporal attention to four site datasets under the conditions 
of actual water quality data entry. The x coordinate is the 
prediction time, and the y coordinate is the historical input 
data. It can be seen that as the forecast time passes, the time 
attention weight also gradually changes, and the time atten-
tion module focuses on different past moments at different 
prediction moments.

Conclusion

With the promotion of fine management of water pollu-
tion prevention and control, a large number of water quality 
monitoring sites have been deployed in many river basins 
around the world. How to effectively use the large amount 
of data collected by these monitoring stations is an impor-
tant issue with the potential to help improve the ecological 
environment of the watershed. In this paper, a watershed 
water quality prediction model (AT-BILSTM) based on 
the combination of attention mechanism and Bi-LSTM is 

Fig. 12   This figure is the visualization result of AT-BILSTM model’s time attention weights on four site datasets
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proposed and applied to the water quality prediction of mul-
tiple influencing factors in the complex environment of the 
Yellow River Basin in China.

Taking the four station datasets of Fuhe Bridge, Xincheng 
Bridge, Shichuan Bridge, and Qingcheng Bridge in Lan-
zhou Section of the Yellow River Basin as an example, the 
experimental evaluation was carried out, and the model was 
analyzed. The results show that:

1)	 For the water environment quality prediction model 
based on deep learning, the Bi-LSTM model is adopted 
so that the prediction method can learn the data series to 
be learned in both directions, and the characteristics of 
the data can be learned from the double neighborhood. 
In addition, after visually displaying the time attention 
weight of the model, it shows that the model can high-
light the effective characteristics of the input dataset and 
obtain better accuracy of the model. Moreover, experi-
mental studies have shown that the average prediction 
performance of the proposed AT-BILSTM model in 
four sections is better than that of the selected baseline 
model.

2)	 The quality characteristics of the water environment in 
different sections are different, and the trend of change 
is also different. Therefore, even the same model will 
have different performances in different sections, and 
the prediction performance of sections with stable data 
is better. The proposed AT-BILSTM model can also fit 
the data well when the data fluctuations are large and 
has better generalization ability. And because of the 
attention mechanism and the reference of Bi-LSTM, 
the model has a great advantage in feature extraction 
for sequence correlation.

The proposed AT-BILSTM model is a water quality pre-
diction model based on attention mechanism and Bi-LSTM, 
which can also be used to predict other time series-based 
pollutants. With the vigorous promotion of water environ-
ment governance in river basins, the proposed water qual-
ity prediction model has great potential for application and 
can provide a guarantee for the safety and stability of the 
water quality environment. At the same time, because the 
deployment of water quality monitoring sites has only begun 
to be promoted in recent years, historical data is limited, 
which may have a certain impact on the training of models. 
In the next step, as more water quality monitoring sites are 
deployed, the forecasting model will be further enhanced 
and optimized. In addition, the performance of deep learn-
ing models is often related to different parameters and data-
sets. Therefore, how to improve and stabilize the forecasting 
ability of our models and better support online time series 
forecasting and early warning applications is the focus of 
our future research.
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