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Abstract

The objective of this study is to understand the effect of indoor air stability on personal exposure to infectious contaminant in the
breathing zone. Numerical simulations are carried out in a test chamber with a source of infectious contaminant and a manikin
(Manikin A). To give a good visual illustration of the breathing zone, the contaminant source is visualized by the mouth of
another manikin. Manikin A is regarded as a vulnerable individual to infectious contaminant. Exposure index and exposure
intensity are used as indicators of the exposure level in the breathing zone. The results show that in the stable condition, the
infectious contaminant proceeds straightly towards the breathing zone of the vulnerable individual, leading to a relatively high
exposure level. In the unstable condition, the indoor air experiences a strong mixing due to the heat exchange between the hot
bottom air and the cool top air, so the infectious contaminant disperses effectively from the breathing zone. The unstable air can
greatly reduce personal exposure to the infectious contaminant in the breathing zone. This study demonstrates the importance of
indoor air stability on personal exposure in the indoor environment and provides a new direction for future study of personal
exposure reduction in the indoor environment.
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Introduction

Over the last two decades, we have experienced three severe
airborne coronaviruses diseases, 2002—-2003 severe acute re-
spiratory syndrome (SARS), 2012-2015 middle eastern respi-
ratory syndrome (MERS) and the ongoing coronavirus dis-
ease 2019 (COVID-19). This raised the concern to the possi-
ble emergence of new airborne infectious disease, and thus a
sustained preparedness is needed. At present, to cope with the
COVID-19 pandemic, people have been asked to stay at home
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and keep social distancing from others. This emphasizes the
importance of maintaining good indoor environment quality,
especially good indoor air quality, as it is closely associated
with people’s health conditions (Allen et al. 2016; Spengler
and Sexton 1983; Fisk 2018; Fisk et al. 2009). In particular,
the air quality in the microenvironment around the human
body plays a major role in personal exposure to the infectious
contaminant (Melikov 2015; Licina et al. 2015; Nielsen et al.
2009). People who are exposed to the infectious contaminant
may suffer adverse diseases, including lung dysfunctions, al-
lergic reactions, pulmonary disease and even heart disease
(Han et al. 2017; Douwest et al. 2003), so it is important to
reduce the quantity of infectious contaminant to protect occu-
pants from airborne infection.

The transmission of the airborne infectious contaminant in
the indoor environment is driven by the background airflow in
the environment (Bivolarova et al. 2017), for example, the
indoor temperature distribution. Gong et al. (2010) classified
the indoor air’s condition into three types, namely, stable,
neutral and unstable. The classification is referred to as
indoor air stability or limited space air stability. Gong and
Deng (2017) further illustrated the indoor air stability as a
measure of the indoor air’s capacity to keep the initial inertia
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transmission state. They introduced a dimensionless number,
Gc number, to determine the indoor air stability condition. G¢
number is the ratio of temperature or density difference (g - 0p/
0g) to the inertia of the air parcel along the vertical direction (v
- 0v/0y) and is defined as Ge =gLAT/(T, ovo2), where g is the
gravitational acceleration, m/s%; Vo 18 the characteristic veloc-
ity, m/s; AT is the vertical temperature difference in the room,
K; L is the room height, m; and Ty, is the characteristic tem-
perature, K. When Gc >0, the indoor air was in stable condi-
tions; when Ge < 0, the indoor air was in unstable conditions;
when Gc = 0, the indoor air was in neutral conditions (Deng
and Gong 2020; Wang et al. 2014). Stable air is often seen in
rooms with floor cooling (Zhou et al. 2019; Olesen 1997) or
ceiling heating (Safizadeh et al. 2019), where indoor air often
experiences a lock-up effect (Bjorn and Nielsen 2002; Gao
et al. 2012), while unstable air environment often occurs in
floor-heating (Dehghan and Abdolzadeh 2018) or chilled-
ceiling rooms (Alamdari et al. 1998), where strengthened
forced or natural convection occurs (Zhou et al. 2017). A
recent novel air-carrying-energy radiant air condition system
(Peng et al. 2019, 2020.) is found to be able to create different
indoor air stability conditions by adjusting the heating and
cooling mode of the terminal. In essence, the vertical temper-
ature difference between the ceiling and the floor of a room
would develop an indoor-air-stability-related buoyancy effect
that regulates the air distribution in a way that is different from
the Archimedes-related buoyancy effect that is caused by the
temperature difference between an airflow current and its am-
bient environment, thereby the indoor air stability was also
referred to as the background temperature effect (Gong and
Deng 2017). Xu et al. (2015) reported that the decay of the
concentration of contaminant in a room was greatly dependent
on the indoor air stability, so they suggested that a sufficient
consideration of indoor air stability conditions should be in-
cluded when studying the contaminant distribution in the in-
door environments.

Field studies and full-scale experiments have been pre-
vailing in investigating personal exposure to the indoor
infectious contaminant (Zhang et al. 2017). Personal mon-
itoring is commonly used to collect personal data for the
exposure analysis (Watson et al. 1988); however, sam-
pling devices generally have a long response time that
may lead to inaccurate exposure assessment (Kierat
et al. 2018). Also, it is difficult for traditional experiment
methods to characterize the distribution of airborne infec-
tious contaminant in the vicinity of a person (Taghinia
et al. 2015). To address these limitations of the above-
mentioned research method, the possibility of determining
exposure to infectious contaminant by numerical simula-
tion became popular. Computational fluid dynamics
(CFD) was first introduced by Nielsen (1975) to predict
indoor air distribution and has been used widely in
predicting the transport of airborne contaminant in the

indoor environment (Gao and Niu 2007; Bjern and
Nielsen 2002; Olmedo et al. 2012; Holmberg and Li
1998).

This study aims to investigate the personal exposure to the
airborne infectious contaminant in the breathing zone when
the buoyancy in the room is solely driven by indoor air stabil-
ity conditions, i.e. stable, neutral and unstable. To highlight
the objective of the current work, the Archimedes-related
buoyancy effect, i.e. the body thermal plume, is excluded.
The exposure index, as well as the exposure intensity, is
analysed to evaluate the performance of different indoor air
stability conditions on reducing personal exposure in the
breathing zone.

Methods
The geometry of the CFD model

In the present study, the commercial software Fluent has been
used to carry out the numerical study. The configuration of the
modelled room is illustrated in Fig. 1. The numerical model is
established in 1:1 proportion to the real experimental chamber
in Hunan University. The length of the experimental chamber
is 2.4m, width is 1.8m, and the height is 2.6 m. The coordinate
is located at the centre of the room. A vulnerable individual
(Manikin A) is placed on the cross-section of z= —0.45 m
conducting an inhaling process through the nose. Manikin A
is average-sized women with a height of 1.68 m (Villafruela
etal. 2013). The diameter of the nostril opening is 12 mm. The
contaminant source is 1 m in front of Manikin A at 0.2 m
height, with an area of 112 mm?. To present a better visual
illustration of the breathing zone, the contaminant source is
illustrated by the mouth of a manikin with the same size as
Manikin A.

CFD grid generation

The geometrical model is divided into three parts as shown in
Fig. 1b. Two cuboids, which are 0.42 m long, 0.9 m wide and
1.8 m high, are established around Manikin A and the con-
taminant source. The cuboids are meshed with the tetrahedral
unstructured mesh method due to the complexity of the man-
ikin body surface. Mesh refinement is performed around the
nozzle and the nose. A third cuboid is created between the
contaminant source and Manikin A to cover the breathing
zone with a length of 1 m, a width of 0.9 m and a height of
1.8 m. The hexahedral structured mesh method is applied to
this region. The rest of the room is meshed by a relatively
sparse hexahedral structured mesh to increase calculation
speed. A grid independence study was conducted over three
grid sizes. Considering the computational accuracy and
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Fig. 1 (a) Configuration of the
three-dimensional model room
and manikin locations and (b)
grid configuration of the compu-
tational domain

efficiency, a mesh with 509,682 elements in total (Fig. 1b)
was used for further simulations.

CFD turbulence model and boundary conditions

The most common respiratory droplet nuclei were found to
range in diameter between 1 and 4 um (Duguid 1946), which
allows tracer gas to be a suitable surrogate of exhaled contam-
inant to reveal the transmission characteristics of airborne in-
fectious contaminant (Ai et al. 2020). As carbon dioxide
(CO,) is a widely accepted surrogate of the infectious contam-
inant in indoor air quality studies (Gao and Niu 2004; Sundell
etal. 2011), CO, is used in this study to represent the airborne
infectious contaminant from the source. To eliminate the ef-
fect of the Archimedes-related buoyancy effect, the

Fig. 2 Profile of average
temperature on adiabatic walls 1.5F
along the vertical direction

1.0 |-

-1.5+
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~—e WallB

convective flow from the body heat is not considered in the
current study, and the temperature of the released contaminant
is set as the same as the room temperature at 1.5 m height. The
airborne contaminant is constantly released from the source at
3.9 m/s in a horizontal direction.

Different indoor air stability conditions in the model room
are achieved by adjusting the temperatures on the top and the
bottom at different values (Table 1). As the side walls in the
corresponding experiment study (Gong and Deng 2017) were
made of thermal insulation material with high thermal resis-
tance that can effectively prevent heat from transferring from
one side to the other, thus the boundary condition for sidewalls
is assumed as adiabatic in the numerical simulation, which is a
reasonable boundary condition for well-insulated rooms (Gao
and Niu 2004; Gao and Niu 2006; Villafruela et al. 2013;

el
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Table 1 The detailed boundary conditions of the CFD simulation

Indoor air stability T, (°C)  Tootiom (°C) T (°C)  vip (m/fs)  C (%)

Stable 15 11 39 0.79
Neutral 13 13 13
Unstable 11 15

Aganovic et al. 2019). Figure 2 illustrates the vertical distri-
bution of temperature over Wall A and Wall B (Fig. 1).
Previous studies found that the breathing rate and breathing
mode has little influence on the airflow field in the breathing
zone (Rim and Novoselac 2009; Pantelic et al. 2009); there-
fore, to highlight the effect of indoor air stability, the inhaling
process is simplified with a fixed velocity of 3.9 m/s with an
angle of 30° downward. This simplification was proved to be
rational in an exposure study by He et al. (2011). Table 1
shows the detailed boundary conditions of the CFD
simulation.

Tiop and Tygom are the temperature of the top wall and the
bottom wall, 7} is the initial temperature of the released con-
taminant, v;, is the velocity of the inhalation of Manikin A,
and C is the initial mass fraction of the contaminant in the
releasing airflow.

Reynolds-averaged Navier-Stokes (RANS) equations,
together with continuity, momentum, energy equations
and species transport equation, are used to calculate the
flow field. The RNG k — ¢ viscosity model (Chen 1995) is
adopted with the standard wall function to close the above
equation set. The SIMPLEC algorithm is used with the
second-order upwind difference scheme in the calculation
process. The value of y+ lies in the range of 30-35, which
is normal for the use of standard wall function in indoor
simulations (Gao and Niu 2006). Exposure analysis is
carried out based on the numerical results of 10 s. The
steady-state calculation is first conducted to reach an ac-
ceptable convergence of the flow field, and then the un-
steady calculation is conducted with the time step size

Validation of the simulation

The numerical model is validated by the experiment carried by
Gong and Deng (2017). Vertical temperature profiles obtained
by CFD simulation and experiment results are compared in Fig.
3. Overall, the tendencies of the experiment and simulation
results are similar. Relative errors between numerical and ex-
perimental results at each height were calculated by Eq. (1).
Then the relative errors were averaged for stable, neutral and
unstable cases, which were 7.01%, 0.72% and 3.76%, respec-
tively. Given that the measuring errors of the experiments are
difficult to estimate, simulation results with average relative
errors below 10% are acceptable (Mendez et al. 2008; He
et al. 2011). Also, the temperature of CFD results shows good
agreement with experimental results for all three indoor air
stability conditions. The established numerical model is there-
fore used for computing the flow field in the breathing
microenvironment.

) |measured—simulated|
relativeerror =

(1)

simulated

Indicators for the exposure assessment

Exposure index C is used to assess personal exposure under
three indoor air stability conditions in the breathing zone,
which is defined as:

C;
Cc=_ 2
Co @)

In (2), C; is the concentration in the breathing microenvi-
ronment, and Cy is the initial concentration of the infectious
contaminant.

Exposure intensity £ (National Research Council 1991) is
introduced to obtain an understanding of the dependence of
personal exposure on exposure duration, which is defined as a
calculus function of concentration and exposure duration and
is expressed as:

0.001 s. 0>
E = [ C(t)dt 3)
a b c
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Fig. 3 Data validation for (a) stable condition, (b) neutral condition and (¢) unstable condition
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In (3), C(?) is the concentration at any given time, and 7,-¢;
is the duration of exposure.

Results

Distribution of temperature and vector of velocity in
the breathing zone

Figure 4 shows the temperature distribution and the vector
distribution in three indoor air stability conditions, namely,
stable, neutral and unstable. In Fig. 4a, clear temperature strat-
ification can be observed. The air temperature at the bottom
and top is around 12°C and 14°C, respectively, forming a
positive temperature difference of 1.11°C/m. This is in corre-
spondence with a stable condition. No temperature difference
is observed in Fig. 4b, which corresponds to a neutral condi-
tion with the temperature at the bottom and the top 13°C. The
vector distribution of the neutral condition in Fig. 4e shares
similar characteristics to that of the stable condition in Fig. 4d.
This is mainly because that the temperature of the released
contaminant is the same as the temperature of the ambient
air at the releasing height; thus the contaminant is not affected
by the Archimedes-related buoyant and sticks to the initial
inertial direction, namely, the horizontal direction. In Fig.
4c, the temperature distribution is significantly different from
that in the stable condition. The top air is observed around
12.6°C, and the bottom air is approximately 13.6°C, resulting
in a negative temperature difference —0.55°C/m. This

situation well meets the requirement to form an unstable con-
dition. The temperature gradient established in the room de-
veloped a convection pattern of the air distribution. The air
near the floor area starts to move from warmer areas to cooler
areas, and the cooler air on the top descend due to the gravity
effect. Therefore, the vertical movement of the indoor air is
enhanced. As shown in Fig. 4f, part of the vector of velocity
remains in the initial inertial direction, whereas the rest shows
a tendency of deviating from the initial inertial direction and
transporting towards the upper breathing microenvironment.

Exposure of Manikin A to the infectious contaminant
in the breathing zone

Results obtained on the cross-section of z = —0. 45 m based on
the exposure time 0of 0.5 s, 2 s and 10 s are presented in Fig. 5
to analyse the effect of indoor air stability on contaminant
distribution and personal exposure in the breathing zone; see
also in Gong and Deng (2017).

When Manikin A has been exposed to the infectious con-
taminant for 0.5 s, little difference in the distribution of expo-
sure index among stable, neutral and unstable conditions is
observed. For the stable and neutral condition (Fig. 5a and b,
t=0.5 s), the distributions of exposure index spread straightly
towards Manikin A; in the unstable condition (Fig. 5c, = 0.5
s), a tendency of the exposure index to move upwards can be
observed. As the exposure time is only 0.5 s, the contaminant
has been just released from the source, so the trajectory is
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Fig. 4 Distribution of temperature and vector of velocity under different
indoor air stability conditions (a) temperature distribution for the stable
condition, (b) temperature distribution for the neutral condition, (c)
temperature distribution for the unstable condition, (d) distribution of
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Fig.5 The distribution of exposure index C when the exposure time is 0.5 s, 2 s and 10 s, respectively. (a) Stable condition, (b) neutral condition and (c)

unstable condition [15]

more controlled by the inertia of the mainstream of the con-
taminant flow instead of the indoor air stability conditions.
When Manikin A has been exposed to the infectious con-
taminant for 2 s (Fig. 5a, b and ¢, ¢ = 2 s), the distribution of
exposure index has occupied two-thirds of the breathing zone
in three conditions. In the stable and neutral conditions (Fig.
Saand b, f = 2 s), the exposure index distributes horizontally
forwards to Manikin A, whereas it shows a clear upward tra-
jectory in the unstable condition (Fig. 5c, ¢ = 2 s). The char-
acteristics of the distribution of the exposure index are in line
with the vector distribution in Fig. 4. As there is no tempera-
ture difference between the released contaminant and the am-
bient air at the releasing height, the trajectory of the contam-
inant is only influenced by the indoor air stability. In the neu-
tral condition, the vertical temperature difference between the
room top and the bottom is zero, which indicates that the

contaminant is driven by its inertia. The movement of contam-
inants is along the horizontal direction. In the stable condition,
the released contaminant, apart from its inertia, experiences a
confinement effect resulted from the positive temperature gra-
dient in the room, which limits the vertical movement of the
contaminant. Therefore, the trajectory of the contaminant in
the stable condition maintains in the horizontal direction,
which is the same as that of the neutral condition, whereas
in the unstable condition, warmer air rises from the bottom
and pushes the contaminant upwards. The distributions of the
exposure index for the stable, neutral and unstable cases prop-
erly illustrate the character of the effect of the indoor air sta-
bility on the flow dynamics of contaminants.

When the exposure time is 10 s, Manikin A is fully exposed
to the contaminant in the breathing zone in the stable and
neutral condition (Fig. 5a and b, # = 10 s), especially, the
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distribution of exposure index has covered Manikin A from
the head to the stomach area in the stable condition, whereas
in the unstable condition (Fig. Sc, ¢ = 10 s), the distribution of
the exposure index reflects that the released contaminant has
significantly deviated from the centreline of the breathing
zone and tends to flow above Manikin A’s head, with the
inclination percentage of 24.76%.

The distribution of exposure index along sampling
lines

From the above analysis, slight differences are observed re-
garding the distribution of the exposure index between stable
and neutral conditions; thereby in this section, only the results
for stable and unstable conditions are used for further analysis.
As can be seen from Fig. 6a, line / is established along the
central line between the contaminant source and Manikin A.
Exposure index along line | is obtained to represent the con-
taminant dispersion and personal exposure in the mainstream
direction; line a and line b are perpendicular to line / in a range
of 0.6 m<y< 1.0 matx =0 m and x = 0.4 m, respectively, to
capture the vertical distribution of the exposure index.
Figure 6b compares the distribution of the exposure index
along line / of stable and unstable conditions at f =2 s and ¢ =
10 s. The exposure index near the contaminant source is the
highest, approximately equals to 0.225. Then the exposure
index drops to 0.18 at point m. As the released contaminant
transports to Manikin A, the difference of exposure index
between the stable and unstable begins to occur. For 1 =2 s
and ¢ = 10 s, the exposure index in the stable condition is
always higher than that in the unstable condition. When ¢ =
2 s, the exposure index decreases to zero at point # (x = 0.32
m), which indicates that the released contaminant has not yet
transported to Manikin A. When ¢ =10 s, the released contam-
inant has arrived at Manikin A (x = 0.5 m), and the difference

of the exposure index between stable and unstable conditions
is obvious, with 0.03 of the stable case, which is four times
larger than that of the unstable case.

Figure 7a presents the vertical distribution of the exposure
index along the line a of stable and unstable conditions at ¢ =
2 sand #=10s. The exposure index for the unstable condition
is nearly the same as that for the stable condition. This indi-
cates that the contaminant level at 0.5 m in front of the source
is mainly dependent on the initial contaminant flow rather
than the air distribution pattern in the room. For the stable
condition, the largest exposure index along line a is 0.082 at
y = 0.2 m (contaminant releasing height), while it is 0.077 at
around y = 0.3 m for the unstable condition. This reveals that
the contaminant disperses to a wider area in the unstable con-
dition than in the stable condition.

Figure 7b shows the vertical distribution of the exposure
index along line b (in the vicinity of Manikin A) of the stable
and unstable conditions when ¢ =2 s and # = 10 s. The expo-
sure index for stable and unstable conditions is 0 when the
exposure duration is 2 s. This is because the released contam-
inant has not yet reached the vicinity of Manikin A. When ¢ =
10 s, the distribution of the exposure index in the unstable
condition covers a relatively larger area (0.4 m <y < 1.0
m) when compared with that in the stable condition (—0.4 m
<y < 0.6 m); however, the peak value for the unstable condi-
tion is lower than that of the stable condition, which is 0.016 at
the height of 0.4 m for the unstable condition and is 0.04 at y =
0.1m for the stable condition. The exposure index of the un-
stable condition is 40% of that in the stable condition.

The distribution of exposure intensity of different
indoor air stability conditions

Figure 8a shows the concentration of contaminant near
Manikin A’s nose at different exposure times. At the first 2

Fig. 6 (a) Configuration of the a b
location of sampling lines a, b and r 025
/ and (b) comparison of the 1 B ——Stable =25
variation of exposure index C C a b —e—Unstable t=2s
with horizontal distance (along 0.20 1 m ——Stable =10
line /) of stable and unstable —e— Unstable t=10s
ditions at /=2 sand r=10s 05 F %
condi = = i m n 0 0.15
[15] B o
~~ | =)
5 oF 1 B
~— = 0.10
~ [ Z
i 2
05 = % 0.05
i m
a1k 0.00
- = . ' - 06 04 02 00 02 04 06
-1 -05 0 05 1 i - ‘ -
x (m) x (m)
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s, nearly no difference in the concentration is observed be-
tween stable and unstable conditions. This is because, as men-
tioned before, the released contaminant has not arrived at the
vicinity of Manikin A when the exposure time is 2 s. With the
increase of the exposure duration, the difference of concentra-
tion begins to show up. The stable condition has a faster in-
creasing rate, reaching 2.39 x 1072 % when the exposure time
is 10 s, while the concentration for the unstable condition
experiences a relatively gentle change, increasing to 4.9 x
10 % at the end of the simulation.

Figure 8b presents the exposure intensity of Manikin A in
the breathing zone. Obviously, the exposure intensity of the
stable condition is always the highest at different exposure
times. When 7 = 4 s, exposure intensities are relatively small
for stable and unstable conditions. Especially in the unstable
condition, the exposure intensity is nearly zero. The exposure
intensity grows with time. When ¢ = 10 s, the exposure inten-
sity of the unstable condition is 0.0165 %, whereas it increases
to 0.115% of the stable, which is nearly seven times larger
than that of the unstable condition.

Fig. 8 (a) The variation of the a

Exposure index

Discussion

When comparing the distribution of velocity vector in stable,
neutral and unstable conditions (Fig. 4), it is found that the
three conditions share similar vector distributions near the
contaminant source where the largest velocity appears.
However, in the centreline between the contaminant source
and Manikin A, the vector distribution in the stable condition
(Fig. 4a) is relatively denser than that in the unstable condition
(Fig. 4c). This indicates that the stable condition may trap
most of the contaminant in the breathing zone of Manikin A,
whereas in the unstable condition, the contaminant is more
casily to disperse to a relatively wider area out of the breathing
zone.

It is demonstrated in Fig. 5 that the distribution of the ex-
posure index in the stable condition is more likely to concen-
trate in the mainstream direction with less vertical diffusion
when compared with the unstable condition. This is because
the stably stratified temperature confines the contaminant
mainstream to a limited layer close to the height where it is

contaminant concentration near
the Manikin A’s nose and (b)
exposure intensity £ of the
inhalation manikin at different
exposure times
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released; thus the majority of the contaminant penetrates
straightly towards Manikin A, leading to a highly infectious
breathing zone. This result is in agreement with that reported
by Gao and Niu (2006). On the contrary, in the unstable con-
dition, the buoyance effect of the hot air from the bottom
promotes vertical diffusion of the released contaminant (Fig.
4c); therefore, the released contaminant is more easily to di-
vert from its initial direction and diffuses to a larger area out of
the breathing zone, resulting in a less contaminated breathing
area, which has also been illustrated in Figs. 6b and 7 where
fewer contaminant has transported to the vicinity of Manikin
A in the unstable condition when compared with the stable
condition. As exposure duration increases, the exposure inten-
sities for both the stable condition and the unstable condition
increase, with the stable condition increasing far more rapidly
than the unstable condition (Fig. 8), which implies that people
will be at a higher risk of being exposed to the infectious
contaminant in the breathing microenvironment in stable con-
ditions than in unstable conditions.

One of the practices of this study is that it indicates that
people will have a greater risk of being infected when they are
exposed to the infectious disease carriers, for example, the
COVID-19 patients, in a stable environment. Though the tem-
perature of the released contaminant in this study is not the
same as the respiratory temperature, the effect of indoor air
stability on regulating indoor airflow distribution revealed in
this study is universal. As this current study reveals, when the
exposure time was 10 s, the exposure index in the unstable
condition is 40% of that in the stable condition (Fig. 7b), and
the exposure intensity in the unstable environment is only
one-seventh of that in the stable environment (Fig. 8b); thus
we can expect that when a healthy body interacts with a sick
person who carries infectious pathogens in a stable environ-
ment for a considerable amount of time, the healthy body will
have much higher exposure intensity than they are in unstable
environments. Cases will be worse when children, the elderly
and people with different diseases involve in such an environ-
ment, who are more vulnerable to harmful substances.
Whereas the unstable condition is more efficient in removing
the contaminant from the breathing zone, so people in an
unstable condition is less likely to be infected. In this regard,
the unstable environment is recommendable in reducing in-
fection risks to the contaminant in the breathing zone.

Another practice contribution of this study is guiding for
building ventilation design. Take a mixing ventilated room,
for example, mixing ventilation provides an intense mixing
effect into the indoor air environment to dilute the contami-
nant in the breathing zone (Cao et al. 2014). The higher the
ventilation rate is, the lower the contaminant concentration in
the breathing zone will be. The characteristics of mixing ven-
tilation are similar to the mechanism of the unstable condition,
where turbulent mixing rises by the warm air near the floor in
the indoor environment. Normally, unstable conditions can be
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developed by an air carrying energy radiant-air-conditioning
system, which has been demonstrated to be an energy-
efficient form of air-conditioning system (Gong et al. 2017).
Therefore, it is feasible to apply mixing ventilation and an
unstable condition in one room to achieve the equivalent clean
breathing zone as a solely mix ventilated room obtains while
the former requires a much lower ventilation rate.
Additionally, a displacement ventilation system may yield
thermal stratification in the indoor environment (Bjorn and
Nielsen 2002), which is similar to the temperature distribution
in a stable condition. When the displacement ventilation sys-
tem is combined with stable conditions, an intensified thermal
stratification is presumably obtained. This combination is ap-
plicable in indoor environments where displacement ventila-
tion shows better efficiency in removing the indoor contami-
nant. It is inferred that by integrating proper indoor air stability
conditions with ventilation systems, the energy consumption
of the building ventilation system can be potentially reduced.

Limitations and implications for future
research

The presented work is considered a preliminary assessment
of the influence of indoor air stability on the distribution of
exhaled pollutants and personal exposure in the human
breathing microenvironment. To highlight the objective of
this study and to focus on the effect of the background tem-
perature effect, i.e. buoyancy effect driven by indoor air
stability, the Archimedes-related buoyancy effect is exclud-
ed from the scope of the current work, i.e. the body thermal
plume was not considered. Further studies that combine two
buoyancy effects, namely, the Archimedes-related buoyan-
cy effect and indoor-air-stability-related buoyancy effect,
are necessary. Also, we simplified some of the boundary
conditions in the numerical simulation, for example, the
inhalation velocity of manikin A was regarded as constant.
Follow-up studies will consider more complicated bound-
ary conditions. In addition to body thermal plume and
breathing activity, subsequent research will focus on de-
signing full-scale experiments with real human participat-
ing in, and various ventilation methods, personnel behav-
iour, and pollution source locations will be included to com-
prehensively consider the impact of indoor air stability on
contaminant distribution and disease transmission in com-
plex indoor environments. Moreover, the model room in
this study is an ideal environment with few disturbances,
but in general indoor environments, activities involving
multiple persons could exist. Therefore, the influence of
activities among multiple persons on the contaminant con-
centration in breathing microenvironmental is also worthy
of further research and discussion.
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Conclusion

This paper presents a numerical simulation of personal expo-
sure to the airborne infectious contaminant in the breathing
zone. Three indoor air stability conditions, namely, stable,
neutral and unstable, are considered. In the stable condition,
due to the confinement effect of the temperature stratification,
the contaminant tends to keep its initial inertia state and trans-
port straightly to Manikin A’s breathing zone, resulting in a
high level of exposure index, whereas in the unstable condi-
tion, due to the rising warm air from the bottom, the contam-
inant mainstream diverts from its initial direction before
reaching Manikin A at an inclination percentage of 24.76%,
so the infectious contaminant disperses effectively from
Manikin A’s breathing zone. In general, the exposure index
in the unstable condition is 40% of that in the stable condition,
and the exposure intensity in the unstable environment is only
one-seventh of that in a stable environment. From the perspec-
tive of protecting people from being infected, the unstable
condition is recommended for unventilated indoor environ-
ments to effectively reduce the exposure level. This study
demonstrates the importance of indoor air stability on personal
exposure in the indoor environment and provides a new direc-
tion for future study of personal exposure reduction in the
indoor environment. The presented work is considered a pre-
liminary assessment of the effect of indoor air stability on the
flow characteristics of airborne infectious contaminant.
Further detailed research will be carried out concerning the
combination of indoor air stability and typical ventilation
systems.
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