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Abstract
Language models play a vital role in various natural language processing tasks, but their training can be computationally
intensive and lead to significant carbon emissions. In this study, we explore the effectiveness of timeshifting strategies
to mitigate the environmental impact of long-running large language models (LLMs). We develop a simulation tool that
estimates carbon emissions for LLMs, enabling developers to make informed decisions prior to running their workloads. By
leveraging historical carbon intensity data fromWattTime, we investigate the potential benefits and limitations of timeshifting
in different locations, considering diverse energy profiles. Our findings demonstrate that timeshifting can substantially reduce
emissions, but it is highly dependent on the region’s carbon intensity and energy mix. We present insights into the trade-
offs between emissions reduction and workload runtime, acknowledging the need for further advancements in carbon-aware
computing practices. Our research contributes to the growing field of sustainable computing and encourages developers to
adopt environmentally conscious strategies in language model training.
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1 Introduction

With the rapid growth of Large Language Models (LLMs)
following the release of GPT-3, their transformative impact
on various natural language processing tasks is undeni-
able. However, their development has been plagued by a
critical challenge: the extraordinary amount of hardware,
energy resources (and associated CO2 emissions to gen-
erate this energy), and time required for training. Despite
their impressive performance, the training of LLMs comes
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at a substantial cost to our environment. The massive energy
consumption directly contributes to a significant increase in
CO2-eq emissions, potentially exacerbating the ongoing cli-
mate crisis. Further, this increase of CO2-eq emissions in
relation to Natural Language Processing (NLP) models is
expected to grow exponentially over time [1, 2]. One appli-
cable technique, which hasn’t yet been deployed at scale
for large-scale machine learning (ML) training, is carbon-
awareness. Carbon-awareness can be defined as modifying
the behavior of your software to domore work (i.e., consume
more energy) when higher amounts of renewable energy are
accessible, thereby lessening the burden on the power grid.
On the other hand, it also involves reducing energy consump-
tion during periods of lower availability to renewable, which
supports the grid in managing workloads more effectively,
ensuring that tasks are scheduled in linewith the grid’s gener-
ation capacity [3]. The purpose of usingWattTime’sMarginal
Operating Emissions rate (MOER) is not to do with load per
se, but specifically managing the load in ways that avoid the
use of ’peaker plants’—plants that are turned on only to deal
with peak load—which in turn contributes to carbon intensity.
As the world grapples with the urgent need to address carbon
emissions, there is a unique opportunity to embed carbon-
awareness in the development and deployment of large-scale
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ML algorithms. Introducing carbon-awareness into the train-
ing and deployment of LLMs provides a path for sustainable
innovation.

The primary objective of this paper is to explore the con-
cept of carbon-awareness in LLMs and propose a novel
simulation toolkit using temporal shifting. For this paper,
we consider temporal shifting to be a tool that optimizes the
training of the model to the current power grid, taking advan-
tage of the dynamic nature of renewable energy resources.

By developing simulations to estimate the total training
time of an LLM under different timeshifting assumptions,
we demonstrate how timeshifting can significantly reduce
the carbon footprint of LLMs.Leveraging the dynamic nature
of the grid with the batchable workloads of LLM training,
we are able to see a meaningful trade-off between emissions
savings and time. Beyond our exploration of timeshifting,
we also consider the variability across and within different
power grids and simulate emission estimates for different
workloads relative to where and when these workloads are
run.

In the subsequent sections of this paper, we will lay
the groundwork for developing simulations to explore the
effects of timeshifting on training LLMs. Our methodol-
ogy will involve constructing realistic training scenarios and
evaluating the impact on model performance and how we
can improve on existing techniques to build more carbon-
awareness into existing applications. We build on generic
timeshifting strategies to create a two-threshold timeshifting
methodology.We believe this research expands the strategies
available to researchers to decarbonize LLM research.

2 Background and previous work

There is a growing community of researchers focusing on the
need for sustainability in deep neural network development.
From this body of work, it has become clear that energy effi-
ciency, particularly performance per watt, is not a complete
viewof the carbon cost of training algorithms.Optimizing for
performance per watt neglects the complexity of the energy
grid which can vary both in time and space. Figure2 shows
how the energy grid is dynamic. There is clear location, sea-
sonal, and time variability. For example, an energy grid in
California has diurnal variability: solar power is only avail-
able when the sun is shining. Further, overall grid usage can
vary based on changing demands which can be difficult to
estimate.

As more renewables come online, and as battery technol-
ogy lags in its ability to stabilize the grid, this intermittency
is only going to grow in the future. Being “carbon-aware,”
then, means being aware of, and resilient to, this intermit-

tency. We focus on one solution to build resilience and adapt
to grid intermittency: timeshifting model training.

There is also increased societal and regulatory pressure
to improve carbon reporting in general, and for assessments
of AI emissions specifically [4]. LLMs have become a rep-
utational issue for the technology industry as a whole [5].
While there is a belief thatMLmodelswill plateau in size and
then reduce [6], there is no shortage of innovation in model-
ing that considers bigger architectures and more parameters
to be the easiest solution for more predictive and accurate
models. If model efficiency is not inevitable, and efficiency
efforts in the technology industry tend to lead to more emis-
sions in the long term, not less, due to Jevon’s paradox [7],
decarbonization—and even just foregoing work that does not
need to be done—must play a stronger role in developer deci-
sions than it does currently.

Much of the work to improve the carbon footprint of
models has been directly tied to improving efficiency and
performance of models, relating improvement in efficiency
to sustainability. Someof these techniques for improving effi-
ciency directly try to reduce the number of model parameters
through methods such as distillation, e.g., [8], sparsity, e.g.,
[9], reducing space and/or time complexity, e.g., [10] or even
introducing lighterweight LMmodels for training data selec-
tion [11]. There is a body ofwork describing and categorizing
these efficiency improvements (e.g., [12] for transformers or
[13] for foundation models and their respective references)
but efficiency is not the same thing as sustainability. Sus-
tainability requires a broader view of the problem, beyond
simply ensuring the code, architecture, and model parameter
size is correctly scaled to the application of a model.

Other approaches to sustainability considerations in the
development, training and deployment of models have been
emerging across the literature. Some of these works include
resources and models to estimate carbon emissions, e.g.,
[14–16], while others focus on and quantify the effect of
optimizing specific aspects of the algorithms to lower car-
bon cost, e.g., [17] via grid and resource consideration. Other
focus on the need for data and accurate reporting [18, 19],
suggesting various tools such as leaderboards to incentivize
the largerML community [19] These efforts collectively cap-
ture a growing change in perspective in the community. We
capitalize on this growing interest and perspective to focus on
the usefulness and applicability of defining and exploring the
use of algorithms that dynamically adapt to the current energy
and grid environment. Specifically, we focus on timeshifting
the workload to start, pause, resume and endwith carbon cost
in mind.

Previous work in the timeshifting domain has primarily
focused on smaller language models with relatively short
training times [20]. Dodge et al. demonstrated that timeshift-
ing can lead to an 80% reduction in carbon emissions when
applied to these models within a 6–24h window [20]. How-
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ever, LLMs present a unique challenge as their training can
extend over several months. Meta AI, for example, estimates
that it took 5 months to train their LLaMa (Large Language
Model Meta AI) LLMmodel [21]. To address this challenge,
we have developed a simulation tool that estimates emissions
for largermodelswithout the need to physically run thework-
load. The tool also incorporates the cost of system idle time
to gain insights into the overall cost of timeshifting. By pro-
viding developers with this tool, we aim to empower them
to make informed decisions in reducing carbon emissions
before writing a line of code.

3 Challenges

Calculating carbon emissions for a piece of software, such as
an LLM, presents a multifaceted and intricate task. Follow-
ing the Software Carbon Intensity Specification detailed by
the Green Software Foundation [22], we break down emis-
sions into two components: operational carbon emissions and
embodied carbon emissions. The sum of these components
makes up the carbon emissions for a particular workload.

The complexity arises primarily due to several interrelated
challenges:

1. Carbon Intensity: Obtaining precise carbon intensity val-
ues corresponding to different energy sources requires
access to a comprehensive and up-to-date database. In our
research, we utilize WattTime to retrieve carbon inten-
sity values from the grid [23], similar to other work in
timeshifting [20]. WattTime makes predictions of carbon
intensity values up to 72h into the future. Our timeshifting
approach uses these predictions to schedule work in away
that reduces overall carbon emissions. However, these are
only predictions and the actual associated emissions may
differ widely from the predicted values.
In addition, WattTime reports MOER carbon intensity
values. MOER values represent the impact of adding
an additional load to the grid. In comparison, average
emissions represent the overall sustainability of the sys-
tem. The flexibility of our simulation allows us to switch
between MOER and average emissions. However, con-
sidering resource constraints, we have made a deliberate
choice to concentrate our efforts on MOER values for
our calculations. This decision is driven by the desire to
comprehensively explore the effects of timeshifting on
immediate carbon emissions and its alignment with grid
dynamics.
Carbon intensity information is notoriously inconsistent
across sources, often due to scoping issues [20]. Even
units suffer inconsistencies. For example, Dodge et al
[20] also used WattTime, and indicated that WattTime
uses carbon dioxide equivalent (CO2e), which includes

all greenhouse gasses converted to the equivalent amount
of global warming potential of carbon dioxide. Yet Watt-
Time’s documentation suggests their data refers to CO2

only. Data from the USEnvironmental Protection Agency
[24] suggest that thismight ultimatelymake little practical
difference numerically, but it demonstrates the inconsis-
tencies that are commonplace in this area.
Hence, we refrain from attempting to make our estimates
comparable across data sources by choosing only one
source: WattTime. This ensures that there is a level of
consistency as we do our calculations.

2. LLM-Specific Challenges: LLMs, with their immense
computational demands and prolonged training times,
exacerbate the complexities of measuring carbon emis-
sions compared to conventional software applications.
The distributed and parallel nature of LLM training fur-
ther complicates the assessment of energy consumption
and carbon impact. We address this issue by assuming the
workload uses all available compute resources. However,
this assumption may introduce some level of uncertainty.

3. Data center management: Similar to maintaining a power
grid to always have electricity available, data centers are
tasked with keeping computing resources at the ready for
customers. However, this means that systems remain in
an idle state until work is scheduled. Maintaining large
amounts of compute resources, even in idle states, requires
a large amount of power (and thus releases a large amount
of carbon).
Our simulation attempts to consider the cost of leaving the
system idle by using the idle power of the device in our
calculations; however, this is a simplified estimation of
idle power and it does not take into account the dynamic
nature of idle such as when the system switches between
standby mode and background tasks.
There is a growing need to understand how idle systems
contribute to carbon cost and how scheduling when and
how many servers are available at any given time impacts
the overall carbon cost of LLM compute. Further, under-
standingdifferent systemstates and their impact on carbon
emissions may provide simple strategies to lowering the
carbon emissions of systems at rest.

4 Power grid analysis

Understanding the intricacies of the power grid is essential for
sufficiently accurate carbon calculations and effective work-
load planning. In this paper, we focus on a few specific grids,
namely a relatively ’green’ grid run by the California ISO
North balancing authority (CAISO_NORTH), a grid with a
large amount of variability run by SPP Western Nebraska
(SPP_WESTNE), and a fairly ’dirty’ grid run by WAPA
RockyMountain Region (WACM). Our default grid for anal-
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Fig. 1 Marginal Operating Emissions Rate (MOER) of three different
grids across different years and months

yses is California ISO North,1 but as can be seen in Fig. 1,
there is a lot of variability in marginal emissions across dif-
ferent grids and across different times of the year.

Each grid also has different mixes of fossil fuels and
renewable energy.While theMOER values take into account
the carbon cost of the fuel source, it can be helpful to know
more information about the grid. For example. California’s
energy mix exhibits a significant dependence on fossil fuels,
constituting about 66% of its energy consumption in 2021
[25]. Conversely, renewable energy sources contribute only
33% to the state’s energy supply, with solar contributing 14%
and wind contributing 11%. The disparity between these fig-
ures underscores the importance of addressing the carbon
footprint of software workloads, as they significantly con-
tribute to greenhouse gas emissions in regions like California
(Fig. 2).

Graphing the emissions reported by WattTime over the
year for these three test locations, we see a similar global
pattern where certain grids have more overall marginal emis-
sions but also that there is variability in day-to-day on some
grids more than others.

Insights gained from this power grid analysis are invalu-
able for effective workload planning and carbon-aware
algorithm design. It is obvious that choosing a grid with
overall lower marginal carbon emissions can greatly affect
the overall carbon impact of the model. However, by under-
standing the temporal variations inmarginal carbon intensity,
we can go one step further and build training schedules and
software execution that can capitalize on the temporal vari-

1 We choose California ISO North as our default grid as the MOER
data is accessible to all via WattTime without a subscription.

Fig. 2 Marginal Operating Emissions Rate (MOER) for our three grids
during the week of June 1, 2022

ability in the grid. We can, for example, align training with
periods of lower carbon emissions, contributing to a greener
and more sustainable software development approach.

5 Approach

5.1 System and energy estimation

Our simulation tool kit allows for quick and easy estimations
of the overall carbon cost of a particular large-scale training
procedure. The simulation breaks down the problem of esti-
mating the carbon cost of training a large-scale model into
three main components: the system, carbon emission estima-
tion, and the time shift. We begin by defining the number of
nodes and devices in the system. Using the idle and Ther-
mal Design Power (TDP) characteristics of the hardware, we
estimate the system’s idle and max power consumption.

For this simulation, we assume that each node in the sys-
tem is running at the same rate and either in idle or max state.
The idle state for a node is the product of theCPU/GPUpower
usage at rest multiplied by the number of CPUs/GPUs used
in each node. The node max is similarly defined as the TDP
value associated with the specific hardware. Thus the system
idle/max is just the number of nodes multiplied by the calcu-
lated node level idle or max power. We obtain TDP and idle
power values from themanufacturer’s product specifications.

In our system definition, we approximate a system with
a generic CPU and GPU. Our estimation tool needs only an
estimate of each component’s Thermal Design Power (TDP)
and idle power consumption. TDP estimation is publicly
available from many different sources. Idle power, however,
is more difficult to estimate, as this information is not read-
ily publicly available and can vary significantly based on
individual system configuration and hardware. We use TDP
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estimates from CodeCarbon [26] and use ballpark estima-
tions of CPU idle at 10 watts and GPU idle at 15 watts. We
leave this discussion of power usage estimation for the future
work section in favor of focusing on our calculations for esti-
mating carbon costs.

For simplicity, we currently consider only these two
system states. Still, futurework could incorporatemore gran-
ularity by using power curves distributed by manufacturers
and better-characterizing hardware utilization as the work-
load runs. There is also the potential to add more devices
like accelerators and memory to the system definition.

5.2 Carbon estimation

To calculate carbon emissions, we utilize historical data
obtained from WattTime. WattTime data is available as part
of an API where registered users can access location-specific
marginal carbon emissions. The MOER is computed using
the EPACAMPD data [27] which provides hourly electricity
generation and emissions of major fossil-fuel power plants
in the United States. These values are derived by apply-
ing a regression model to the fossil-fuel emissions reported
by power plants and are supplemented with additional data
about renewable energy sources [28]. WattTime reports the
carbon intensity of the grid as MOER values at 5-minute
intervals. The location granularity of WattTime is dictated
by the region’s power balancing authority which is respon-
sible for grid balancing. In total, WattTime has 100 unique
power grid locations, covering the fullUnited States and parts
of Canada. While access to this API requires a subscription
or data request fromWattTime, individuals can replicate our
work with free access fromWattTime to historical data from
California ISO North’s MOER values over time.

While WattTime has some predictive models focused on
estimating grid usage in the future, the time horizon for these
predictions is only 72h, meaning most of our workloads are
beyond the prediction time frame. Thus we turn to historical
data.

To align with our system-level assumptions in which
power measurements are computed in hours, we down-
sample the data to derive hourly MOER values. As previ-
ously mentioned, MOER values represent the impact of an
additional load on the grid. To ensure the accuracy and con-
sistency of our data, and to account for potential changes in
methodologies and energy sources over time,we have chosen
to specifically utilizeWattTime’s model version 3.2 (referred
to as MOER version 3.2 in the data) for our investigation. To
calculate MOER for a specific workload, we take a subset of
that dataset starting from when the workload is scheduled to
begin and calculate the hypothesized end time. We then mul-
tiply the MOER values (sampled hourly) by our estimated
system power to calculate the MOER cost for the entire run-
time.

5.3 Replication study

To ensure the representativeness of our calculations for real-
world workloads, we closely replicate the setup of Meta AI’s
long-runningLLMmodel namedLLaMa [21].By replicating
the overall carbon cost of training a long-running LLM, we
validate our simulated power consumption of the underlying
system onwhich long-running LLMs are trained. This allows
us to rely on our simulated power consumptionmodel instead
ofmeasuring the power consumption directly via training. By
showing we have a reliable estimate of power consumption,
we can then explore algorithms that adapt to the grid without
having to train any LLMs directly.

LLaMa required 2048 GPUs and a training time of
approximately 5 months, resulting in an estimated energy
consumption by the original authors of around 2,638 MWh.
No information was provided about CPU usage. The authors
estimated the carbon emission of LLaMa at 1015 tons of
COe2. This is equivalent to 128 homes’ energy for 1 year
according to the United States Environmental Protection
Agency [29]. They mention their utilization of the GPU’s
Thermal Design Power (TDP) of 400W to approximate the
power consumption of the workload.

Assuming the same number of GPUs and runtime for the
purposes of synthetic analysis, our estimation tool projected
the system to consume about 2949.12 MWh of energy dur-
ing training. The discrepancy is relatively modest at 12%.
This suggests that while models, hardware, hardware utiliza-
tion, system configuration will vary, our synthetic analysis
can reasonably approximate a realistic LLM scenario. Esti-
mating carbon emissions, especially retrospectively, can be
very difficult. Our goal is not absolute precision, but rather
accuracy sufficient to enable developers to make a ballpark
estimate prior to training a large-scale production model.
Making such an estimate requires very little emissions, and
supports the ability to optimize training time for sustainabil-
ity.

Carbon emissions depend heavily on the location where
the workload runs. While LLaMa assumes the US national
carbon intensity of 0.385 kg CO2-eq/kWh, in this study, we
specifically use carbon intensity data from California ISO
North. This allows us to explore the benefits of timeshifting
(below) while considering the region’s actual carbon foot-
print and providing more accurate insights into the potential
environmental impact.

If the energy source were restricted to California ISO
North, we estimate that this model or a similar model would
have released 1099 tons of CO2. This is approximately an 8%
difference, which might be accounted for by the location, the
difference in emissions data sources, or a combination of
both.

Whereas the approximation of the carbon emissions esti-
mate of LLaMa from the original paper [21] uses the national
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Fig. 3 Heatmap of marginal emissions of training LLaMa on different
grids (y-axis) with different start times as months in 2022 (x-axis).
We exclude WAPA Rocky Mountain Region (WACM) from this figure
because the estimated carbon cost was between 2883 and 3039 tons,
masking the seasonal variability of the other locations

average, we can easily test what the carbon emissions would
look like at varying locations. Figure3 shows our estimation
of carbon emissions for training LLaMa on different grids
and starting training at different times of the year. We choose
to look at 3 different grids California ISONorth (our original
estimation), California ISO Palm Springs, and SSP Western
Nebraska. We choose California ISO Palm Springs because
it has historically been one of the greenest grids on average.
SSP Western Nebraska is a grid with high variability both in
the short term and across seasonality and thus offers insight
into how a highly variable grid may impact and alter the
amount of carbon emissions training a large-scale model.

We note that the similarity in estimating both the power
usage as well as the overall carbon cost of LLaMa with such
minimal information related to carbon training costs verifies
the need, and use, for such tools as ours that allow individuals
to do a back of envelop calculation to understand how training
amodel of this sizewould impact the environment. Addition-
ally, the ease of adjusting which grid the model is trained on,
and when training starts, empowers users to make more sus-
tainable decisions with low overhead cost (see Fig. 3).

5.4 Introduction to timeshifting

Timeshifting is a largely effective strategy to reduce car-
bon emissions of software in data centers, including major
players like Google [30]. Timeshifting refers to the strate-
gic scheduling of computing tasks and processes to align
with periods of lower energy demand or higher availability
of renewable energy sources. For instance, data centers can
analyze historical data and predictions on future renewable
energy availability to dynamically shift resource-intensive
workloads, such as data processing, computational tasks, and
server operations, to periodswhen the energy grid reliesmore
heavily on sustainable energy generation [30].

5.5 Two-threshold timeshifting

Simply modeling the system and linking it to location-
specific MOER measurements allows us to approximate the
overall carbon cost of training a model at various times of
years and various locations. As can be seen, by Fig. 2, both
seasonality and location play a large role in the overall car-
bon emissions cost. Noting the difference that can be made
by choosing a different time of year to train a large-scale
model, we incorporate a basic timeshifting algorithm into
our simulation. The idea is to automatically place the system
into idle when the grid is detected to be ’too dirty’. We can
then decide when the grid is ’clean enough’ to start training
the model again.

To illustrate the usefulness of timeshifting and its impact
on carbon, we investigate the impact on emissions by consid-
ering a cutoff to stop training and a separate cutoff to restart
training. How these thresholds are chosen can quickly get
complicated and be directly related to the various temporal
changes a specific grid undergoes. While one could imag-
ine optimizing these cutoffs for the grid and time in which
the model will be trained, we instead define a very naive
and simple cutoff procedure in order to isolate the effect of
timeshifting specifically. We define these thresholds to be
based on a percentile MOER usage averaged over the last
few years for a specific grid location. This allows our carbon-
aware algorithm to adapt to the specific location (allowing
for cross-location comparisons)withoutmaking assumptions
about future grid utilization. We then explore various cut-
offs for stopping and separately resuming training. Such a
timeshifting procedure is clearly not defined when the restart
cutoff is less than the stop cutoff as the system would simply
instantly restart. Figure9 shows two cutoffs we considered
in exploring the use of timeshifting.

Utilizing these thresholds, we explore various permu-
tations by pausing and resuming the workload based on
the specific MOER values at the identified percentiles. For
instance, we can pause the workload when MOER values
cross the 95th percentile (985.33 lbs CO2/MWh for Califor-
nia ISO North’s power grid) and resume the workload when
the carbon intensity drops below the 75th percentile (949.0
lbs CO2/MWh for California ISO North’s power grid).

Of note, in our approach, we calculate the MOER thresh-
olds over the course of several years. Thismethodology could
introduce biases in the model due to systematic over/under
estimation of normal grid use at the current time. This bias
could be due to changes in the energy mix (e.g., introduction
of more green energy sources resulting in lower MOER esti-
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Fig. 4 Heatmap of timeshifted emission costs for LLaMa normalized
by the non-timeshifted workload starting in January 2022. X-axis rep-
resents the carbon intensity percentile we pause running the workload;
Y-axis represents the carbon intensity percentile we resume the work-
load. The emissions are represented by the color of the cells, where
lighter cells indicate lower emissions. Percent carbon savings can be
estimated as 1 minus the cell value

mates over time) or due to a growing demand and utilization
on the overall grid. Thus, if we are using our timeshifting
model to minimize carbon cost, we can expect to see larger
carbon savings in January than in July. However, we can also
expect a longer runtime for the timeshifted January mod-
els than the July models. The longer runtime cuts into the
potential carbon savings since the system cannot be made
totally carbon neutral and must wait in idle until it can be
resumed. Such biases arise due to the inclusion of emis-
sions data from various seasons and periods with different
energy usage patterns. To mitigate this effect, users of this
tool should carefully consider how to define the stop-training
and resume-training cutoffs. Because there are strong sea-
sonal patterns within grids, there may be an advantage to
considering seasonal adjustments along with realistic time
expectations. Careful consideration and sensitivity analysis
are necessary to account for the seasonal variations in emis-
sions and ensure the robustness of our simulation results.

5.6 Further exploration: timeshifting

After employing our two-threshold approach, we present a
heatmap of our findings (Fig. 4). For a 5-month-long work-
load initiated in January within California ISO North, our
strategy yields minimal carbon savings. In fact, we can only
prevent approximately 32 tons of CO2 emissions (Fig. 5),
while extending the runtime by 780h (equivalent to 32.5
days) (Figs. 6, 7).

Upon rescheduling the workload to run one month later,
we observe that the emissions worsen. While commencing

Fig. 5 Histogram of CO2 savings for timeshifted LLaMa workload
starting in January

Fig. 6 Histogram of runtime costs for timeshifted LLaMa workload
starting in January

the workload in January 2022 could have potentially pre-
vented the emission of up to 32 tons of CO2 (Fig. 8), shifting
the start to February only offers a maximum reduction of
13 tons of CO2. Consequently, timeshifting the workload
introduces no significant benefits and, in turn, extends the
workload’s run time.

These results likely stem from initiating the workload dur-
ing the grid’s peak emissions period.However, this highlights
the significance of our simulation tool. By having the capa-
bility to simulate the timing and execution of long-running
workloads before their actual implementation, we can avoid
potentially costly errors. Such foresight empowers us to opti-
mize workload scheduling and minimize the environmental
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Fig. 7 Heatmap of timeshifted emission costs for LLaMa normalized
by the non-timeshifted workload starting in February 2022

Fig. 8 Histogram of CO2 savings for timeshifted LLaMa workload
starting in February

impact, making the tool indispensable for responsible and
efficient computing practices.

5.7 Exploring other workloads

In this section, we delve into the realm of other workloads,
expanding the scope of our investigation beyond the pre-
viously examined scenarios. As we venture into diverse
applications of timeshifting, we explore how this innova-
tive approach can be adapted to various types of workloads,
each presenting unique challenges and opportunities. By
delving into these different workloads, we aim to unlock
valuable insights into the potential benefits and limitations
of timeshifting strategies, fostering a deeper understanding
of their applicability in real-world computing scenarios.

Fig. 9 Grid emissions for California ISO North in January

We examine a system made up of 1000 nodes where each
node contains 2 CPUs and 8 GPUs. We assume, for the sake
of this exploration that each CPU consumes 10 watts in idle
and 271 watts when fully utilized. Each GPU consumes 15
watts in idle and 700 watts when fully utilized. Our system
is located in California ISO North and we would like to run
the workload in January 2023.

The grid emissions in January are fairly consistent with
the 95th percentile of emissions at 985 lbs/MWh and the 75th
percentile emissions at 949 lbs/MWh (Fig. 9).

We have two workloads that we need to run at this time.
One workload takes 300h to run and the other takes 720h.

When simulating the 300-hour workload in this setting,
the heatmap reveals intriguing data points. In Fig. 10, we
observe that the highest emissions occur when we pause the
workload at the 95th percentile and resume it at the 85th
percentile of carbon intensity. We attribute this phenomenon
to the fact that the energy mix at the 85th percentile could
comprise both fossil fuels and renewable energy, leading to
increased uncertainty when the system relies on renewable
sources.

Simulating the 720-hour workload, on the other hand,
reveals amore intuitive heatmap (Fig. 11)where the lowerwe
set the threshold, the less emissions we have. In our experi-
ment, the 720-hour workload has more than a 50% reduction
in emissions at the 75th percentile of emissions.

These findings suggest that the effectiveness of timeshift-
ing strategies can vary significantly depending on the dura-
tion of the workload. Workloads, such as the 720-hour
one, seem to offer greater potential for emissions reduc-
tion through timeshifting, while shorter workloads may have
limited gains. This observation underscores the importance
of carefully tailoring timeshifting approaches to the specific
characteristics and duration of workloads. By understand-
ing these nuances, we can optimize the implementation of
timeshifting techniques. We note that other papers (namely
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Fig. 10 300-hour workload heatmap of emissions relative to non-
timeshifted workload

Fig. 11 720-hour workload heatmap of emissions relative to non-
timeshifted workload

[20]) have found an advantage to timeshifting, especially for
small workloads. We believe this discrepancy between our
findings and theirs comes from the fact that we account for
idle power consumption even when delaying the start time
of the model. If the model has a short runtime, the energy
savings for running at cleaner times is offset by the carbon
cost of maintaining the idle system.

However, to get the lowest possible emissions out of both
workloads, we extend the runtime by a nontrivial amount.
For the 300-hour workload, the runtime increases by a fac-
tor of 7x (Fig. 12), resulting in only a 30% reduction in CO2

emissions (Fig. 10). On the other hand, the 720-hour work-
load performs better, achieving over a 50% reduction in CO2

emissions (Fig. 11)with a runtime extension of 4.3x (Fig. 13).
The two-threshold simulation offers valuable insights into

the workload’s behavior over time. Both the 300-hour work-
load (Fig. 14) and the 720-hour workload (Fig. 15) exhibit

Fig. 12 Histogram of runtimes for timeshifting the 300-hour workload

Fig. 13 Histogram of runtimes for timeshifting the 720-hour workload

frequent bursts of activity, contributing to longer runtimes.
However, it’s essential to note that the simulation has not yet
accounted for the cost of caching memory frequently. Future
work aims to refine our calculations by incorporatingMOER
thresholds that more accurately correspond to the renewable-
to-non-renewable energy supply mix.

5.8 Exploring other locations

While our earlier analyses focused on California ISO North,
we expanded our investigation to include other regions with
distinctive energy profiles. By doing so, we aimed to unveil
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Fig. 14 A comparison of running the 300-hour workload with different
thresholds. Each subplot represents the emissions over the course of the
workload when the pause and resume thresholds are the same values

Fig. 15 A comparison of running the 720-hour workload with different
thresholds. Each subplot represents the emissions over the course of the
workload when the pause and resume thresholds are the same values

Fig. 16 Carbon intensity of California ISO North (CAISO_NORTH),
SPP West Nebraska (SPP_WESTNE), and WAPA Rocky Mountain
Region (WACM) grid regions from June 1, 12 AM–June 13, 12 PM
(300h)

the influence of varying carbon intensities on the effective-
ness of timeshifting strategies.

Keeping the same system definition and assuming that
the data our workload needs is already present at the
new locations, we compare the CO2 savings when running
workloads in June 2022 in regions covered by the power
grids California ISO North (CAISO_NORTH), SPP West-
ern Nebraska (SPP_WESTNE), andWAPARockyMountain
Region (WACM).

Figure 16 depicts the grid intensity patterns of the respec-
tive areas during a 300-hour period from June 1, 12 AM to
June 13, 12 PM. In the case of California ISO North, there is
a noticeable level of variability, with MOER values fluctuat-
ing between 0 and approximately 1000 lbs CO2/MWh. SPP
West Nebraska exhibits even greater variability, with grid
intensity ranging between 0 and 1400 lbs CO2/MWh. On the
other hand, WAPA Rocky Mountain Region demonstrates
comparatively lower variability but higher MOER values,
spanning from 1700 to 2200 lbs CO2/MWh. Based on the
grid intensity insights, it seems probable that California ISO
North will encounter more occurrences of timeshifting com-
pared to the WAPA Rocky Mountain Region.

Running our simulation, we generate histograms of
the amount of carbon saved in each region for vari-
ous pause/resume thresholds (CAISO_NORTH—Fig. 17,
SPP_WESTNE—Fig. 18, WACM—Fig.19). Interestingly,
we see that no matter how you implement timeshifting in
CAISO_NORTH, there will be some carbon savings. In the
case of SPP_WESTNE, significant carbon savings appear
only upon reaching the 85th percentile of carbon intensity in
the region. However, this region presents ample potential for
curbing carbon emissions, particularly at lower carbon inten-
sity thresholds. When juxtaposed with the CAISO_NORTH
results, there is a 25% reduction in carbon emissions. Con-
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Fig. 17 Histogram of tons of carbon not emitted compared to non-
timeshifted workload in California ISO North (CAISO_NORTH)
starting in June 2022

Fig. 18 Histogram of tons of carbon not emitted compared to non-
timeshifted workload in SPP West Nebraska (SPP_WESTNE) starting
in June 2022

versely, there is minimal influence of timeshifting on carbon
reduction in WACM.

Looking closer at how theworkload is paused and resumed
over the course of time (Figs. 20, 21, 22), we see some
interesting patterns. CAISO_NORTH has more sporadic
timeshifted segments; in fact, the pauses are hard to distin-
guish from the natural fluctuations in the grid. Furthermore,
for each percentile we examined, there is a consistent upward
trend in the duration of the workload resulting in it extending
its runtime.

We also see that the workload does not get timeshifted
after a while in WACM. This observation challenges the

Fig. 19 Histogram of tons of carbon not emitted compared to non-
timeshifted workload in WAPA Rocky Mountain Region (WACM)
starting in June 2022

Fig. 20 Time series of the workload running in California ISO
North (CAISO_NORTH) starting in June 2022. From top to bottom:
non-timeshifted, pause/resume=0.95, pause/resume = 0.9, pause/re-
sume=0.85, pause/resume = 0.8, pause/resume=0.75

thresholds selected based on historical data, suggesting that
they may not accurately capture this specific period. Conse-
quently, WACM necessitates a more sophisticated approach
to implementing carbon-aware applications. A timeshifting
technique is probably not the right solution for this region as
there is no good time to pause/resume the workload.
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Fig. 21 Time series of the workload running in SPP West Nebraska
(SPP_WESTNE) starting in June 2022. From top to bottom:
non-timeshifted, pause/resume=0.95, pause/resume=0.9, pause/re-
sume=0.85, pause/resume = 0.8, pause/resume=0.75

Fig. 22 Time series of the workload running in WAPA Rocky Moun-
tain Region (WACM) starting in June 2022. From top to bottom:
non-timeshifted, pause/resume=0.95, pause/resume=0.9, pause/re-
sume=0.85, pause/resume =0.8, pause/resume=0.75

From our observations, timeshifting involves more than
merely selecting an optimal time for running a workload; it
requires a thorough comprehension of the energy mix in the
supplying power grid of that region. Running a carbon-aware
application that utilizes timeshifting in a region with limited
renewable energy will inadvertently increase carbon emis-
sions. As more data becomes available about the energy mix
from the power grid, it is important to align our timeshifting
strategies with the local energy landscape. Only then can we
maximize the carbon-reducing potential of our applications.

6 Future work

There are several avenues for extending and enhancing the
capabilities of our estimation tool and simulation to provide
more comprehensive insights into the carbon emissions of
long-running workloads.

1. Utilizing Power Curves: Currently, our estimation tool
relies on the Thermal Design Power (TDP) values pro-
vided by hardware manufacturers. In future work, we
can enhance the accuracy of our energy consumption
estimates by incorporating power curves distributed by
manufacturers. Power curves offer a more detailed repre-
sentation of a hardware component’s power consumption
across various utilization levels, enabling a more fine-
grained estimation of energy usage during workload
execution.

2. Scaling Hardware and Networking Costs: To capture
a more realistic and complete view of energy con-
sumption, we can expand our simulation to account for
larger-scale hardware configurations. Including various
hardware components and networking costs will provide
a more comprehensive analysis of the energy require-
ments and carbon emissions associated with different
workload setups.This extensionwill be particularly useful
for understanding the impact of workloads in distributed
computing environments.

3. Cost of Idle Power: In our early exploration of the
timeshifting work, we found that idle power consumption
has a large impact on carbon savings especially with an
optimized timeshifting strategy.Whilewe have shed some
light on the impact of idle power, there remains an oppor-
tunity to delve deeper into this phenomenon. Exploring
how idle power varies across different times of the day,
workload types, and hardware utilization and configura-
tions can help us design better software and systems.

4. Fidelity and Access of Data from the Power Grid: While
our current framework integrates valuable insights into
carbon emissions and energy intensity, there exists an
opportunity to delve deeper into the intricacies of power
grid dynamics. Different regions and organizations may
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adopt different calculation methods, leading to inconsis-
tencies that can impact the accuracy of our simulation.
Understanding the variations in calculations can help us
increase the accuracy and reliability of our simulation.
Additionally, data from the power grid in relation to car-
bon emissions from renewable resources is not widely
available or reported. Global coverage of emissions data
is poor, access to information on power usage and source
behind the meter is limited, and geographic smoothing
often makes access to individual emissions impossible.
Increasing access to data around power, and increasing
granularity of where power comes from, could result in
more attention to and potential solutions for how to effec-
tively minimize carbon contributions of AI workloads.

Future work must consider how the role of timeshifting is
impacted by differences in grid variability and intermittent
access to renewable workloads. We saw many cases where
timeshifting a workload would reduce the amount of carbon
released into the atmosphere, but we also saw cases in which
timeshifting was not helpful in minimizing emissions. We
believe the usefulness of timeshifting is directly related to
grid variability. This suggests two future directions for this
work.One direction is to characterize the types of gridswhere
timeshifting is most amenable and the second direction is
to develop adaptive algorithms similar in their adaptability
to the timeshifting algorithm presented here that effectively
work to reduce carbon emissions on grids where timeshifting
is not applicable.

Beyond extending our systemestimation tool or additional
algorithms that adapt to the variability of emissions, we also
must consider extending our estimations to include more
than just the cost of training these LLMs, as there are many
other important aspects of the development and deployment
of LLMs that can substantially contribute to carbon emis-
sions. Inference has its own carbon contribution that can
vary greatly by how LLMs are integrated with other types of
systems and marketed to end users. Further, we neglect the
carbon contribution of model development and research that
lead to, for example, the development and success of Meta
AI’s LLaMa model. To fully understand the impact and role
of LLMs in contributing to greenhouse gas emissions, we
need a unified way of calculating carbon emissions at these,
and many other, stages. Beyond simply considering the car-
bon cost of development and deployment of LLMs, we also
need to consider the emissions released in the production of
the hardware used to train these LLMs.

7 Conclusion

Our work provides a back-of-the-envelope calculation of the
energy cost of training a long-running LLM . We enhance

this calculation by grounding it in power-grid data to esti-
mate the carbon cost of model training. We also propose a
timeshifting algorithm that pauses training of the model dur-
ing times when the grid is particularly dirty and resumes
when the carbon cost of the grid is below a given threshold.
We show how the computational requirements of the model,
the location where the model is trained, and even when the
model is trained all have a dramatic influence on the carbon
cost of LLMs.

Specifically, this paper highlights the significance of
timeshifting for long-running workloads in LLMs, present-
ing a promising avenue for reducing carbon emissions. Our
simulation offers valuable insights into the potential and
limitations of timeshifting, revealing intriguing patterns that
influence model performance and model runtime. Acknowl-
edging the need for further advancements in carbon-aware
model training, we envision incorporating more comprehen-
sive systemdefinitions and exploring energymix dynamics to
refine our approach as an area of future research. Aswemove
forward, prioritizing carbon-aware algorithms and sustain-
able computing practices will play a pivotal role inmitigating
the environmental impact of LLMs and other workloads, fos-
tering a greener and more sustainable computing landscape.
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Appendix A: Pseudocode for two-threshold
MOER value selection

# Def ine the th r e sho l d s f o r paus ing
# and resuming the workload
t1 : = pause_ th resho ld
t2 : = resume_thresho ld
paused := False

# Loop through the MOER va lue s
f o r M i n MOER_vals :

i f M > t1 :
paused = True

e l i f not paused and M < t1 :
paused = False

e l i f paused and M > t2 :
paused = True

e l i f paused and M < t2 :
paused = False
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