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Abstract
Among all the application areas of the time-series prediction, stock market prediction is the most challenging task due to
its dynamic nature, and dependency on many volatile factors. The unpredictable fatal events called Black Swan events also
highly influence the stock market. If the successful stock trends prediction is achieved, then the investors can adopt a more
appropriate trading strategy, and that can significantly reduce the risk of investment. In this work, a time-efficient hybrid stock
trends prediction framework(HSTPF) is proposed to successfully predict the future trends of the stock market even during
the periods of Black Swan events. Here, to improve the prediction accuracy of HSTPF, the Black Swan events analysis and
features selection operations are performed, and also the performance of various machine learning classifiers are analyzed.
A vast number of experiments are conducted on the two real-world stock market datasets S&P BSE SENSEX and Nifty 50,
to analyze the performance of the proposed framework. The framework is applied for the single-step and multi-step ahead
predictions. The experimental results show that the proposed framework produces over 86% of accuracy, and during the Black
Swan events, its accuracy is almost 80% for single-step ahead predictions. For the multi-step ahead of predictions, the HSTPF
is produced satisfactory results. The framework also outperforms other existing similar works even during the Black Swan
events in terms of prediction accuracy, and its computational time is also very low.

Keywords Stock trends prediction · Deep learning · Machine learning · Technical indicators · Black Swan event

1 Introduction

Prediction is one of the biggest challenges for any research
area. If a successful prediction is achieved, then that can
smoothen the livelihood of the people. One of the most chal-
lenging time-series prediction research areas is the stock
trend prediction because of its nonlinearity and highly
dynamic behavior. The stock market is also suffered from
unpredictable events that have a serious negative impact on
it and is called the Black Swan events. If the successful stock
trend is predicted, then the stock market regulators and the
investors can develop better trading strategies, which helps
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them to reduce the risk of the investment and also increase
profitability.

In recent times, numerous research work has been done
to develop the most appropriate model for the stock mar-
ket prediction. These stock market predictions have been
done through two types of analysis, viz. fundamental analy-
sis and technical analysis. The fundamental analysis [1,2]
uses various types of economic and financial informa-
tion, such as macroeconomic factors and foreign exchange
rates. On the other hand, technical analysis [3,4] is done
based on the stock price information. Nowadays, machine
learning and deep learning are two popular artificial intel-
ligence tools that are widely used for stock prediction.
Gaussian Naïve Bayes (GNB), Autoregressive Integrated
MovingAverage (ARIMA),SupportVectorMachine (SVM),
LogisticRegression (LR),K-NearestNeighbor (KNN),Clas-
sification and Regression Tree (CART), Linear Discriminant
Analysis (LDA), Random Forest Classifier (RF) are the
popular machine learning algorithms that are extensively
used in various stock market prediction research works [5–
7]. On the other hand, Recurrent Neural Networks (RNN),
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Long Short-Term Memory (LSTM), Gated Recurrent Unit
(GRU), Convolutional Neural Networks (CNN), Deep Belief
Network (DBN), Restricted Boltzmann Machine ( RBM),
Autoencoders (AE) are widely used deep learning algo-
rithms, and they are successfully applied to predict the stock
market [8–11]. Recently, the deep learning methods have
become more popular compared to machine learning meth-
ods due to their automatic spatiotemporal feature extraction
capabilities, whereas to deploy themachine learningmethod,
domain expert knowledge is required for feature extraction.
Recent research work [12,13] compares the performance of
machine learning approaches with deep learning approaches
for time-series forecasting and shows that the deep learn-
ing methods outperform machine learning methods for large
volume input datasets, whereas the performance of machine
learning methods is better when the dataset volume is small.
Another major drawback of deep learning methods is their
high computational time.

Some of the recent studies [14,15] show that the technical
indicators of the stock market play a significate role in stock
trends prediction. Although the deep learning-based mod-
els produce fair results, they are computationally very slow.
Currently, the globalization effect increases the financial flow
across the world, and as a result, the stock price of a country
is not only influenced by local events but it also influenced
by other international events. There are a limited number of
efforts [16–18] that have been done in this regard. But they
are not considered as the different international Black Swan
Events that highly influence the stock price of a company.

In this study, we propose a hybrid stock trends prediction
framework (HSTPF) to predict the stock trend of Indian stock
market with a higher degree of accuracy and lower compu-
tational time. Here, a Black Swan event analysis algorithm
is proposed to capture the uncertainty of the stock market.
The different technical indicators of the stock market are
also considered along with the raw stock market data for
better prediction accuracy. The deep learning-based feature
extraction phase is introduced to extract the features from the
time-series data. The feature extraction phase maps the input
sample to the features space for discriminating each pattern
of the sample and that helps the classifier to more accurately
predict the trends. And a machine learning-based classifier
is used to classify the feature vector to predict the stock
trends. Here, the performance of various machine learning-
based classifiers is compared to select the best classifier to
improve the prediction accuracy. The main contribution of
this research work are as follows:

– To capture the uncertainty of the stock market, Black
Swan Event analysis algorithm is proposed. A deep
learning-based impact prediction model is constructed.

– Technical features are extracted from the stock market
dataset to improve the prediction accuracy.

– To reduce the dimensionality of the dataset and also to
extract features, a CNN-based autoencoder is deployed.

– The performance of differentmachine learning classifiers
is compared to obtain the best classifier for the trend
prediction.

The rest of the paper is organized as follows: In Sect.
2, we represent the concise description of the literature we
reviewed. The detailed description of our proposed method-
ology is presented in Sect. 3. In Sect. 4, we describe the
experimental process and compare our framework with other
state-of-the-art models. Finally, in Sect. 5, the conclusion is
drawn.

2 Literature review

In the last few decades, many efforts were made to pre-
dict stock market trends. These efforts are mainly classified
into fundamental analysis and technical analysis. The funda-
mental analysis uses different macro-economic factors for
the prediction; on the other hand, the technical analysis
method [19] uses the historical stock price for the predic-
tion. Later on, these technical analysis methods have been
formulated as pattern recognition problems. These pattern
recognition problems to predict the stock market are broadly
divided into statistical methods, machine learning methods,
deep learning methods, and hybrid methods [20–22] that
combine two or more different types of methods.

Autoregressive Integrated Moving Average (ARIMA)
model is a popular machine learning for forecasting linear
time-series data. In [23,24], the ARIMA model was used
for short-term stock trends prediction. In [25], the authors
proposed the ARIMA-BP model by combining the ARIMA
with the backpropagation (BP) neural network model to cap-
ture both the linearity and nonlinearity of the stock market
time-series data for the stock trends prediction. Here, the
authors showed that this ARIMA-BP model generates better
prediction accuracy compared to the shallow ARIMA and
BP models. In [5], the authors proposed a machine learning
framework(MLF) to predict the stockmarket. They also tried
to find out the impact of social media and financial news on
the market. They show that the fusion of social media and
financial news with the stock market data can improve the
prediction performance.

In recent times, with the increased computational power
and the availability of large volumes of historical data, deep
learning architectures have become one of the popular tools
for time-series prediction. A large number of deep learning-
based novel research work has been done to predict the stock
market trends. In [26], a deep learning model was proposed
by combining the CNN and LSTM architectures. Here, the
authors used the technical indicators and the textual informa-
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Fig. 1 Architecture of the proposed forecasting system

tion for the stockmarket prediction to improve the prediction
performance. The LSTM model was applied to the large
volume of the S&P500 dataset in [27], and it proved that
the LSTM model is superior compared to the standard deep
neural network architectures. In [10], authors integrated 1D-
CNNwith LSTM architecture to build a deep learning model
and showed that the combined architecture is better than the
shallow architectures. The LSTM, RNN, and GRU architec-
tures were compared in [28] to forecast the Google stock
price movement. Here, the authors showed that LSTM and
GRU are exhibited better prediction accuracy compared to
RNN. The authors in [29] proved that the combined model
of wavelets and CNN is better than the traditional ANN
approaches. The multiple pipeline model was developed in
[30] by combining CNN and bi-directional LSTM. Here, it
is been established that the multiple pipeline model’s perfor-
mances were increased by 9% over a single pipeline model.
The attention-based stock market prediction model (ATN-
GRU-M) is proposed in [31]. Here, the authors used the
attention layer with the traditional GRU layers, and they also
extract the technical features for increasing the prediction
accuracy. They show that with the integration of the attention
layerwith the conventionalGRU, the prediction performance
is improved. The comparison between the ANN, SVM, Ran-
dom Forest, and the Naive–Bias was done in [32] based
on the two input approaches. The first approach contained
ten technical parameters of the stock market, and in the sec-
ond approach, these technical indicators were represented as
the trends deterministic data. Here, the authors showed that
the performance is improvedwith the second input approach.
In [33], the authors proposed a motifs extraction algorithm to

extract the higher-order structural features from the raw time-
series data. These motifs were applied to the CNN model
to extract the abstract features to predict stock trends. The
authors also showed that the model improves the prediction
accuracy compared to the other traditional methods.

However, most of the recent work considered the stock
market prediction as a pattern recognition problem, and to
improve the prediction accuracy they concentrated on the
selection of the different types of machine learning, deep
learning, and/or statisticalmodels. Someof the researchwork
was concentrated on the analysis of the various technical indi-
cators and sentiments of the tweeter and news data that are
related to the stock market. Differentiating from the exist-
ing work, here we propose a hybrid stock trends prediction
framework (HSTPF) that combines both machine learning
and deep learning methods. This proposed work analyzed
the various Black Swan events and identify their impact on
the stock market to deal with the uncertainty of the market.
This work is also trying to reduce the computational time of
the framework.

3 Methodology

The detailmethodology of the proposed framework (HSTPF)
is described in this section. The architecture of the proposed
framework is shown in Fig. 1. This proposed work intends to
build a robust forecasting system to predict the l days ahead
of the Indian stock market’s trends based on the current ten
days stock market data. The entire operation of HSTPF is
divided into three functional phases.
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Table 1 Dataset description

Historical dataset
name Period Attributes Source

S&P BSE SENSEX 01.01.1991 to 31.12.2019 Open price, low price, high price, close price www1.nseindia.com

Nifty 50 01.01.1996 to 31.12.2019 Open price, low price, high price, close price www.bseindia.com

Forecasting dataset

S&P BSE SENSEX 01.01.2020 to 31.03.2021 Open price, low price, high price, close price www1.nseindia.com

Nifty 50 01.01.2020 to 31.03.2021 Open price, low price, high price, close price www.bseindia.com

Table 2 Description of Black Swan events

Event Year Duration

Harsh Mehta Scam Apr’1992 261 days

9/11 Attack Sep’2001 38 days

Global Financial Meltdown Jan’2008 418 days

China Slowdown Aug’2015 185 days

Demonitization Nov’2019 17 days

NBFC Crisis Sep’2018 144 days

COVID19 Pandemic Mar’2020 105 days

3.1 Data collection

In this work, two different types of datasets are constructed.
The first dataset is namedHistorical Dataset which contains
a large number of historical stock market data (open price,
high price, low price, and close price) of S&P BSE SENSEX
and Nifty 50. This Historical Dataset is used for the Black
Swan event analysis. The second dataset called Forecasting
Dataset contains the historical stockmarket data (open price,
high price, lowprice, and close price) of a target stockmarket.
The volume of the second dataset is relatively small, and it is
used for stock trends prediction of that market. The detailed
description of the dataset is presented in Table 1.

3.2 Black Swan events analysis

In the world economy, the unpredictable events that have a
severe negative impact on the global economy and which are
extremely rare are called the Black Swan event. In general,
the standard forecasting tools are not capable to predict the
destructibility of these events.

In this study, to capture the uncertainty of the Indian stock
market, a Black Swan event analysis method is proposed. In
this regard, the seven devastating global Black Swan events
that have a severe impact Indian stockmarket are considered,
and these events are presented in Table 2.

The entire operation of the Black Swan event analysis is
segregated into two phases.

3.2.1 Impact calculation

To find the impact of Black Swan events on the stock market,
here we propose an algorithm named “Black Swan Event’s
Impact(BSEI).” This algorithm generates multiple segments
from the Historical Dataset and also determines the impact
vector corresponding to each segment. In the following steps,
we describe the BSEI algorithm.

Step 1. The entire Historical Dataset is divided into k
number of segments (Segi ; i = 1, 2, . . . , k) with the seg-
ment length sl = 10 by striding the dataset with striding
length λ = 1. So, the number of segments is calculated as
follows:

k = n − sl − λ, (1)

where n is the length(days) of the Historical Dataset.
Step 2.For each segment Segi , find the target closing price

yi . Here, yi is the closing price of (i + 9+ l)th day, since the
segment Segi contains the stock market data of the following
days: Di , Di+1, . . . , Di+9. Here, l represents the number of
days ahead prediction.

Step 3. Calculate the collapsing percentage (Clsp) and
the recovery percentage (Rcvy) for each Black Swan event.
Let us consider a Black Swan event BSEvntr , which is
stared at the pth day, maximum fall is reached on mth

day, and on qth day, it is completely recovered. Let,
(xp, xp+1, . . . , xm, xm+1, . . . , xq) are the closing price of a
stock market during that event as shown in Fig. 2. Then, the
formula to calculate the collapsing percentage(Clspr ) and
the recovery percentage(Rcvyr ) are as follows:

Clpr = 1

xp
(|xp − xm |) × 100, (2)

Rcvyr = 1

xq
(|xm − xq |) × 100, (3)

where xp, xm, and xq are the closing price of pth , mth , and
qth day, respectively.

Step 4. To find the impact of each segment Segi whose
closing prices are xi , xi+1, . . . , xi+9, an impact vector
Impcti of length 2 is generated, where the first element of
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Fig. 2 Graphical representation
of Black Swan event

that vector represents the impact type and the second ele-
ment represents the impact score. To calculate the values of
the impact vector, three strategies are used.
Strategy 1: If the yi not belongs to the period of any Black
Swan event, then set the impact type of the vector Impcti
to 0(Neutral) and the impact score is determined by the
Equation 5.

avgi = 1

10

i+9∑

j=i

x j (4)

Impct Scri = 1

avgi
(|avgi − yi |). (5)

Strategy 2: If the yi belongs to the collapsing period of a
Black Swan event BSEvntr , then the impact type of the
vector Impcti is set to −1(Negative) and the impact score
is determined by the following formula:

BSImct Scri = 1

100
Clpr + Impct Scri . (6)

Strategy 3: If the yi belongs to the recovery period of a
Black Swan event BSEvntr , then the impact type of the
vector Impcti is set to 1(Positive), and the impact score is
calculated by the following formula:

BSImct Scri = 1

100
Rcvyr + Impct Scri , (7)

where the Impct Scri is calculated as per Equation 5.
Step 5. Now all the segments are combined into a dataset

namedHistorical InputDataset (HID), and all the impact vec-
tors are merged into another dataset called Historical Target
Dataset (HTD). Here, the i t h element of the HTD repre-

sents the impact vector of the i th segment of HID for all
i = 1, 2, . . . , k.

3.2.2 Impact prediction model construction

In this phase, we build a deep learning model (DLM) to
predict the impact value from input stock market data. The
architecture of DLM is shown in Fig. 3. This DLM consists
of two blocks.

Block 1: This block is constructed by the series of 1D-
CNN layers followed by a dense layer, where the output of
one layer is taken as the input of the next layer. Here, the
1D-CNN layers are used to extract the higher-order spatial
features matrix from the input dataset, whereas the dense
layer converts this higher-order features matrix to a one-
dimensional feature vector which is used as the input of the
next block. Each 1D-CNN layer performs three operations,
viz. convolution, activation, and pooling. The convolution
operation operates between the input matrix and a kernel (fil-
ter) and generates a feature map. The convolution operation
is performed as per the following formula:

F[m, n] = (I ∗K )[m, n] =
∑

p

∑

q

I [p, q]I [m− p, n−q],

(8)

where I is the inputmatrix and K is the kernel.m andn denote
the indexes of rows and columns of the resultant feature map
F .

Then, the activation function is applied on the feature map
to bound the feature map within a range. Here, we use the
ReLU activation function.

123



126 S. Bhanja, A. Das

Fig. 3 Architecture of the impact prediction model(DLM)

ReLU (a) =
{
0, a < 0

a, a >= 0
. (9)

After the activation operation, the pooling operation is per-
formed that downsample the feature map to summarize the
features. In this experiment, the MaxPooling operation is
used. The next 1D-CNN layer takes this features map as the
input and produces a refined feature map. In this way, this
block extracts the higher-order spatial features.

Block 2: This block is build up by the series of bi-
directional gated recurrent unit (Bi-GRU) layers and a dense
layer where the output of each layer is fed to the next layer.
And finally, the dense layer yields two outputs as shown in
Fig. 3. The output y1 represents the Black Swan impact type,
whereas the output y2 serves as the impact score. The Bi-
GRU layers are used to extract the spatiotemporal long-term
dependency features from both the forward as well as the
backward direction of the input multivariate time-series data.

3.2.3 Model training

The datasets (HID & HTD) generated in Sect. 3.2.1 are used
for the training and validation purpose of the DLM. We fed
each segment of HID as the input, and the corresponding
vector of HTD is considered as the target output of themodel.
In this study, to train the DLM, we use 70% of the HID
and the remaining 30% is used for the validation purpose.
Here, K-fold cross-validation is conducted to validate the
performance of the model.

3.3 Stock trend forecasting system

3.3.1 Technical analysis

In this step,wegenerate new features calledTechnical Indica-
tors. These features are generated by computing the technical
indicators based on the closing price of the Forecasting
Dataset. In this work, four different technical indicators [34,
35] are considered. The formula of the technical indicators
is shown in Table 3.

3.3.2 Trend features extraction

Here to forecast the stock trends, two different types of trend
features are extracted from the Forecasting Dataset - 1.Daily
Trend and 2.Future Trend. These trend features capture three
different types of trends, namelyPositive, Negetive, andNeu-
tral and 1, -1, and 0 are the corresponding values that are
used to represent these trends. Here, we used the following
formula to find the Daily Trend.

DailyT rendd =

⎧
⎪⎨

⎪⎩

1 i f xdc − xdo > 0

0 i f xdc − xdo = 0

−1 i f xdc − xdo < 0

, (10)

where DailyT rendd is the daily trend, xdo and xdc are,
respectively, the opening price and the closing price of the
dth day.

The Future Trend feature is the target feature of our pro-
posed forecasting frameworkHSTPF. To capture this feature,
we use the following formula:

FutureTrendl =

⎧
⎪⎨

⎪⎩

1 i f xlc − xdc > 0

0 i f xlc − xdc = 0

−1 i f xlc − xdc < 0

, (11)

where xdc is the closing price of dth day and xlc and
FutureTrendl are, respectively, the closing price and the
Future Trend after l days.

3.3.3 Dimensionality reduction

Here, to generate the input dataset, the Technical Indica-
tor, and Daily Trend features are added with the Forecasting
Dataset. Now, the dimension reduction (features extraction)
process is performed to reduce the dimension of the Input
Dataset to efficiently forecast the stock trends. To reduce the
dimensionality of the input dataset, here we build an autoen-
coder as shown in Fig. 4. The reason behind the selection of
autoencoder over other popular machine learning algorithms
like PCA is that its performance is better especially for the
multidimensional dataset [36,37].
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Table 3 Formula of technical
indicators

Technical indicator Formula Technical indicator Formula

MAI (n1, n2) SMA(n1)
SMA(n2) %D (D − 1) × 2

3 + %K × 1
3

RSV (n) C−Lown
Highn−Lown

× 100 RSI (n) U
U+D × 100

%K (K − 1) × 2
3 + RSV × 1

3 ROC(n) C−Cn
Cn

× 100

–SMA(n1)and SMA(n2) are, respectively, the n1 and n2 days moving average. Here, n1 < n2.

–C is the current day closing price, Lown and Highn are, respectively, the n days low price and

high price.

–(K − 1) and (D − 1) are, respectively, the K value and D value of the previous day.

–U and D, respectively, denotes the average of n days up and down of the closing price.

–Cn represents the closing price of n days before.

Fig. 4 Architecture of the
autoencoder

Autoencoder is a neural network-based unsupervised
learning technique. It comprises two components—encoder
and decoder. The encoder compresses the size of the input
to a smaller dimension called a codeword, and the decoder
reconstructs the original input data from the codeword. In this
study, to build the autoencoder, a series of one-dimensional
convolutional layers are used for the encoder part, and a series
of one-dimensional deconvolutional layers are deployed for
the decoder part shown in Fig. 4. Here, the autoencoder takes
the input of the dimension 10× 9 and produce the codeword
z of size 2 × 1.

3.3.4 Impact features extraction

The Impact Features are extracted from the Forecasting
Dataset. To extract these features, at first the impact cal-
culation is done as per the BSEI algorithm described in
Sect. 3.2.1. Then, the pre-trained DLM of section 3.2.2 is
trained with the Forecasting Dataset.

3.3.5 Trend prediction

To predict the trend of the stock market, here we deployed
the machine learning classifier. The Impact Features and the
codeword z are combined to form the input dataset for the
classifier. In this study, to get the best forecasting result,
the performance of the five popular machine learning classi-
fiers, viz. Multinomial Naïve Bayes (MNB), Support Vector
Machine (SVM), K-Nearest Neighbor (KNN), AdaBoost
(AB), andGradientBoostingClassifier (GBM), are analyzed.

4 Experiment

In this study, all the experiments are conducted on a laptop
with an i3(2.6GHz, 4MB Cache) processor, 8 GB RAM, 256
GB SSD, and Ubuntu 18.01 operating system. For the sim-
ulation, the Python programming language is used. Keras
library is used for the deep learning algorithms, and Scikit-
learn library is used for themachine learning classifiers. Here
to predict the l days ahead stock trend, we consider the cur-
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Table 4 Optimal parameters of the deep learning and machine learning models

Sl. No. Model Optimal parameter values

1 DLM Block 1 layers = 4

layer1(1D-CNN):filters=12, kernel_size=3,
strides=1

layer2(1D-CNN): filters=8,
kernel_size=3,strides=1

Layer3(1D-CNN): filters=4,
kernel_size=3,strides=1

Layer4(Dense): units=10, activation=None

Block 2 layers=3

Layer1(Bi-GRU): units=64, activation=tanh,
return_sequences=False, dropout=0.0

Layer2(Bi-GRU): units=32, activation=tanh,
return_sequences=False, dropout=0.4

Layer3(Dense): units=2, activation=None

2 Multinomial Naïve Bayes (MNB) alpha:0.1

3 Support Vector Machine (SVM) kernel: rbf, C: 0.6

4 K-Nearest Neighbor (KNN) n_neighbors: 5

5 AdaBoost (AB) n_estimators: 120, learning_rate: 0.1

6 Gradient Boosting Classifier (GBM) n_ estimators: 200

rent 10 days stock market data (open price, high price, low
price, and close price). In this experiment, the HSTPF is
tested for the single-day(l = 1) ahead and also the multi-
days(l = 2, 3, . . . , 10) ahead predictions.

4.1 Training and testing process

At first, the Forecasting Dataset is split into training and
testing datasets, where 70% of the data is used for training
purposes and the remaining 30% for the testing purpose.

In the training process, at first, we train the autoencoder.
After successful completion of the training, the output from
the encoder part of the autoencoder is taken. This output
represents the compressed features. In the next step, the pre-
trained DLM is trained with the training dataset. Now, the
compressed features dataset and the impact vector dataset
are combined. Henceforth, the machine learning classifiers
are trained with the combined dataset.

To evaluate the performance of our proposed HSTPF, the
testing dataset is used. At first, the consecutive 10 days stock
market data and the technical indicators are taken as input and
fed into the autoencoder. At the same time, also the 10 days
stock market data are input to the DLM. Now, the outputs
are taken from both the encoder and the DLM. Then, the
combined output is put into the machine learning classifier,
and the output of the classifier is the predicted trend.

To get the best result of our proposed HSTPF, parameter
tuning is performed. After the parameter tuning, we set the
parameters’ optimal value as presented in Table 4.

4.2 Performance evaluation

In this study, to evaluate the performance of our proposed
HSTPF, five different performance evaluation metrics are
used. Here, our problem domain is the multiclass classifi-
cation, so the accuracy, precision, recall, and F-measure are
used as the performance evaluation metrics. The formula to
calculate accuracy is expressed as:

Accuracy = Number of correct observations

Total number of observations
(12)

The accuracy is not a good measure to evaluate the perfor-
mance when the input dataset is not uniformly distributed
among all the classes. And to figure out the performance,
here precision, recall, and F-measure are determined based
on the confusion matrix. The formula for these metrics are
as follows:

Precision = T P

T P + FP
(13)

Recall = T P

T P + FN
(14)

F − measure = 2 × Precision × Recall

Precision + Recall
(15)

In this study, to evaluate the performance of HSTPF concern-
ing the computational time, the training time is considered
as a metric.
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In this work, to analyze the effectiveness of the proposed
framework, we compare them with other popular meth-
ods. Here, the performance of the proposed framework is
compared with the shallow CNN and Bi-GRU models. The
performance of HSTPF is also compared with the other
recently published research works, viz. MLF [5], AT-GRU-
M [31], and HOMM [33].

4.3 Results & discussion

4.3.1 Performance of machine learning classifiers

Here, to measure the performance of various machine learn-
ing classifiers, we generate the confusion matrix based on
the single-step ahead prediction results on both the S&P
BSE SENSEX and Nifty 50 datasets. Three performance
metrics—precision, recall, and F-measure—are calculated
from the confusion matrix for all three prediction classes
(Positive, Negative, andNeutral). In Tables 5 and 6, results of
these performancemetrics are presented for both the datasets.

Table 5 Comparison of differentmachine learning classifier forHSTPF
in terms of precision, recall, and F-measure for S&P BSE SENSEX
dataset

Classes Metrices (%) Algorithms

MNB SVM KNN AB GBM

Positive Precision 88.0 85.89 71.68 77.00 89.38

Recall 83.33 80.17 91.01 88.78 93.52

F-measure 85.84 81.92 80.20 82.47 91.40

Negative Precision 77.01 83.91 70.80 87.36 91.95

Recall 83.75 82.02 78.22 77.55 86.97

F-measure 80.24 82.95 84.04 82.16 89.39

Neutral Precision 0.00 0.00 0.00 0.00 0.00

Recall 0.00 0.00 0.00 0.00 0.00

F-measure 0.00 0.00 0.00 0.00 0.00

Table 6 Comparison of differentmachine learning classifier forHSTPF
in terms of precision, recall, and F-measure for Nifty 50 dataset

Classes Metrices (%) Algorithms

MNB SVM KNN AB GBM

Positive Precision 71.90 83.47 75.2 66.94 85.12

Recall 84.47 87.82 85.05 90.00 87.82

F-measure 77.70 85.60 81.23 76.78 85.60

Negative Precision 82.97 85.10 64.46 90.43 88.30

Recall 69.64 80.00 72.22 68.00 82.17

F-measure 75.73 82.47 68.12 77.62 85.12

Neutral Precision 0.00 0.00 0.00 0.00 0.00

Recall 0.00 0.00 0.00 0.00 0.00

F-measure 0.00 0.00 0.00 0.00 0.00

Table 5 shows the result on the S&P BSE SENSEX
dataset. For the positive trend class, GBM exhibits the high-
est precision of 89.38%, the highest recall of 93.52%, and
also the highest F-measure of 91.40%. For the negative trend
class, GBM produces the highest values of 90.1%, 86.97%,
and 89.39% for all three metrics. On the other hand, for the
neutral trend class, the value of all threemetrics of all the clas-
sifiers is 0.00%. The reason for getting the value of 0.00% is
that the test sample size is small, and no two values of closing
prices are the same.The result of theNifty 50 dataset is shown
in Table 6. The GBM classifier produces the highest values
for all three metrics, and these values are 85.12%(precision),
90.35%(recall), and 87.66%(F-measure). For the negative
trend class, the highest precision of 90.43% is achieved by
the AB classifier, whereas the highest recall of 82.17% and
the highest F-measure of 85.12% is attained by the GBM
classifier.

The performance comparisons of the selected machine
learning classifiers on both the S&P BSE SENSEX and
Nifty 50 datasets are also presented in Figs. 5 and 6. These
figures express the prediction accuracy for 1 to 10 days
ahead of predictions. Undoubtedly, it is clear that the GBM
classifier exhibits better accuracy for both datasets. And
the GBM achieved his highest prediction accuracy for the
singe-day ahead prediction that is 90.5% on the S&P BSE
SENSEX and 86.5% on the Nifty 50 dataset, whereas the
performance of the KNN classifier is poor on the S&P BSE
SENSEX dataset and the MNB classifier’s performance is
worse on the Nifty 50 dataset. The GBM classifier exhibits
stable performance for both the datasets, and it is the better
classifier for our proposed HSTPF. Thus, the GBM clas-
sifier is selected for our proposed HSTPF, and the rest of
the experiments are conducted on the HSTPF with GBM
classifier.

4.3.2 Performance in terms of training time

In Figs. 7 and 8, the performance of HSTPF is com-
pared with the other models in terms of training time in
minutes. Figure 7 represents the training time of various
models to train with the S&P BSE SENSEX dataset. It
shows that the HOMM has the longest training time as
16.88 minutes, whereas the training time of MLF is the
lowest, and it is 3.16 minutes. The training time of the
modes to train with the Nifty 50 dataset is shown in Fig. 8.
Here, also the HOMM takes the highest training time of
15.08 minutes, and the MLF takes the smallest training
time of 3.93 minutes. For both datasets, S&P BSE SEN-
SEX and Nifty 50, the training time of HSTPF exhibits
the second-lowest training time of 5.19 and 4.98 minutes,
respectively, which is quite small compared to the other
models.
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Fig. 5 Prediction accuracy of
various machine learning
classifiers on the S&P BSE
SENSEX dataset for 1 to 10
days ahead prediction

Fig. 6 Prediction accuracy of
various machine learning
classifiers on the Nifty 50
dataset for 1 to 10 days ahead
prediction

4.3.3 Performance of Black Swan event analysis

Here, to analyze the effectiveness of the Black Swan event
analysis on the proposed HSTPF, the performance of HSTPF
is compared with and without Black Swan event analysis as
shown in Figs. 9, 10. Both the figures represent the prediction
accuracy(%) for the single-day as well as multi-day ahead of
predictions. From these figures, it is absolutely clear that
the prediction accuracy is significantly improved with Black
Swan event analysis.

4.3.4 Performance comparison of HSTPF

The performance comparison results with the different well-
established models for single-day ahead prediction is shown
in Tables 7, 8. These tables represent the precision, recall,
and F-measure values for all three forecasting trend classes.

Table 7 represents the comparison results on the S&PBSE
SENSEX dataset. The HSTPF achieves the highest precision
of 91.15%, the highest recall of 91.96%, and the highest F-

measure of 91.55% for the positive trend class among all the
models, whereas the lowest precision of 61.06% produces
by AT-GRU-M, the lowest recall, and the lowest F-measure
value produces by CNN. For the negative trend class, the
highest precision value of 91.95% is obtained by HOMM,
while HSTPF yields the highest recall of 88.64% and F-
measure of 89.15%. On the other hand, CNN has the lowest
values for all threemetrics. Table 8 represents the comparison
results on the Nifty 50 dataset. Here, HSTPF attains the high-
est precision, recall, and F-measure, and CNN produces the
lowest values for all three metrics for the positive trend class.
For the negative trend class, HSTPF also accomplished the
better recall and F-measure, whereas the AT-GRU-M attains
the best precision. Like the S&P BSE SENSEX dataset, here
CNN also produces the worst result for all three metrics.

In Figs. 11 and 12, we compare the performance of dif-
ferent models in terms of prediction accuracy(%) for both
the S&P BSE SENSEX and Nifty 50 datasets to predict 1
to 10 days ahead predictions. For both the datasets, although
the performance of HSTPF is decreasing with the increase
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Fig. 7 Training time of various
models to train S&P BSE
SENSEX dataset

Fig. 8 Training time of various
models to train Nifty 50 dataset

Fig. 9 Prediction accuracy of
HSTPF with and without Black
Swan event analysis on the S&P
BSE SENSEX dataset for 1 to
10 days ahead prediction
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Fig. 10 Prediction accuracy of
HSTPF with and without Black
Swan event analysis on the Nifty
50 dataset for 1 to 10 days ahead
prediction

Table 7 Comparison of different forecasting models in terms of precision, recall, and F-measure for S&P BSE SENSEX dataset for 1 day ahead
forecasting

Classes Metrices Models

CNN Bi-GRU MLF AT-GRU-M HOMM HSTPF

Positive Precision (%) 70.80 63.72 79.65 81.42 61.06 91.15

Recall (%) 65.31 73.47 90.00 85.19 90.79 91.96

F-measure (%) 65.78 68.25 84.51 83.26 73.01 91.55

Negative Precision (%) 50.57 70.11 88.51 79.22 91.95 89.66

Recall (%) 57.06 59.8 77.78 74.39 64.52 88.64

F-measure (%) 53.59 64.55 82.8 76.76 75.83 89.15

Neutral Precision (%) 0.00 0.00 0.00 0.00 0.00 0.00

Recall (%) 0.00 0.00 0.00 0.00 0.00 0.00

F-measure (%) 0.00 0.00 0.00 0.00 0.00 0.00

Table 8 Comparison of different forecasting models in terms of precision, recall, and F-measure for Nifty 50 dataset for 1 day ahead forecasting

Classes Metrices Models

CNN Bi-GRU MLF AT-GRU-M HOMM HSTPF

Positive Precision (%) 48.85 48.76 90.08 79.34 83.47 92.56

Recall (%) 64.00 69.41 78.99 83.48 82.11 84.85

F-measure (%) 55.41 57.28 84.17 81.36 82.78 88.54

Negative Precision (%) 61.67 72.34 69.15 79.79 76.6 78.72

Recall (%) 46.4 52.31 84.42 75.00 78.26 89.16

F-measure (%) 52.97 60.72 76.03 77.32 77.42 83.62

Neutral Precision (%) 0.00 0.00 0.00 0.00 0.00 0.00

Recall (%) 0.00 0.00 0.00 0.00 0.00 0.00

F-measure (%) 0.00 0.00 0.00 0.00 0.00 0.00
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Fig. 11 Prediction accuracy of
various models on the S&P BSE
SENSEX dataset for 1 to 10
days ahead prediction

Fig. 12 Prediction accuracy of
various models on the Nifty 50
dataset for 1 to 10 days ahead
prediction

in days in multi-step ahead predictions, still it shows a sta-
ble performance for all the multi-step ahead predictions. The
performance of CNN and Bi-GRU is very low compared to
the other models. Even though the performance of MLF, AT-
GRU-M, and HOMMmodels are very much satisfactory for
all 10 days ahead predictions, then also the performance of
HSTPF outruns them.

4.3.5 Performance in COVID19 pandemic

In this study, the performance of HSTPF is also analyzed dur-
ing the Black Swan event. Here, the performance of various
selected models is compared during the COVID 19 pan-
demic. In Table 9, we represent the prediction accuracy (%)
for 1 to 10 days ahead of S&P BSE SENSEX trends pre-
dictions. Clearly, the prediction accuracy of HSTPF is much
higher compared to the other models for all 10 days ahead
predictions. And the performance of the CNN and the Bi-
GRU is almost the same, and it is very poor. The performance
on the Nifty 50 dataset is shown in Table 10. This table also

shows that the prediction accuracy of HSTPF is consider-
ably high compared to other models, and the performance of
CNN and Bi-GRU is not up to the mark. Although the per-
formance of HSTPF is decreased as the day ahead prediction
is increased, it still produces satisfactory results up to 7 days
ahead predictions.

5 Conclusion and future scopes

In this work, we intended to build a robust forecasting frame-
work that could efficaciously predict the stockmarket trends,
and also have been able to exhibit stable performance during
unpredictable catastrophic events, and it will also be com-
putationally faster. Here, we proposed a hybrid stock trend
prediction framework named HSTPF. An innovative Black
Swan event analysismethod is proposed to capture the uncer-
tainty of themarket. The technical features are extracted from
the raw stock market data, and these technical features are
used along with the stock market data to forecast the trends.
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Table 9 Accuracy (%)
comparison of various models to
forecast S&P BSE SENSEX
during COVID 19 Pandemic

Day CNN Bi-GRU MLF AT-GRU–M HOMM HSTPF

Day 1 53.21 52.81 61.03 60.93 54.37 80.36

Day 2 53.32 53.11 60.14 60.81 51.82 80.34

Day 3 50.86 47.61 59.44 60.01 50.32 74.13

Day 4 47.58 45.83 55.39 55.87 50.07 73.31

Day 5 45.19 40.60 50.09 49.30 44.77 70.71

Day 6 45.41 40.89 50.09 49.30 44.77 68.13

Day 7 40.32 38.42 48.19 46.73 40.21 64.24

Day 8 35.66 34.96 4.35 44.80 40.09 60.08

Day 9 34.39 30.81 41.82 41.72 38.46 59.07

Day 10 32.06 31.03 40.09 39.11 36.98 60.01

Table 10 Accuracy (%)
comparison of various models to
forecast Nifty 50 during COVID
19 Pandemic

Day CNN Bi-GRU MLF AT-GRU–M HOMM HSTPF

Day 1 50.21 50.66 61.74 62.02 68.11 79.42

Day 2 49.38 50.372 59.10 60.38 63.21 74.26

Day 3 46.04 48.03 57.46 58.02 63.04 72.39

Day 4 46.11 45.79 55.82 54.37 59.83 70.17

Day 5 40.82 40.33 50.31 50.63 51.96 65.32

Day 6 40.01 38.41 48.36 45.94 43.03 61.26

Day 7 39.16 34.28 42.41 44.28 41.81 61.30

Day 8 30.70 32.61 41.57 42.07 42.04 59.44

Day 9 30.01 31.84 40.38 41.87 40.78 58.38

Day 10 29.17 30.21 39.16 40.08 41.53 57.26

In this study, the performance of various machine learning
classifiers is also compared within the proposed framework.
The HSTPF is applied to forecast the single-day and also
the multi-day ahead predictions. The experimental results
confirm that GBM is the superior machine learning classi-
fier for HSTPF. The incorporation of the Black Swan event
analysis method to HSTPF has significantly improved the
prediction accuracy of HSTPF, and it confirms the fact that
the Black Swan event analysismethod plays a significant role
in predicting stock trends. In comparison with other well-
established models, the proposed framework has exhibited
stable performance in terms of prediction accuracy and out-
performs other models even during the period of Black Swan
events. And the results also confirm that HSTPF is com-
putationally faster. From these experimental results, we can
conclude that HSTPF not only predicts the stock trends with
a high degree of accuracy in normal circumstances, but also
for unpredictable catastrophic situations with lower compu-
tational time, and it is also quite useful for multi-step ahead
predictions.

The stock market can also be influenced by the other fac-
tors like news and social media. In the future, we like to
capture the sentiments of news and social media and want

to analyze these sentiments for more accurate stock trends
prediction.
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