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Abstract
This study proposes a new efficient parameter tuning method for multi-agent simulation
(MAS) using deep reinforcement learning. MAS is currently a useful tool for social sciences,
but is hard to realize realistic simulations due to its computational burden for parameter
tuning. This study proposes efficient parameter tuning to address this issue using deep rein-
forcement learning methods. To improve compatibility with the tuning task, our proposed
method employs actor-critic-based deep reinforcement learning, such as deep deterministic
policy gradient (DDPG) and soft actor-critic (SAC). In addition to the customized version
of DDPG and SAC for our task, we also propose three additional components to stabilize
the learning: an action converter (DDPG only), a redundant full neural network actor, and a
seed fixer. For experimental verification, we employ a parameter tuning task in an artificial
financial market simulation, comparing our proposed model, its ablations, and the Bayesian
estimation-based baseline. The results demonstrate that our model outperforms the baseline
in terms of tuning performance, indicating that the additional components of the proposed
method are essential. Moreover, the critic of our model works effectively as a surrogate
model, that is, as an approximate function of the simulation, which allows the actor to tune
the parameters appropriately. We have also found that the SAC-based method exhibits the
best and fastest convergence, which we assume is achieved by the high exploration capability
of SAC.
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1 Introduction

Multi-agent simulation (MAS), which primarily simulates social phenomena by compiling
agent behaviors, is widely used in social sciences. For instance, MAS has been utilized in
analyses of the COVID-19 pandemic [1], financial markets [2, 3], demographic movements
[4], and evacuation or massive pedestrian control planning [5, 6]. Edmonds et al. [7] argued
that MAS can be used to validate wider possibilities in social sciences. Generally, dominant
equations do not exist in social phenomena, and interactions between people are unknown but
important; therefore, MAS enables us to understand and analyze meta-phenomena generated
by complex micro–macro interactions among agents (people).

Parameter tuning is an essential procedure in MAS. Generally, parameter tuning is used
for two reasons. The first is to adjust the parameters of the simulation model such that the
simulation results reflect real-world phenomena; this tuning is essential because agents’ and
environmental parameters cannot be directly observed in the real world. The second reason
is to determine the parameter values for optimizing social phenomena or resolving social
problems; for instance, because massive pedestrian simulations aim to create a more efficient
flow of people, various solutions have been proposed to determine a better flow.

However, parameter tuning is a challenging task because of the large dimensions of the
parameters and the computational cost of the simulations. As MAS typically employs many
agents in its simulations, the computational cost for each simulation is comparatively high.
Moreover, the parameters that should be tuned are also high-dimensional or large, as has
been indicated by [8, 9].

A fundamental solution to address this massive computational burden has not yet been
proposed, to the best of our knowledge. For instance, to reduce the computational burden,
Yamashita et al. [9] alternated part of the MASwith neural networks (NNs) to obtain the best
solution. Also, Bayesian optimization, such as the tree-structured Parzen estimator (TPE)
[10], has frequently been used in the parameter tuning of NNs. However, the proposed
solutions failed to fully resolve the dimensional problem because the dimensions of the
parameter exploration were not compressed.

Because MAS frequently exhibits chaotic behavior owing to complex agent interactions,
the exploration of optimized parameters is difficult. MAS aims to reproduce chaotic phe-
nomena that result from complex interactions. Therefore, it is often difficult to determine
optimal parameters from global estimates.

To address these issues, this study attempts to utilize deep reinforcement learning. Deep
reinforcement learning has recently been developed to handle high-dimensional problems.
For instance, Baker et al. [11] showed that it can learn complex hide-and-seek strategies
using tools that make the game more complex and high-dimensional. Therefore, we believe
that the utilization of deep reinforcement learning for MAS parameter tuning is promising.

Thus, this study proposes a parameter-tuning method that uses reinforcement learning
for MAS. As the first step in the introduction, we focus only on low-dimensional parame-
ter tuning. This is because low-dimensional tuning is possible even when using traditional
parameter tuning, which enables us to compare and estimate the capability of deep reinforce-
ment learning. In this study, we demonstrate the capability of deep reinforcement learning
for MAS parameter tuning.

Consequently, we show that the proposed model is promising. The contributions of this
study are as follows:

1. A reinforcement-learning-basedparameter tuningmodel forMASparameter tuningusing
some additional components to stabilize learning is proposed.
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2. Our model outperforms the baseline model. Furthermore, the proposed additional com-
ponents are successful and necessary for our proposed model.

3. In our proposed model, actor-critic type reinforcement learning is employed. The results
demonstrate that the critic works as a surrogate model of the simulations, leading to the
actor being able to learn a better parameter.

4. We propose SAC- and DDPG-based models and confirm that the SAC-based method
exhibits the best and fastest convergence owing to its high exploration capability.

2 Related work

Edmonds et al. [7] argued that MAS is useful in social sciences, which have complex inter-
actions. MAS aims to imitate the real world by creating an imaginary world using agents on
computers. Simulations are beneficial because they enable the exploration of hypothetical
situations or the prediction of phenomena under certain conditions, such as new regulations.
As mentioned earlier, MAS has been utilized for the analysis of several domains, such as
COVID-19 [1], financial markets [2, 3], demographic movement [4], and evacuation or mas-
sive pedestrian control planning [5, 6]. The importance of agent-based simulations has been
debated, particularly in the context of financial markets [12, 13]. For instance, Lux et al.
[14] showed that interactions between agents in financial market simulations are necessary
to replicate stylized facts therein. Cui et al. [15] also showed that the trader model used
in artificial financial market simulations required intelligence to replicate stylized facts in
financial markets. Furthermore, Mizuta [16] demonstrated that the MAS of a financial mar-
ket can contribute to the implementation of rules and regulations in actual financial markets.
This study used artificial financial markets as an example of the application of the proposed
method.

Several practical studies have used artificial financial market simulations. Torii et al. [17]
revealed how the flow of a price shock was transferred to other stocks using an artificial
financial market based on the trader model proposed in [18]. The model proposed in this
study is also used as the parameter-tuning target. Mizuta et al. [2] tested the effect of tick
size on trading shares, that is, the price unit for orders, which led to a discussion on tick size
devaluation in the Tokyo Stock Exchange Market. Hirano et al. [3] assessed the effect of
the regulation of the capital adequacy ratio (CAR), such as the Basel regulatory framework,
and observed the risk of market price shocks and depressions due to CAR regulation. Some
studies also focused on flush crashes using artificial financial market simulations [19, 20]; as
an example of one such platform, Torii et al. [21] proposed “Plham” [22]. In this study, we
use the “PlhamJ” platform [23], the updated version of “Plham.” Meanwhile, other artificial
financial market simulators also exist, such as U-MART [24], the Santa Fe artificial stock
market [25], and the agent-based interactive discrete event simulation [26].

However, as mentioned in the introduction, MAS, including financial market simulations,
has a high computational burden; thus, several workarounds have been proposed. One solu-
tion is parallelization of simulations using simulation management software. Murase et al.
[27] proposed organizing assistants for comprehensive and interactive simulations (OACIS).
Murase et al. [28] subsequently proposed CARAVAN, a framework for comprehensive sim-
ulations of massive parallel machines, to optimize MAS parameters by parameter sampling.
These frameworks are mainly aimed at automating the parameter-tuning process and do not
address the high computational burden. Another method to reduce the computational burden
is introducing NNs. Yamashita et al. [9] alternated part of the MAS with NNs to obtain
the best solution and reduce the computational burden. The NN operates as an approximate
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function ofMAS; this approach is known as a surrogate model. The potential of the surrogate
MAS model was investigated by Angione et al. [29]. In this study, part of our model can be
understood as a surrogate model of MAS.

This study employed reinforcement learning to reduce the computational burden of MAS
parameter tuning. In the context of reinforcement learning, numerous research and develop-
ment initiatives have been undertaken. Q-learning is a well-known off-policy reinforcement
learning method based on the Q-table [30]. Learning theory, that is, the temporal differ-
ence, was proposed in [31]. Tesauro proposed a method for applying temporal-difference
learning to backgammon [32]. SARSA, state–action–reward–state–action, is another exam-
ple of a simple reinforcement learning method proposed in [33]. There are numerous models
of reinforcement learning. The most significant discovery in reinforcement learning is its
combination with NNs. After deep reinforcement learning was invented, Mnih et al. [34]
demonstrated that deep Q-learning (Deep Q-Network, DQN) can outperform humans using
the Atari learning environment [35]. These neural-network-based models are known as deep
reinforcement learning and were also utilized in this study. These improvements are possible
owing to the invention of NNs and deep learning such as convolutional NNs for image clas-
sification [36]. Consequently, several reinforcement learning methods using deep learning
have been developed. As an extension of DQN, double DQN (DDQN) was proposed in [37],
which uses two networks and has better performance than DQN. These two networks were
also used in the proposed method. Moreover, the dueling DDQN was proposed using a new
state value function to improve learning performance [38]. As an extension of Q-learning, the
asynchronous advantage actor-critic [39] method uses deep learning asynchronously. This
is based on the actor-critic method proposed in [40], which is used in the deep reinforce-
ment learning of our proposed model. Subsequently, because the asynchronous method was
not important, the advantage actor-critic (A2C) method was proposed [41]. Hessel proposed
RainBow [42] as a method that combined the aforementioned methods. Ape-X DQN [43],
which used prioritized experience replay, andR2D2 [44],which used long short-termmemory
[45], were proposed as outperforming methods. Silver et al. proposed a reinforcement learn-
ing algorithm through self-playing, which achieved excellent performance in some games,
such as chess, shogi, and Go [46]; this algorithm is based on their previous study, which is
well known as “Alpha Go Zero” [47]. In this study, we used the deep deterministic policy
gradient (DDPG) [48] and the soft actor-critic (SAC) [49, 50], an actor-critic reinforcement
learning for continuous actions.

3 Proposedmethods

In the proposed method, we employed actor-critic-based deep reinforcement learning
methods with continuous action spaces, such as DDPG [48] and SAC [49, 50]. We selected
these for the following reasons. First, Figure 1 shows the typical parameter tuning and our
proposed schemes. At the tuning trial in the usual parameter tuning scheme, the parameter
tuner provides a parameter set for the parameter-tuning task. Subsequently, the simulator
runs using the parameter set and returns the results, and the analyzer (objective function)
returns the final objective value. Finally, the parameter tuner receives feedback and attempts
to modify the parameter set to maximize the objective value. To consider this scheme down to
the reinforcement learning scheme, the actor-critic framework exhibits a goodfit, as illustrated
in Figure 1. Second, the typical parameter-tuning tasks and parameter sets frequently include
continuous values; therefore, support of continuous values is required. The illustration in
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Figure 1 Parameter tuning scheme

Figure 1 represents the basic outline of our methods; however, the details are not exactly the
same as illustrated and explained hereafter.

The use of either DDPG or SAC with minor customization to adapt DDPG to our task
failed. Thus, we proposed three special components to enable their application to MAS
parameter tuning. The three components are as follows:

1. Action converter (AC)
2. Redundant full neural network actor (FNNA)
3. Seed fixer (SF)

An AC is employed to enforce action bounds; in SAC, action bounds are realized by the
squashing function for Gaussian sampling. Therefore, the AC is only used for DDPG. The
patterns of applicable components are listed in Table 1 and all the models are listed in Table
2.

We first explain the basemodels except for the baseline, that is, DDPG and SACwith small
customization, for MAS parameter tuning and thereafter describe the three components.

3.1 Customized DDPG

A customized DDPG functions similar to the original DDPG; however, the input/output is
different because of the task settings.

First, the actor in our model (A in Figure 2) does not accept any states. Typically, the actor
accepts the current state to calculate the best policy based on the current state. However,
the parameter-tuning task does not include any representation of the current state; moreover,
the output of our actor is a parameter set, because the parameter set is similar to an action.
Thus, our actor does not accept any state, and it only generates a policy for the parameter

Table 1 Models and additional
components

Base Model Additional Components
AC FNNA SF

Customized DDPG Applicable Applicable Applicable

Customized SAC N/A Applicable Applicable
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Table 2 All models (Some models will not work properly in the following experiments)

Model Name Base Model Additional Components
AC FNNA SF

Baseline TPE: Optuna - - -

DDPG + AC + FNNA + SF Customized DDPG � � �
DDPG + FNNA + SF Customized DDPG - � �
DDPG + AC + SF Customized DDPG � - �
DDPG + AC + FNNA Customized DDPG � � -

DDPG + AC Customized DDPG � - -

DDPG + FNNA Customized DDPG - � -

DDPG + SF Customized DDPG - - �
SAC + FNNA + SF Customized SAC - � �
SAC + SF Customized SAC - - �
SAC + FNNA Customized SAC - � -

SAC Customized SAC - - �

sets as follows: Pi = A(), where Pi denotes the i th trial parameter set for the simulator. If
the parameter is N -dimensional, Pi = (

p1,i , p2,i , · · · , pN ,i
)
, and A denotes the actor.

Second, the critic also differs from the original DDPG. A typical critic of DDPG accepts
the state and action, but our critic only accepts a parameter set (action) similar to our actor.
Moreover, although the usual prediction target of the critic is the Q-value (the sum of the
discounted future returns), the prediction target of the proposed critic is only an objective
value of parameter tuning, as shown in Figure 2; this is because parameter tuning is a one-
shot trial and not a Markov process. In typical reinforcement learning tasks, every action is
supposed to have semi-permanent effects, and the value of each action must be evaluated
based on the future expected returns. However, the selection of one parameter does not affect
the future results of parameter-tuning tasks; thus, consideration of the discounted future
expected returns is not required. The loss function for our critic is defined as follows:

LC = MSE[oi ,C(Pi )] = (oi − C(Pi ))
2, (1)

where oi denotes the objective value of the i th trial from the simulation results, C denotes
our critic, Pi denotes the i th trial parameter set given by the actor, and C(Pi ) denotes the
critic output for the given parameter set Pi .

Customized DDPG

Actor
Parameter

Set Simulator Simulation
Results

Objective
Value

Objective
Function
(Analyzer)

Backpropagation

Critic
Critic

Output
( )

Backpropagation

Figure 2 Model outline of customized DDPG
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Therefore, actor loss is defined as,

L A = −C(A()) (2)

because our actor learns to maximize the objective value estimated by our critic. Thus, by
minimizing LC and L A alternately, our critic pursues the correct evaluation for a given
parameter set and our actor pursues a better parameter set to obtain higher objective values.
These procedures are similar to those used for the original DDPG.

Similar to the original DDPG, we employed the Ornstein–Uhlenbeck process [51] as an
exploration noise, replay buffer [52], and soft-target update.

Moreover, in the case of a simulation failure, a penalty for the objective value was applied
because the objective value could not be calculated. However, if the parameter is set inappro-
priately, the gradient cannot be calculated because all simulations will fail, and only penalties
are applied,which have no gradient. Thus, if the parameter is set to this value through learning,
the new parameter is selected again at random.

3.2 Customized SAC

Based on the original SAC [49, 50], we developed a customized SAC. Similar to the cus-
tomized DDPG, the most important customizations are the input and output. However, unlike
DDPG, SAC has a slightly more complex architecture than DDPG.

SAC is similar to DDPG in terms of supporting continuous action spaces. However,
unlike DDPG, SAC employs a stochastic policy and an entropy term of the policy in its
objective function, which enables high exploration capability. Figure 3 shows the outline of
the implementation of the customized SAC.

First, in our actor, the action is generated using the reparameterization trick as follows:

μ, σ = A(), (3)

Pi ∼ N (μ, σ ), (4)

where A() denotes the SAC actor NN that generates R
2×N . N (μ, σ ) is a Gaussian dis-

tribution, whose mean and variance are μ ∈ R
N and σ 2 ∈ R

N , respectively . Pi =(
p1,i , p2,i , · · · , pN ,i

)
are the N -dimensional simulation parameters for the i th iteration.

N

N

Figure 3 Model outline of customized SAC
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In our SAC critic, unlike the customized DDPG, the model comprises two networks:
Q(Pi ) and V (). V () does not accept any inputs and the target value is theoretically defined
as follows:

V () = EPi∼N (μ,σ ) [Q(Pi ) − α ln {Pr(Pi )}] , (5)

where Pr(Pi ) denotes the probability that Pi is sampled from N (μ, σ ) in (4), and α is
a hyperparameter which has been set to 0.2 in our experiments. In the usual reinforcement
learningmethod, Q(Pi ) and V () denote the action value and state value function, respectively.
However, in our study, no such state existed. Thus, if we interpret them, Q(Pi ) and V () are
considered the parameter value and exploration value function, respectively, because the
second term in V () denotes policy entropy. Moreover, although Pi appears on the right side
of (5), V () does not depend on Pi because it evaluates the current state in the original theory
of reinforcement learning, and no state is available in this task.

The loss functions of the critic are defined as follows:

LQ = MSE[oi , Q(Pi )] = (oi − Q(Pi ))
2, (6)

LV = MSE[Q(Pi ) − α ln {Pr(Pi )}, V ()] (7)

= [Q(Pi ) − α ln {Pr(Pi )} − V ()]2 . (8)

In our experiments, we employed target networks. Therefore, Q(Pi ) in (7) and (8) is the
fixed network and no gradient is passed.

However, the loss function of the actor is obtained as follows:

L A = −V () = −EPi∼N (A()) [Q(Pi ) − α ln {Pr(Pi )}] . (9)

Here, backpropagation is realized using the aforementioned reparameterization trick for some
samples.

In the original study on SAC [49, 50], squashing of the action space (enforcing action
bounds in the original context) was also employed. In our experiments, the parameters had
positive value restrictions. Therefore, we formulated a squashed Gaussian policy. In our
model, we employed the function f (x) = ln(1 + exp(x)). Thus, the Gaussian policy is
converted to,

ln {Pr(Pi )} = ln {PrN (u)} +
∑

j

Pi, j −
∑

j

u j , (10)

where Pi = ln(1 + exp(u)), u ∼ N (μ, σ ) and PrN (u) denotes the sampling probability.
This definition differs from that in (4) because of the use of action squashing.

In addition, in a customized SAC, the replay buffer [52], soft target update, and penalty
for invalid simulations are employed.

3.3 Action converter (AC)

We propose an AC to introduce parameter restrictions into a customized DDPG. The AC
converts the output of the actor into a restricted parameter space, like action squashing in the
SAC algorithm. In our study, we mainly used this for a non-negative constraint parameter
using the function f (x) = ln(1 + exp(x)) as in SAC.

This is similar to the aforementioned enforcing action bounds in SAC [49, 50]; however,
only the aim (enforcing action bounds) is common to our AC; notably, SAC is not a deter-
ministic reinforcement learning. Although SAC squashes its action probability, DDPG does
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not have an action probability but only employs exploring noise. Thus, DDPG requires action
space squashing instead of probability squashing to bind the action space.

Thus, we assumed that a more relaxed squashing than that of SAC should be applied as an
AC. Excessive changes should be avoided, particularly in areas that do not require constraints,
to avoid disturbing DDPG exploration. Thus, for the non-negative constraint, we employed
f (x) = ln(1 + exp(x)). This is because ∂ f (x)

∂x = ex
1+ex = 1 − 1

1+ex , which is almost one
when x is sufficiently large.

However, it is also possible to consider other functions. In addition, we did not discuss
and examine the AC for other parameter constraints.

A practical application of AC is to the constraint parameters of the actor output. For
instance, suppose that the parameter space is two-dimensional, and all parameters have non-
negative constraints. In this case, Pi = (

p1,i , p2,i
)
, and we define p�

1,i = ln(1 + exp(p1,i ))

and p�
2,i = ln(1 + exp(p2,i )). Subsequently, the final parameter set P�

i =
(
p�
1,i , p

�
2,i

)
is

obtained and used instead of Pi .
Note that AC is applied only to the customized DDPG; it is not necessary for SAC because

it has enforcing action bounds.

3.4 Redundant full neural network actor (FNNA)

For a simple implementation of our models, that is, the customized DDPG and SAC, the
actor is only required to return the gradient-enabled parameters like the left panel of Figure
4. Thus, the minimum implementation is for the actor to have only N parameters when the
dimension of the parameter set is N because the actors in our models do not accept an input.

However, we propose an actor with a redundant NN called a redundant full NN actor
(FNNA). As the right panel of Figure 4 shows, the FNNA architecture contains a multi-layer
perceptron (MLP), and the actor accepts a dummy vector all of whose components are one.

Although this architecture seems redundant and meaningless, it is similar to the lottery
ticket hypothesis [53]. We assume that FNNA worked better than the minimum implemen-
tation of our models because NN performs similar to collective intelligence or learning and
are stabilized according to the lottery ticket hypothesis.

Moreover, when we employed SAC and FNNA, the FNN was also applied to the V-net
(V ()).

3.5 Seed fixer (SF)

MASfrequently exhibits various behaviors depending on randomseeds.Randomvariables
are used in many MAS routines to realize the probabilistic decisions of agents. However,
because of the complex interactions between agents, slight state differences cause chaoti-
cally significant differences. Thus, differences in random variables could cause significant
differences, as illustrated in the left panel of Figure 5.

The effects of random seeds are significant in learning. A critic was introduced to learn
the relationship between the simulation parameter sets and simulation results. The actor was
trained using the gradients obtained from the critic. The smoothness of the critic gradient,
that is, the smooth response of the critic outputs to the input parameter, is necessary. Thus,
the difference in the objective values caused by small changes in the parameter set must be
greater than the effect of the random seeds.
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Time Time

When the seed is the same and

Figure 5 Blueprint of the seed fixer. Plots represent each path of financial market simulation. The left panel
illustrates the images when the simulation seed is different. The right panel illustrates the images when the
simulation seed is the same, and the simulation parameter is slightly different

Although a larger number of simulations generally eases the effect of random seeds, it is
insufficient to erase their effects for critic gradients. Moreover, it is difficult to increase the
number of simulations when the computational cost is large.

The SF provides one solution and fixes the seeds used in each set of simulations, as
illustrated in the right panel of Figure 5. The objective values obtained through the simulations
illustrated in Figure 1 are calculated by the mean of M trials for stabilization. Thus, the SF
fixes M random seeds in the simulations; this implies that the set of random seeds for M
simulations is always the same.

Introducing an SF eliminates the effect of random seeds and smoothens the gradient of
the critic. Although simulations can exhibit chaotic behavior, they are improved.

However, this component has a trade-off, in that the learning results are biased. As the
random seeds are fixed to only M patterns, and M is generally excessively small to cover all
possible states, the results are biased by these M patterns. Thus, there is a tradeoff between
the gradient smoothness of the critic and the possibility of bias. Although employing a larger
M could be a solution, it could also increase the computational burden. Fortunately, in our
experiments, M = 100 did not appear to cause a significant bias.

4 Experiments

4.1 Task setting

Weemployed an artificial financialmarket simulation as aMAS for the experiments.Recently,
particularly after the 2007–2008 financial crisis, financial market simulations have gained
focus. For instance, Bookstaber [54] argued that MAS for financial markets was important
for avoiding future crashes caused by the complex interaction of financial market factors.
Mizuta [16] argued that MAS could contribute to the discussion of regulations in financial
markets.

An artificial financial market simulation seems an ideal task for testing our method. It is
because statistical indicators are used in actual financial markets and can be used for tuning
targets. It enables us to set a reasonable tuning target.
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Our experiments employ the stylized financial market simulation proposed in [17], which
is widely used as an artificial financial market simulation. This simulation is available via
PlhamJ, a platform for large-scale, high-frequency artificial financial markets (Java version)
[23].

Moreover, our proposed method can be applied to other simulations as long as Key Per-
formance Indicators (KPIs) for the output are defined. Therefore, although this study only
tests our method on an artificial financial market simulation, it is also applicable to other
MAS tasks and simulation models.

4.1.1 Simulation

Only 100 stylized trader agents based on [17] and one continuous double-auction market
exist in the simulation. At time t , the stylized trader agent i determines its trading actions
using the following criteria: fundamentals, chartists (trends), and noise. Initially, the agents
calculate the following three factors:

• Fundamental factor:

Fi
t = 1

τ ∗i ln
{
p∗
t

pt

}
. (11)

where τ ∗i denotes the mean reversion-time constant of agent i , p∗
t denotes the funda-

mental price at time t , and pt denotes the price at time t .
• Chartist factor:

Ci
t = 1

τ i

τ i∑

j=1

r(t− j) = 1

τ i

τ i∑

j=1

ln
p(t− j)

p(t− j−1)
, (12)

where τ i denotes the time window size of agent i and rt denotes the logarithmic return
at time t .

• Noise factor:
Ni
t ∼ N (0, σ ). (13)

denotes that Ni
t obeys a normal distribution with zero mean and variance σ 2.

Subsequently, the agents calculate the weighted averages of these three factors as follows:

r̂ it = 1

wi
F + wi

C + wi
N

(
wi

F F
i
t + wi

CC
i
t + wi

N N
i
t

)
, (14)

where wi
F , wi

C , and wi
N denote the weights of agent i for each factor.

Next, the expected price of agent i is calculated using the following equation:

p̂it = pt exp
(
r̂ it τ

i
)
. (15)

Subsequently, using a fixed margin of ki ∈ [0, 0.1], we determine the actual order prices
using the following rules:

• If p̂it > pt , agent i places a bid (buy order) at the following price:

min
{
p̂it (1 − ki ), paskt

}
. (16)

• If p̂it < pt , agent i places an ask (sell order) at the following price:

max
{
p̂it (1 + ki ), pbidt

}
. (17)
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Here, pbidt and paskt denote the best bid and ask prices, respectively.
The parameters employed for this type of trader are as follows: p∗

t = 300, wi
N ∼

Ex(1.0), σ = 0.001, τ ∗ ∈ [50, 100], and τ ∈ [100, 200], which were mainly determined
based on [17]. Here, Ex(λ) indicates an exponential distribution with an expected value of
λ. The values of wF , wC in wi

F ∼ Ex(wF ) and wi
C ∼ Ex(wC ) were the tuning targets in

this experiment.

4.1.2 Objective value

The objective values are the skewness and kurtosis of the log-returns of the market prices.
The values are calculated as follows:

xt := ln

{
pt
pt−1

}
, (18)

skewness = 1

T

T∑

t=1

(xt − x)3

(xt − x)2
3
2

, (19)

kurtosis = 1

T

T∑

t=1

(xt − x)4

(xt − x)2
2 , (20)

where T denotes the total number of simulation steps, which was 10,000 in this study.
According to the results in [55], we set the targets of skewness and kurtosis to 0.0 and 6.0,

respectively; these values are approximates as these values differ across financial markets.
However, this was not important because we focused only on the tuning efficiency of the
proposed method in this study.

Subsequently, the total mean square error (MSE) of both the skewness and kurtosis of the
targets was calculated. Thus,

MSE[(skewness, kurtosis), (0.0, 6.0)] = (skewness − 0.0)2 + (kurtosis − 6.0)2.

(21)

If the simulations fail, the MSE is replaced by the penalty, which was set to 1, 000 for
this study. Simulation failures could occur because the price increased to infinity owing to
inappropriate parameters.

Then, the final objective values were calculated as the negativeMSE because the objective
values are maximized.

In the tuning phase, all simulationswere performed 100 times and themean of the objective
values was used as the final objective value to stabilize these objective values. Moreover,
in the final evaluation phase after tuning, we performed 1,000 simulations to evaluate the
performance of the tuners.

4.2 Models

As mentioned in the task settings, our parameter-tuning task aims to obtain a better wF and
wC to provide a better objective value. As per the baseline model representing the typical
parameter-tuning scheme shown in Figure 1, we employed a TPE (Optuna). In the following
section, we explain this as well as the detailed settings of our proposed models.
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4.2.1 Baseline model: tree-structured parzen estimator (Optuna)

We employed a TPE [10] as a baseline model for MAS parameter tuning. This estimator is
frequently used for parameter tuning in machine learning and is known as Optuna [56]. TPE
is a Bayesian optimization method that pursues the best parameter set for a higher objective
value as a black box optimization problem.

4.2.2 Our customized DDPG

All schemes and learning theories are explained in Section 3. Here, we describe the settings
in detail, including the model parameters in the customized DDPG used in our experiments.

• Actor (FNNA): four-layered MLP with 100-dimension hidden layers returning two-
dimension output. Each layer, except for the last layer, uses layer normalization and
ReLU activations. This implies that a 100-dimensional dummy vector filled with ones is
accepted as the input.

• Actor (not FNNA): always returns only two gradient-enabled parameters.
• Critic: four-layered MLP with 100-dimension hidden layers accepting two-dimensional
input (parameter set) and retuning one-dimensional output (estimated objective value).
Each layer, except for the last layer, uses layer normalization and ReLU activations.

• Soft target update ratio of DDPG: 0.1
• Actor learning rate: 10−4

• Critic learning rate: 10−3

• Batch size: 100
• Buffer size of experience replay: 1,000

4.2.3 Our customized SAC

All schemes and learning theories are explained in Section 3. Here, we explain the settings
in detail, including the model parameters in the customized SAC used in our experiments.

• Actor (FNNA): three-layered common MLP with 100-dimension hidden layers and the
final linear layers returning two-dimension outputs for μ and σ , respectively. All linear
layers use layer normalization and each layer in the three-layered common MLP uses
ReLU activations. This implies that a 100-dimensional dummy vector filled with ones is
accepted as the input.

• Actor (not FNNA): always returns two two-dimensional gradient-enabled parameters for
μ and σ , respectively.

• Q-net (V (Pi )): four-layered MLP with 100-dimension hidden layers accepting two-
dimensional input (parameter set) and retuning one-dimensional output (estimated
objective value). Each layer, except for the last layer, uses layer normalization and ReLU
activations.

• V-net (V () with FNNA): four-layered MLP with 100-dimension hidden layers accepting
a 100-dimensional dummy vector filled with ones and retuning one-dimensional output
(V ()). Each layer, except for the last layer, uses layer normalization andReLUactivations.

• V-net (V ()without FNNA): always returns one-dimensional gradient-enabled parameters
for V ().

• Soft target update ratio of SAC: 0.1
• Actor learning rate: 10−4
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• Critic learning rate: 10−3

• Batch size: 100
• Buffer size of experience replay: 1,000

4.3 Evaluation

For fair evaluation, the number of simulations available for training was limited to 100,000 at
all. This implies that each epoch of training performed 100 simulations; thus, 1,000 epochs
were performed.

After the training phase, the final evaluation test was performed with 1,000 simulations
using the best-performing model during training (based on objective values for training
simulations).

5 Results

Table 3 summarizes the results of each of the ten experiments. This table lists the loss
(negative objective value), kurtosis, and skewness of the tuning results of all models, as well
as the mean (and standard deviation) and median values.

The loss is defined by (21), and a smaller loss indicates better parameter tuning.Moreover,
as mentioned earlier, the loss is the negative value of the objective values because the actor-
critic framework generallymaximizes the objective value. In our settings,MSEwas employed
for this loss; thus, the loss was always non-negative.

According to the results in Table 3, the SAC + FNNA + SF setup exhibits the best perfor-
mance in terms of loss. However, SAC + FNNA + SF shows not only the best mean of the
loss but also the best deviation and median of the loss compared with those of the baseline
and other models.

The SAC-basedmodel achieved the best results, but theDDPG-basedmodel outperformed
the baseline. However, SAC-based models appear to be more stable than DDPG-based mod-
els.

Comparing all the results of the DDPG-based models with those of other DDPG-based
models missing the specified components, it is thus confirmed that all three components
(AC, FNNA, and SF) are essential for our proposed DDPG-based model, even if one of the
components is missing, performance degrades significantly. In particular, AC is necessary
to tune because learning does not work completely if the AC is missing. When the AC is
missing, the non-negative constraints of the parameters in our task are not always satisfied,
thus causing an invalid simulation. An invalid simulation always returns a fixed penalty,
which leads to the missing parameter-tuning gradient. Thus, at least in our task, the AC is a
necessary feature for DDPG-based models to run the tuner practically.

Comparing the effects of each component of the DDPG-based models, AC > FNNA >

SF was observed in the sequence of larger effects. The effect of the SF seems comparatively
small, but if it is missing, our DDPG-based models do not exhibit better performance than
the baseline.

In contrast, for SAC-basedmodels, only the SF is a necessary component. FNNAperforms
better only when the SAC-based model employs the SF. In contrast to DDPG-based models,
the AC is not applicable. However, the dynamics of the effects of the additional components
are also different from those of DDPG-based models.
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Figures 6, 7, 8, 9, 10, 11, 12, 13 and 14 show the losses of all models for each epoch.
The evaluation losses are plotted in these figures. The loss values plotted in these figures
were calculated using an additional 1,000 simulations only for evaluations. Figure 6 shows
the results for the baseline (TPE: Optuna). In this figure, a type of overfitting of the training
samples can be observed. In contrast, in Figure 7, the DDPG-based model (DDPG + AC +
FNNA+SF) exhibits a slower convergence. Unlike these twomodels, according to Figure 11,
the SAC-based model (SAC + FNNA + SF) exhibits faster and more stable convergence in its
loss. In addition, from these figures, we can assume that the SAC-based model outperforms
other models. Moreover, as shown in Figures 11 – 14, we can observe that the SF leads to
faster convergence.

6 Discussion

Our proposed model exhibited better tuning performance than the baseline model. In our
evaluation, the SAC-based models exhibited the best performance, particularly with the
SF. As mentioned earlier, our task setting was less dimensional; therefore, the baseline
method has several advantages. Although our proposed method exhibited its advantages
in higher-dimensional parameter tuning under our assumption, the results demonstrated that
our proposed model works well and seems promising.

Moreover, our proposed components of DDPG and one component (SF) of SAC were
found to be essential. If one of these three components for DDPG were missing, the DDPG-
basedmodelswould have performedworse than the baseline.Moreover, if the SFwasmissing
for SAC, the SAC-based models would also have performed worse than the baseline. Faster
convergence caused by the SF was also clearly observed as shown in Figures 11 and 13,
and Figures 12 and 14. According to these results, the SF is the most important factor for
parameter tuning in MAS. In our proposition, we assumed that differences in the random
variables could cause significant differences because of the chaotic behavior of MAS as a
complex system. Our results demonstrated that this assumption was valid.

According to the results, SAC-basedmodels outperformedDDPG-basedmodels. The first
possible reason is that SAC is not deterministic. Because of the deterministic policy ofDDPG,
DDPG-based models only achieved parameter tuning by continuous exploration. The action

Figure 6 Evaluation loss of the baseline model (TPE: Optuna)
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Figure 7 Evaluation loss of DDPG + AC + FNNA + SF

Figure 8 Evaluation loss of DDPG + AC + SF

Figure 9 Evaluation loss of DDPG + AC + FNNA
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Figure 10 Evaluation loss of DDPG + AC

Figure 11 Evaluation loss of SAC + FNNA + SF

Figure 12 Evaluation loss of SAC + SF
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Figure 13 Evaluation loss of SAC + FNNA

space, that is, the parameter space in this task, is extremely broad; thus, it is difficult to find
a sweet spot through continuous exploration. However, SAC enables stochastic exploration,
which causes a difference in results. The second possible reason is the SAC policy entropy.
Because of the policy entropy term (the second term in (5)), SAC has a rich and wide
exploration capability. Thus, compared to DDPG, SAC has a higher exploration capability,
which led to better results in our task.

The fact that our actor-critic-based methods could tune the parameters of the simulation
implies that the critic works as an approximate function of the simulations and analysis in our
model. As explained and illustrated in Figure 1, our actor did not receive feedback directly
from the simulation output. During the actor learning procedure, the actor received feedback
on the evaluation score of the critic for the output parameter of the actor. This implies that
the critic works sufficiently as a simulation approximation, and that the simulations are
unnecessary for actor learning. This further implies that the critic successfully works as an
end-to-end surrogate model. Owing to the approximation by the critic, the actor successfully
obtained a gradient for parameter tuning.

Figure 14 Evaluation loss of SAC
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In terms of the evaluation, our experiments should also be updated for a more accurate
evaluation. Our experimental task simply tuned kurtosis and skewness; however, this is far
from practical. Therefore, the task settings should be updated for more practical tuning.

Considering the situation in which our models exhibited potential, we should test them
for the task of high-dimensional parameter tunings. In the context of deep reinforcement
learning, our proposedmethod can be assumed to outperform high-dimensional tasks because
deep reinforcement learning has outperformed high-dimensional tasks in previous studies.
By contrast, in the context of surrogate models, when the parameter dimension is large,
the approximation of simulations by the critic may become more complex and require more
data for learning approximation. Moreover, for the more dimensional task, evaluation criteria
(objective function) should also be enrichedmore. For tuning a small number of parameters, a
low-dimensionalKPI is enough.However, ifwe consider tuningmore dimensional tasks, low-
dimensional KPI, such as our experiment only using Kurtosis and Skewness, is not enough
to set a tuning task without multiple local optima. Therefore, for testing more dimensional
parameter tuning tasks, we also try to build better evaluation criteria, and the building is not
easy. Thus, it remains unclear whether our reinforcement-learning-based models work well
for high-dimensional tasks and need to be addressed in future studies.

Finally, applicability to the other tasks is also a possible future work. The only requirement
of our proposed method is the KPI of outputs. Although building a KPI for tuning is difficult
as we discussed above, if the KPI exists, our method seems applicable for any simulation
parameter tuning tasks. However, if KPI is inappropriate, the tuning will fail. Therefore, also
on simulations of other fields, both construction of KPIs and the experiments of our method
are necessary.

7 Conclusion

This study proposed a method for tuning the simulation parameters for MAS using a
customized reinforcement learning method. In our proposed method, actor-critic-type rein-
forcement learning methods such as DDPG and SAC were modified for MAS parameter
tuning. Moreover, we proposed three additional components: AC, FNNA, and SF. For the
experiments, we employed an artificial financial market simulation for the tuning task. The
objective function in tuning is the negative MSE between the target and simulations such
that the skewness and kurtosis are close to realistic values. In our experiments, we com-
pared our proposed method with a baseline known as TPE (Optuna), which is based on
Bayesian estimation. The results demonstrated that the proposed method outperformed the
baseline method. In particular, our SAC-based models outperformed other models, includ-
ing the baseline. These results indicate that the proposed method is promising. Moreover, it
was also indicated that AC, FNNA, and SF for DDPG-based models and SF for SAC-based
models were essential components. Interestingly, the results demonstrated that the critic of
our proposed model worked well as a surrogate model for the simulations. Subsequently,
owing to the critic, the actor could be assumed to learn better parameters. Based on these
results, we conclude that the proposed model is promising. In future work, we plan to address
the learning stability or the evaluation of other tasks, such as high-dimensional parameter-
tuning tasks, in which the method based on reinforcement learning can fully demonstrate its
advantages.
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