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Abstract
Anomaly detection is one of themost important research contents in time series data analysis,
which is widely used in many fields. In real world, the environment is usually dynamically
changing, and the distribution of data changes over time, namely concept drift. The accuracy
of static anomaly detection methods is bound to be reduced by concept drift. In addition,
there is a sudden concept drift, which is manifested as a abrupt variation in a data point
that changes the statistical properties of data. Such a point is called a change point, and it
has very similar behavior to an anomaly. However, the existing methods cannot distinguish
between anomaly and change point, so the existence of change point will affect the result
of anomaly detection. In this paper, we propose an unsupervised method to simultaneously
detect anomaly and change point for time series with concept drift. The method is based on
the fluctuation features of data and converts the original data into the rate of change of data.
It not only solves the concept drift, but also effectively detects and distinguishes anomalies
and change points. Experiments on both public and synthetic datasets show that compared
with the state-of-the-art anomaly detection methods, our method is superior to most of the
existing works and significantly superior to existing methods for change point detection. It
fully demonstrates the superiority of our method in detecting anomalies and change points
simultaneously.
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1 Introduction

Nowdays, time series data has been widely produced in financial transactions, Internet appli-
cations, system operation and maintenance, industrial equipment and other fields. Therefore,
the analysis and research of time series has been a hot spot. Anomaly detection is one of
the most important applications. Its importance is reflected in that data anomalies usually
reveal important information, according to which decision-makers can take corresponding
measures [1]. For example, the IP address of a user logging in to a social network has changed
compared with the previous one, which may imply that the account is at risk of theft. If the
abnormal account can be accurately detected, appropriate measures can be taken to protect
the account security, so that the risk can be avoided effectively.Whether anomaly detection is
applied to intrusion detection, fault detection or medical monitoring, the purpose is to ensure
the reliability and security of the system, so the accuracy of time series anomaly detection is
particularly important.

Usually, we think of anomalies as points that do not obey the distribution. However, in
reality, the time series data distribution will change significantly with the passage of time,
that is, concept drift. The concept drift will affect the accuracy of anomaly detection [2, 3].
The impact is reflected in two aspects. First, since the static anomaly detection algorithm is
not self-adaptive, it may no longer be accurate when applied to the new data distribution.
Second, as shown in Figure 1, the red marked point is called change point, at which concept
drift happens. Due to the sudden rise of the data at this point and the change of the data
distribution before and after this point, the existing detection methods may treat the data at
change point and beyond as anomaly output. Thus, it can be seen that the existence of change
point will affect the detection results, and it needs to be distinguished from anomalies. To
sum up, we believe that it is important to study anomaly detection for time series with concept
drift.

There are several challenges to be addressed:

Figure 1 Change point of Yahoo dataset
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Challenge 1: Distinguish between anomalies and change points. The earliest and
widely used definition of anomaly was given by Hawkins (1980): “An observation result
is so different from other observations that people suspect that it is generated by a different
mechanism”. Therefore, if a data point does not follow the expected results or has signifi-
cant differences with historical observations, it can be considered as anomaly [4]. However,
change point also conforms to the above behavior. Since the statistical distribution of the
time series will change with time, the concept drift will make the statistical attributes of the
data before and after change point become different. There are significant differences [5–7].
For example, wearable devices record human activities, when people run for exercise, the
speed record in the device will increase significantly [6, 8]. When more software services are
deployed on the server, the PV of each server will decrease significantly [3]. Obviously, this
is expected normal behavior. It can be seen that it is difficult to distinguish between anomaly
and change point. However, in the actual data, the two kinds of data exist at the same time, so
the existence of change point in the time series will reduce the quality of anomaly detection.

Challenge 2: Generalization. In different scenarios, there are different types of time
series, which may be stationary, non-stationary, periodic, seasonal and so on. Generally,
we expect the detection algorithm to perform well in different types. However, the existing
methods are not general enough and are not always effective in the face of different types of
time series [9]. Therefore, it is difficult to find a method with good generality.

Challenge 3: Lack of labels. Since the number of anomalies is small, the cost of manually
labeling data is large, and the new anomalies generated over time are unknowable. It is
impossible to use the supervision model to learn the feature of all abnormal data.

The existingmethods usually do not distinguish between anomalies and change points, and
the detection of them is carried out separately, which fundamentally affects the performance
of the detection methods [25]. Therefore, to tackle the aforementioned problems, our goal
is to design an unsupervised anomaly detection method with generalization to detect both
anomalies and change points. Based on the analysis of existing methods and observation
of real time series, we have the following two interesting observations. To begin with, we
find that when an anomaly occurs, it is usually a large local fluctuation, showing a sudden
rise or fall in data, or the amplitude of data fluctuation is obviously inconsistent with the
neighboring data, as shown in Figure 2. Both of these can be summarized as the local rate
of change of data has changed significantly. Second of all, we note that the data distribution
changes caused by change point are permanent changes [5].

Inspired by the above observations, we have such an intuitive idea: if we can extract
appropriate features to represent the rate of change of data, and make the features locally

Figure 2 The anomaly types from Yahoo
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as extreme as possible, then the problem of concept drift can be well solved. Therefore, in
this work, we propose an unsupervised method (algorithm name), which can simultaneously
detect anomalies and change points for time series with concept drift. Specifically, we use
the absolute second derivative to extract the features of the rate of change of the time series,
and enlarge the features locally to eliminate the impact of data drift and obtain candidate
anomaly points. Then we can effectively distinguish between anomalies and change points
according to the range of data distribution changes. Finally, we propose a volatility similarity
to eliminate the impact of inherent patterns. In addition, when extending to multivariate
detection, the influence of dependencies between attributes should be taken into account.
We use DTW(Dynamic Time Warping) to capture the correlation of fluctuations between
attributes, and determine anomalies according to the joint decision of multi-attributes with
dependencies.

The contributions of this paper are highlighted as below:
(1) To the best of our knowledge, this paper is the first work to study the problem of

detecting anomalies and change points simultaneously for time series with concept drift. To
this end, we propose an unsupervised detection algorithm based on fluctuation features, and
also distinguish the types of anomalies (point anomalies and collective anomalies), which
makes the detection results more explanatory.

(2) We take the fluctuation features as the breakthrough point and use the rate of change
of data to characterize the degree of abnormality, which can not only deal with the concept
drift well, but also reduce the impact of asynchrony on multivariate time series. Based on the
fluctuation direction of data, the fluctuation similarity is proposed to eliminate the influence
of inherent patterns such as periodicity.

(3) From the perspective of experiments, we selected different types of datasets to prove
that the proposed method has good generality and high effectiveness.

The remaining of the paper is organized as follows. Section 2 discusses the related work.
The related definitions and the problem analysis are presented in Section 3. Themethodology
is introduced inSection4.Experimental results are analyzed inSection5. Finally,we conclude
our work and put forward future work in Section 6.

2 Related work

Anomaly detection has been extensively studied in different research and application fields.
Time series anomaly detection can be basically divided into three categories: statistical meth-
ods, supervised and unsupervised. The statistics-based detection method requires a large
amount of statistics on data, which depends heavily on prior knowledge [1, 5]. Supervised,
on the other hand, rely on labels to learn to distinguish anomalies [10, 11]. Therefore, unsuper-
vised time series anomaly detection has been widely studied in recent years. The commonly
used unsupervised methods can be roughly categorized into: distance-based, density-based,
cluster-based, tree-based, and reconstruction-based methods.

The distance based method detects anomalies by measuring the distance between the
current observed data object and its nearest neighbor, and defines the distance between it
and its k-th nearest neighbor as the anomaly score [12, 13]. Local Outlier Factor (LOF) [14]
is a representative algorithm in density based anomaly detection methods. It is similar to
k-nearest neighbor, but the difference is that it is measured by local density deviation relative
to its neighbor rather than distance. By extending LOF [15], density based methods such as
connectivity based outlier factor (COF), INFLO (influenced outlierness), and local outlier
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probabilities (LOOP) are proposed. In clustering based methods, such as SVDD [16] and
Deep SVDD [17], normal data is treated as a single class to distinguish between normal and
abnormal data, so as to detect abnormal values. The author in [18, 19] proposed a tree based
method to isolate anomalies as quickly as possible by continuously dividing the data space.

In recent years, the use of deep learning model for anomaly detection has a good perfor-
mance, especially the model based on reconstruction has attracted more attention. Common
models are based on AE, GAN and VAE. The main idea of these three models is to detect
anomalies through reconstruction errors. The author [20] proposed a mixed Gaussian model
DAGMM based on AE, which optimizes the parameters of AE and mixed model simultane-
ously in an peer-to-peer manner to reduce reconstruction error. Inspired by GAN, USAD [21]
magnified the reconstruction error containing abnormal input by conducting confrontational
training on two AEs to make the model more stable. MADGAN [22] uses LSTM as the
basic model to capture temporal dependencies and embed them into the GAN framework.
OmniAnomaly [23] integrates VAE and GRU together, and uses random variable connection
and plane standardization flow, learns the robustness of data to characterize the normal mode
of further capturing data. InterFusion [24] models the normal pattern in the data through
the hierarchical variable Auto Encoder with two random potential variables, the intra-metric
dependency of the simulation sequence and the inter metric dependency between multiple
sequences, and finally performs anomaly detection according to the reconstruction informa-
tion.

However, in reality, the distribution of data will change over time, resulting in concept
drift. Since the static detection methods mentioned above are not self-adaptive, its accuracy
will inevitably decrease over time.

Some novel methods have been proposed to cope with changing data. In [2], authors first
proposed the anomaly detection algorithms SPOT and DSPOT based on the extreme value
theory, which do not rely onmanually set thresholds and assumed data distribution. However,
this method is only sensitive to extreme values and has limited adaptability to concept drift.
The authors of [3] proposed a framework, StepWise, which can help any type of anomaly
detection algorithm quickly adapt to concept drift. However, this method can only deal with
the situation that the data trend is almost the same before and after the concept drift.Microsoft
first applied the SR model from the technology of visual saliency detection to time series
anomaly detection, and proposed the SR-CNN model based on the Specific Residential and
Convolutional Neural Network [9]. This method emphasizes universality and can handle
time series with different types, such as seasonal, stable and unstable. However, this method
requires a small amount of manual annotation, and its accuracy is not high enough.

Many unsupervised change point detection methods have also been proposed. Utilizing
likelihood ratio based on cumulative observations and statistics, subspace model methods
such as SST, probabilistic methods, kernel-based methods, and cluster-based methods [7].
Although change point detection is similar to anomaly detection, it is different in essence.
Change point detection only focuses on the points that cause the change of data distribution,
while the points that cause anomalies do not necessarily cause changes in the data distribution.

Le et al. [25] proposed an anomaly detection algorithm based on invert nearest neighbor
in 2020. This algorithm can well distinguish between anomalies and change points, but it is
only for univariate time series, and can only obtain high accuracy when active learning is
used.

The disadvantages of existing methods motivate us to propose a solution that can not only
distinguish anomalies and change points, but also solve concept drift.
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3 Preliminaries

In this section, we first present related concepts and problem definitions. Then, we analyze
the feature of anomaly and find the breakthrough point of the problem, i.e. fluctuation features
of the data.

3.1 Problem statement

Time Series: A time series is a sequence of data points indexed in time order, defined as
X = {x1, x2, ..., xn} where xi is the data recorded at time ti .

Type of Anomaly: Anomalies can be generally classified into the following two types:
(1) Point Anomalies: If a single data point is significantly different with respect to the rest

of data in a specific range, such data is termed a point anomaly, as shown in Figure 2a.
(2) Collective Anomalies: A continuous of data points having a huge deviation from other

data in a certain period of time are called collective anomalies, which is shown in Figure 2b.
Understanding anomaly types is helpful to analyze anomalies and make better decisions

[5, 26].
Concept drift:Concept drift is a phenomenon that the data distribution changes over time

in dynamically changing and non-stationary environments [32].
Change point: Change point is a point of abrupt variation in time series data, which

changes the statistical properties of data [7, 25]. This is a sudden concept drift [3, 5] that causes
the data before and after it to follow two different distributions. Let {x1, x2, ..., xi , ..., xn} be
a sequence of time series. If xi is a change point, the time series will be divided into two
disjoint segments {x1, x2, ..., xi−1}, {xi , ..., xn} with different statistical properties.

Problem Definition: Given a time series X = {x1, x2, ..., xn}, we aim to assigning a
label to each data point, Y = {y1, y2, ..., yn}, yi ∈ {0, 1, 2, 3}, where “0” indicates normal,
“1” indicates pa (abbreviation of point anomaly), “2” indicates ca (abbreviation of collective
anomaly), “3” indicates cp (abbreviation of change point).

3.2 Motivations

By the observation of the real data, we have some insights that can help solve the difficulties
of this paper.

As aforementioned that the anomaly data must be significantly different from the sur-
rounding data, which means that there are relatively large local fluctuation of data. This
fluctuation can take two forms: In the first form, in terms of value of the data, the value
changes significantly compared with the surrounding data, that is, it increases or decreases
significantly. In the second form, unlike the former, the value of the data may not change
much, but the amplitude of data variation in a certain period of time is significantly different
from others. For example, in the Figure 3a, a1 and a2 show the first form, a3 and a4 show
the second form. We find that the two forms of local fluctuations can be summarized as the
rate of change of data has changed significantly.

However, in some cases, these fluctuations do not necessarily anomalies. Time series
may have periodic, seasonal patterns, etc., and the aforementioned fluctuations may occur
frequently at different times, so this is also a normal inherent pattern.

In addition, for multivariate time series, we should also consider the linear or nonlinear
relationship between different variables, namely attribute correlation. We have noticed that
when an anomaly occurs, there is often a cascade effect between attributes with strong
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Figure 3 Illustration of different forms of fluctuation

correlationwhich is shown in Figure 3b. This is easy to understand in real world. For example,
the environmental monitoring system will judge the potential fire hazard by combining the
properties of temperature, humidity, and carbon monoxide concentration. When only one
attribute is abnormal, the system may think that the probability of fire is very low, but if
several related attributes are abnormal in succession within a period of time, the system will
think that the probability of fire is very high and make a fire alarm.

The characteristic of change point is that the data after it obeys the new distribution.
Therefore, the key to distinguish between anomalies and change points is that change points
change the distribution of data while anomalies do not.

Based on the above analysis, the following issues need to be considered: (1) How to
characterize the rate of change of data? (2) It is necessary to determine whether fluctuations
occur frequently to eliminate the influence of inherent patterns. It is also necessary to consider
attribute correlation to eliminate the impact of noise in multivariate time series. (3) How to
decide whether the distribution of data has changed?

4 Methodology

In this section, we take univariate time series as an example to briefly outline the overall
detection algorithm, and then describe the process of each step in detail. Finally, how to
extend the algorithm to multivariable time series will be explained. The main symbols are
shown in Table 1.

4.1 Overview

Our algorithm focuses on simultaneous detection of anomalies and change points in time
series. The main steps of the overall algorithm are as follows.

(1) Select Candidate: In line 3, it is used to filter out normal points and find all possible
anomalies and change points. Generate potential candidate points at local extreme points
according to the rate of change of data.
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Table 1 Symbols Symbol Description

X A time series

Y Detection result series

�′′xi The absolute second derivative of xi
md(S) The maximum deviation is the maximum

absolute value of the difference between data
set S and its mean value

FDC(X) The sequence fluctuation direction of X

FDS(X1, X2) The fluctuation direction similarity of X1 and
X2

FS(X1, X2) The fluctuation similarity of X1 and X2

τ Maximum delay tolerance time

Algorithm 1 ACPD.
1: Input: Time series X = [x1, x2, ..., xn ].
2: Output: Detection result Y = [y1, y2, ..., yn ].
3: Z=Candidate(X )
4: for xi ∈ Z do
5: yi=Classification(xi ,X )
6: end for
7: Y=InherentPatterns(Y ,X )
8: Return Y

(2) Classification: In line 4-6, candidate points are identified as point anomalies, collective
anomalies or change points. A candidate is classified by using the characteristics of different
types in the rate of change and the statistical information obtained by sampling the data
before the candidate.

(3) Inherent Patterns: In lines 7-8, eliminate the influence of inherent patterns. By calcu-
lating the fluctuation similarity between each candidate, find the frequent fluctuation and get
the inherent patterns. For the candidate point belonging to the inherent patterns should be
considered normal point.

To extend the algorithm to multivariate time series, the relationship between attributes
should also be considered, we will discuss this in Section 4.5.

In the following sections, by analyzing the corresponding algorithms for each step, it can
be seen that the time complexity of Algorithm 1 is O(n).

4.2 Select candidate

Our goal is to identify anomalies and change points. Therefore, compared with the original
data, we aremore focus on the rate of change of data for it can better describe data fluctuations
and reflect data anomalies.

The rate of change of data can be calculated by the second derivative. According to the
definition of the second derivative, we can use the second difference approximation. More
accurately, we extract the features of data change rate based on absolute second derivative,
which can be used to identify the critical points [25].
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Definition 1 (absolute second derivative) The absolute second derivative of xi is denoted as

�′′xi = |�xi − �′′xi−1|, (1)

where
�xi = |xi − xi−1|, i = 1, 2, ..., n. (2)

Formally, given a time series X = {x1, x2, ..., xn}, the absolute second derivative of X is
denoted as �′′X = {�′′x1,�′′x2, ...,�′′xn−1}.

In order to avoid the impact of concept drift, we locally amplify the fluctuation charac-
teristics of the absolute second derivative obtained from data conversion. In general, time
series is kept in a relatively stable state for a period of time. If the fluctuation can be ampli-
fied locally as much as possible, even though there is concept drift, anomalies can be well
captured. Specifically, the absolute second derivative sequence is split into m subsequences
of equal length, which is denoted as seg j = �′′xi , ...,�′′xi+n/m−1 ⊆ �′′X , 1 ≤ j ≤ m.
The maximum deviation of each subsequence is calculated to represent the local maximum
fluctuation amplitude.

Definition 2 (maximum deviation) Given a set of data S = {s1, s2, ..., si , ...}, its maximum
deviation is md(S), defined as

md(S) = max |si − average(S)|. (3)

To identify candidate points, we first identify candidate segments. We use the absolute
mean deviation (MAD), which is a robustmeasure of the variability of data. It is more suitable
for the anomalies in the data set than the standard deviation. A small number of anomalies
will not affect the experimental results [12].

Definition 3 (MAD) Given a set of data S = {s1, s2, ..., si , ...}, MAD is the median of the
absolute value of deviation, defined as

MAD(S) = median|si − median(S)|. (4)

If the MAD of the maximum deviation of a subsequence is higher than the MAD of the
maximum deviation of all subsequences, it is considered as a candidate subsequence. After
finding a candidate subsequence, candidate points are further searched in this sequence.

To identify candidate points, extreme value theory EVT is applied to candidate sub-
sequences. Because the data change rate described by the absolute second derivative will
highlight the positions with large fluctuations. EVT is very powerful for peak detection and
does not need to manually set the threshold [3].

Extreme value theory [2] refers to the distribution of extreme events that we may observe
by inferring without any distribution assumption based on the original data, which is the
extreme value distribution (EVD). Its mathematical expression is as follows:

Gγ : x �→ exp(−(1 + γ x)−
1
γ ), γ ∈ R, 1 + γ x > 1. (5)

The γ is the extreme value index, which depends on the extreme value data of different
distributions. In order to fit the EVD to the tail of the unknown input distribution, it is
necessary to estimate γ , But it is difficult to calculate it effectively. To solve this problem,
the Peaks-Over-Threshold (POT) approach is proposed [2]. This method depends on the
Pickands-Balkema-de Haan theorem [27, 28] (also called second theorem in EVT) given
below.

F̄t (x) = P(X − t > x |X > t) ∼ (1 + γ x

σ
)
− 1

γ (6)
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The result shows that the distribution of threshold exceeding part (X − t) meets the require-
ments of Generalized Pareto Distribution(GPD) with parameters γ , σ . That is, the tail
distribution can be fitted by the generalized Pareto distribution(GPD). From this, we can
get the threshold value of the overall distribution, and the calculation formula is as follows:

zq 	 t + σ̂

γ̂
((
qn

Nt
)−γ̂ − 1) (7)

where t is the initial threshold and the empirical value is 98%; σ and γ are parameters of
GPD, which are obtained by maximum likelihood; q is the expected probability; N is the
total number of current samples; Nt is the peak number, i.e. Xi > t . The POT provides us
with a method to estimate zq . The specific algorithm is as follows:

Algorithm 2 POT(Peaks-over-threshold).
1: Input: Time series X = [x1, x2, ..., xn ], risk q
2: Output: zq
3: t = SetInitialThreshold(x1, ..., xn )
4: Yt = {xi − t |xi > t}
5: γ̂ , σ̂ = Grimshaw(Yt )
6: zq = CalcThreshold(q, γ̂ , σ̂ , n, Nt , t)
7: Return zq

After obtaining zq by Algorithm 2, we can find candidate points from candidate subse-
quences. We summarize the whole method of selecting candidate points as Algorithm 3.

Algorithm 3 illustrates the entire process of identifying candidate points. Firstly, the input
time series is preprocessed to convert the original data into absolute second derivatives (Line
4). The converted data is segmented to locally amplify the fluctuation characteristics of the
data (Lines 5-6). Find subsequences that may have candidate points based on the amplifying
features, and filter out subsequences that do not have anomalies to optimize performance
(Lines 7-9). Finally, the candidate subsequences are further detected, using extreme value
theory to obtain thresholds (Line 10) and find candidate points (Lines 11-13). The highest
time complexity part of Algorithm 3 is calculating �′′X and the time complexity of this part
is O(n). Therefore, the time complexity of Algorithm 3 is O(n).

4.3 Classification

Since an anomaly does not change the data distribution, if an anomaly occurs in the time
series, the time series data must continue to follow the same data distribution as before the
anomaly occurred for a certain period of time. Otherwise, the data distribution is considered
to have changed and this is a change point.

In this case, we select data before the candidate points in a period of time and calculate
their statistical characteristics to represent the data distribution.

We believe that the data is more likely to have a close neighbor relationship with the data
before the anomaly occurred. Therefore, select the data before the candidate points within
a certain period of time and calculate their statistical characteristics to represent the data
distribution.
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Algorithm 3 Candidate.
1: Input: Time series X = [x1, x2, ..., xn ],
2: Output: Candidate result Y = [y1, y2, ..., yn ]
3: Initializ segment number m, risk q
4: Get �′′X according to Definition 1
5: Divide �′′X into m subsequence seg1, seg2, ..., segn
6: Calculate the md(seg j ) of each subsequence
7: Valuemad = MAD(md(seg1),md(seg2), ...,md(segm ))

8: for 1 to m do
9: if MAD of md(seg j ) > Valuemad then
10: qz = POT (seg j , q)

11: for �′′xi ∈ seg j do
12: if �′′xi > qz then
13: yi = 1
14: end if
15: end for
16: end if
17: end for
18: Return Y

For candidate point xi , select l data in front of it to form X̂ = {xi−1−l , ..., xi−1}. For
xi−1, x j ∈ X̂ , find points satisfying the following conditions :

x j ∈ NNr(xi−1) i f f x j ∈ RNNr(xi−1), (1 ≤ r ≤ l) (8)

where NNr(xi−1) represents the r-nearest neighbor of xi−1 and RNNr(xi−1) represents the
reverse r-nearest neighbor of xi−1.

Calculate the mean value μ and variance δ of xi−1 and all x j satisfying the conditions.
We use μ and δ to represent the distribution characteristics before xi .

The key of classification is that the distance for backward searching for data that follow the
original data distribution is different after an anomaly or change point occurs. For example,
after a point anomaly occurs, the data at its next moment should meet the data interval of
the original data distribution. After the occurrence of collective anomalies, the data should
be restored to the normal range of the original data distribution within a given time range,
otherwise it is considered that the distribution of the data has changed over a long period of
time. Algorithm 4 describes the specific details of classification.

In Algorithm 4, take the sudden increase in the value of data as an example. First, sample
the data distribution information (Lines 5-17) and obtain the search threshold (Line 18).
Then, the search length is calculated based on the threshold condition. The point anomalies
and collective anomalies (Lines 21-35) are distinguished based on the search length. If the
given length is exceeded, it is a change point (Lines 36-37). If the value decreases, line 18
will be changed to “-”, and the judgment condition of line 23 will be changed to “≥”. The
time complexity of Algorithm 4 is O(n).

4.4 Inherent patterns

In reality, time series may have inherent patterns that occur frequently, such as periodicity
and seasonality. However, the previously obtained detection results may mistake fluctuations
with inherent patterns for anomalies. Therefore, in this section, we propose to mine inherent
patterns to eliminate their impact on the detection results.
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Algorithm 4 Classification.
1: Input: Time series X = [x1, x2, ..., xn ], Y = [y1, y2, ..., yn ],
2: Output: Classification result Y = [y1, y2, ..., yn ]
3: Initializ length l, L
4: for i ∈ [1, n] do
5: if yi ! = 0 then
6: X̂ = {xi−1−l , ..., xi−1}
7: P = 0
8: end if
9: for r ∈ [1, l] do
10: for x j ∈ X̂ do
11: if x j ∈ NNr(xi−1) and x j ∈ RNNr(xi−1) then
12: sum = xi−1 + xi
13: P = P + 1
14: end if
15: end for
16: end for
17: Get μ and δ according to sum and P
18: q = μ + δ

19: end for
20: t=1
21: while t ≤ L do
22: flag=1
23: if xi+t ≤ q then
24: if t ≥ 2 then
25: yi = 2
26: for k ∈ [1, t] do
27: yi+k = 2
28: end for
29: flag=0
30: end if
31: t = L + 1
32: else
33: t++
34: end if
35: end while
36: if flag==1 then
37: yi = 3
38: end if
39: Return Y

Due to the existence of concept drift, thefluctuations causedby the sameeventmaynot look
so similar. It is not difficult to understand in real scenarios, such as traffic flow information.
Usually, the data from 6 a.m. to 9 a.m. on weekdays fluctuates greatly, this is not anomalies
but an inherent pattern. Now, in order to reduce the traffic congestion in the morning peak,
the road will be reconstructed (such as widening the lane, repairing the viaduct, or adjusting
the traffic signal) and the recorded traffic volume on each road will significantly decrease,
resulting in a concept drift in the traffic volume data. The data fluctuation that originally
appeared at 6-9 a.m. has changed to 7-8 a.m.. Although it is the same event, the time for
fluctuations to occur has shortened and the range of fluctuations in numerical value has
also decreased. Therefore, repeated fluctuations are not completely consistent but similar. To
better compare the similarity between fluctuations, a method based on fluctuation similarity
is proposed in this paper to detect inherent patterns.

Before giving the definition of fluctuation similarity, we first introduce the fluctuation
direction and then give the definition of the sequence fluctuation direction. An increase
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or decrease in values indicates upward and downward fluctuations in data, which is the
fluctuation direction. In this paper, the binary is used to encode the fluctuation direction of
data points, and the sequence fluctuation direction is defined as follows.

Definition 4 (Sequence Fluctuation Direction) Given a time series X , encode the adjacent
points xi and xi+1 one by one according to the following rules to obtain the sequence fluc-
tuation direction:

FDC(X) = c1, ..., cn−1,

ci =
{
1 i f xi ≤ xi+1

0 else
. (9)

Definition 5 (Fluctuation Direction Similarity) Given two time series X1 and X2, the fluctu-
ation direction similarity of X1 and X2 is calculated as follows,

FDS(X1, X2) = FDC(X1)
⊙

FDC(X2)

n − 1
, (10)

where
⊙

is the exclusive NOR, n is the length of X1 and X2.

Definition 6 (Fluctuation Similarity) Given two time series X1 and X2, the fluctuation sim-
ilarity of X1 and X2 is calculated as follows,

FS(X1, X2) = FDS(X1, X2) × Cos(X1, X2), (11)

where Cos(·) is cosine similarity.
Example 1: Consider two time series X1 = {5, 6, 3, 8, 7, 7, 6} and X2 = {10, 12, 6, 16,

14, 14, 15}. The sequence fluctuation direction of X1 and X2 is FDC(X1)=101010,
FDC(X2)=101011, then FDS(X1, X2)=5/6, Cos(X1, X2)=0.997, FS(X1, X2)=5/6 ×
0.997 ≈ 0.83.

Close fluctuations are allocated to the same set by calculating the fluctuation similarity to
find the inherent patterns that occur frequently. Algorithm 5 provides the process of detecting
inherent patterns and removing fluctuations that belong to inherent patterns from anomalies.

Due to that the fluctuations occurred frequently are not exactly the same, it is necessary to
expand thefluctuation sequence before comparing the fluctuation similarity (Line 6-16).After
expanding the sequence, calculate the fluctuation similarity between different fluctuations
firstly and put similar fluctuations into the same set (Line 24-25). Then calculate the number
of elements contained in each set and find the inherent pattern based on the given threshold
(Line 30-31). Finally, the fluctuations with inherent patterns are removed from the anomaly
(Line 32-36). The time complexity of Algorithm 5 is O(n).

4.5 Correlationmeasure

Multivariate time series is composed of a group of multiple univariate time series. Each
univariate time series describes an attribute and there may be correlation between attributes.
In this section, we consider how to extend the univariate algorithm to the multivariate time
series using the attribution correlation.

Generally, the correlation between attributions is calculated on the original data. In this
paper, the absolute second derivative is applied to calculate attribution correlation. For the
reason that some attributes do not show very strong correlation in the raw data, but fluctua-
tions are highly correlated and often occur simultaneously or successively. As a result, the
correlation should be analyzed based on fluctuations rather than raw data [29].
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Algorithm 5 Inherent patterns detection.
1: Input: Time series X = [x1, x2, ..., xn ], Y = [y1, y2, ..., yn ]
2: Output: Y = [y1, y2, ..., yn ]
3: Initializ confidence σ , δ, length l
4: S = {}
5: for i ∈ [1, n] do
6: if yi == 1 then
7: S = S ∪ {{xi−l , ..., xi , ..., xi+l }}
8: end if
9: if yi == 2 then
10: j = i + 1, P = {xi }
11: while y j == 2 do
12: P = P ∪ {x j }
13: j + +
14: end while
15: P = {xi−l , ..., xi−1} ∪ P ∪ {x j , ..., x j+l−1}
16: S = S ∪ {P}
17: i = j
18: end if
19: end for
20: m = 1, si , s j ∈ S
21: for i ∈ [1, |S|] do
22: FSm = {si }
23: for s j ∈ S − {si } do
24: if FS(si , s j ) > σ then
25: FSm = FSm ∪ {s j }
26: end if
27: end for
28: m + +
29: end for
30: for i ∈ [1,m] do
31: if |FSi | > δ then
32: while FSi 
= ∅ do
33: Q = Get frist element from FSi
34: while xr ∈ Q do
35: if yr == 1 or yr == 2 then
36: yr = 0
37: end if
38: end while
39: FSi = FSi − {Q}
40: end while
41: end if
42: end for
43: Return Y

In addition, most multivariate time series in the real world are asynchronous. For exam-
ple, the user login volume usually lags behind the checkout volume of the shopping cart,
the wireless device transmission signal is delayed, or the sampling rate is inconsistent [30].
Therefore, the impact of the asynchrony of multiple time series on the calculation of cor-
relation should be considered. Due to asynchronism, it is more appropriate for Dynamic
TimeWarping (DTW) to be chosen to solve such a problem. DTW [31] is an elastic measure,
which allows tomeasure the similarity between time series by determining the best alignment
between time series and minimizing the impact of time offset.
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Given two time series P with length of n and Q with length of m, DTW recursion is
defined as:

DTW (P, Q) = d(p1, q1) +
⎧⎨
⎩

DTW (su f (P), su f (Q))

DTW (su f (P), Q)

DTW (P, su f (Q))

, (12)

where d(·) is the distance between two matching points. In this paper, we use Euclidean
distance to calculate and su f (P) represents the suffix subsequence (p2, ..., pn) of P .

Determine whether there is correlation between attributions based on the calculation
results of DTW and the given confidence ε1. If two or more attributions are related, they
are grouped into a cluster.

Since the correlation between attributes is acquired based on fluctuations, the final detec-
tion result should be obtained through comprehensive analysis of the univariate time series
with attribution correlation. When detecting multiple time series X(a1), ..., X(ak)..., we first
detect each time series X(ak) using the above method, and then judge whether the number of
time series with anomalies in the same cluster within the time interval [i, i+τ ] is greater than
ε2 according to the given maximum delay tolerance time τ and confidence ε2. The maximum
delay tolerance time τ refers to the longest delay caused by asynchrony. If the result is yes,
the original univariate detection result will be maintained, otherwise, the original result will
be modified, that is, yt (X(ak)) = 0, t ∈ [i, i + τ ].

5 Experiment results

We use precision, recall and F1-score to indicate the performance of our algorithm. In paper
[33], the authors propose a point-adjust approach to calculate the performance metrics for
anomaly detection. This is such an efficient method that many researchers use it as an eval-
uation criterion and we will use it as well. To calculate the F1-score, True Positives(TP),
False Positives(FP), True Negatives(TN) and False Negative(FN) are need to calculate the
precision and recall. The formulas are as follow,

precision = T P

T P + FP
, (13)

recall = T P

T P + FN
, (14)

F1 = 2 × precision × recall

precision + recall
. (15)

The point adjustment strategy for performance metrics is shown in Figure 4. The frist row
is the ground truth with two anomaly segments. The second row is the prediction results of
the algorithm and the adjusted results are shown in the third row. We assume that the allowed
delay is 1 point and it means that the points in segment1 are adjusted to TP, while the points
in segment2 are adjusted to FN.

5.1 Dataset

The real datasets with three multidimensional time series and two one-dimensional time
series data are used to verify the generality and effectiveness of our proposed algorithm.
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0 1 1 1 0 0 1 1 1 0 0

0 0 1 1 0 1 0 0 1 0 0

0 1 1 1 0 1 0 0 0 0 0

ground truth

point-wise result

adjusted result

Segment 1 Segment 2

Figure 4 Point adjustment strategy

Besides, three synthetic datasets are created to verify the effect of our proposed algorithm in
detecting change points. The details of the real datasets and synthetic datasets are as follows.

SyntheticDatasets:These datasets aims to evaluate that our algorithmcan identify change
points in the presence of various types of anomalies such as point anomalies, collective
anomalies, and change points.Wefirst generate the true distribution of data points so that there
is no anomaly. Then, we randomly inject anomalies, including point anomalies, collective
anomalies and change points. In order to ensure that the algorithm can find change points in
complex data, these anomalies exist in multiple and mixed.

Real Datasets:
(1) SecureWater Treatment(SWaT) [22]: The SWaT dataset is obtained from 51 sensors of

the critical infrastructure system under continuous operations. The collected dataset consists
of 7 days collected under normal operations and 4 days collected with attack scenarios.

(2) Server Machine Dataset(SMD) [23]: The SMD is a dataset from a large Internet
company collected and made publicly available. It is a 5-week-long dataset containing the
data from 28 server machines. Each machine can collect 33 attributes.

(3) Pooled Server Metrics (PSM) [30]: The PSM dataset is collected from multiple appli-
cation server nodes at eBay with 26 attributes. These characteristics describe server machine
metrics such as CPU utilization and memory. The dataset consists of a training set of 13
weeks and a test set of 8 weeks. There are anomalies in both training and testing, and only
labels are prepared for the latter. Labels are manually created by engineers and application
experts, which may include planned and unplanned anomalies.

(4) Yahoo [25]: The Yahoo dataset is collected from real products traffic, relations and
has from 1.5K to 20K records, which 50 time series are annotated anomalies.

(5) IoT [25]: The IoT dataset is collected from 2 ultrasonic sensors deployed at the top of
the tank every hour to monitor the liquid level.

As shown in Table 2, the PSD and SWaT datasets have only one entity. Therefore, the
result of our algorithm running on the PSD and SWaT datasets is the F1 score. However, the
SMD dataset has 12 entities and the result of our algorithm running on the SMD dataset is

Table 2 Dataset Statistics Dataset Enti ties Metrics T est Anomaly(%)

SMD 12 38 304174 5.84

SWaT 1 51 449919 12.13

PSM 1 25 87841 27.76
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the average of the F1 scores for these 12 entities. Details about the number of test points and
anomaly rates can be found in this table.

5.2 Detection results

Baselines: Several methods for detecting anomalies are used as baselines and be compared
with our algorithm. An introduction to the baseline is shown below.

(1) CL-MPPCA is a data-driven anomaly detection algorithm that has a Multivariate Con-
volution LSTM with Mixtures of Probabilistic Principal Component Analyzers. It uses both
neural networks and probabilistic clustering to improve the anomaly detection performance.

(2) DAGMM is a Deep Autoencoding Gaussian Mixture Model (DAGMM) for unsu-
pervised anomaly detection. The model utilizes a deep autoencoder to generate a low-
dimensional representation and reconstruction error for each input data point, which is further
fed into a Gaussian Mixture Model.

(3) Deep-SVDD is a new anomaly detection method-Deep Support Vector Data Descrip-
tion, which is trained on an anomaly detection based objective. The adaptation to the deep
regime necessitates that neural network and training procedure satisfy certain properties.

(4) LSTM-VAE is a long short-termmemory-based variational autoencoder (LSTM-VAE)
that fuses signals and reconstructs their expected distribution by introducing a progress-based
varying prior. The LSTM-VAE-based detector reports an anomaly when a reconstruction-
based anomaly score is higher than a state-based threshold.

(5) InterFusion is an unsupervisedmethod that simultaneouslymodels the inter-metric and
temporal dependency for MTS. Its core idea is to model the normal patterns inside MTS data
through hierarchical Variational Auto-Encoder with two stochastic latent variables, each of
which learns low-dimensional inter-metric or temporal embeddings. Furthermore, the authors
propose an MCMC-based method to obtain reasonable embeddings and reconstructions at
anomalous parts for MTS anomaly interpretation.

(6) OmniAnomaly is a stochastic recurrent neural network for multivariate time series
anomaly detection that works well robustly for various devices. Its core idea is to capture
the normal patterns of multivariate time series by learning their robust representations with
key techniques such as stochastic variable connection and planar normalizing flow, recon-
struct input data by the representations, and use the reconstruction probabilities to determine
anomalies. Moreover, for a detected entity anomaly, OmniAnomaly can provide interpreta-
tions based on the reconstruction probabilities of its constituent univariate time series.

(7)USADisbasedonadversely trained autoencoders. Its autoencoder architecturemakes it
capable of learning in an unsupervisedway. The use of adversarial training and its architecture
allows it to isolate anomalies while providing fast training.

Change Point Detection: As can be seen from Figure 5, our proposed algorithm has a
higher F1 score than other existing algorithms such as Pruned Exact Linear Time (PELT)
[19], Bottom-up [12], and Binary segmentation [13], which are implemented by using the
ruptures library. These algorithms all use some parameters such as “penalty value” and the
number of data segments. Our algorithm is still the best performer when the parameters are
adjusted so that these algorithms achieve optimal results. Themain reason is that our algorithm
can distinguish point anomalies, collective anomalies and change points well, while other
algorithms suffer from the interference of point anomalies and collective anomalies.

Anomaly point detection:To verify the effectiveness of our proposed algorithm, different
types of datasets are used to test our algorithm. IoT andYahoo datasets have only one attribute.
Change point detection and experiments based on Yahoo and IoT datasets do not apply
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Figure 5 Change point detection on synthetic datasets and IoT dataset

point adjustment technology. Luminol[1] is a light weight python library for time series data
analysis. The two major functionalities it supports are anomaly detection and correlation.
It can be used to investigate possible causes of anomaly. CABD[2] is an algorithm that
accurately detects and labels anomalies with a non-parametric concept of neighborhood and
probabilistic classification. Given a desired quality, the confidence of the classification is
then used as termination condition for the active learning algorithm. As Shown in Figure 6,
compared with these two algorithms, our algorithm can achieve a higher F1 score, which
means that our algorithm can not only process single-dimensional data but also achieve
better performance compared with the existing work dealing with single-dimensional data.
In Yahoo dataset, there are some concept drift. Since our proposed algorithm can solve the
impact of concept drift, our algorithm has better robustness.

Table 3 and Figure 7 show the performance of different methods on multiple multidimen-
sional datasets. It can be found that our algorithm achieves the best results on both SMD and

Figure 6 Anomaly detection on Yahoo and IoT
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Table 3 Performance Comparison

Dataset SWaT SMD PSM
Metric(%) P R F1 P R F1 P R F1

CL − MPPCA 76.78 81.50 79.07 82.36 76.07 79.09 56.02 99.93 71.80

I solationForest 49.29 44.95 47.02 42.31 73.29 53.64 76.09 92.45 83.48

DAGMM 89.92 57.84 70.40 67.30 49.89 57.30 93.49 70.03 80.08

Deep − SV DD 80.42 84.45 82.39 78.54 79.67 79.10 95.41 79.10 79.10

LST M − V AE 76.00 89.50 82.20 75.76 90.08 82.30 73.62 89.92 80.96

I nter Fusion 80.59 85.58 83.01 87.02 85.43 86.22 83.61 83.45 83.52

Omni Anomaly 81.42 84.30 82.83 83.68 86.82 85.22 88.39 74.46 80.83

USAD 63 74 68 55 72 50 92 58 71

Ours 81.04 83.52 82.26 84.20 89.37 86.71 91.95 98.35 95.04

PSMdatasets. Although the F1 score achieved by our algorithm on the SWaT dataset is 82.26,
which is smaller than the 83.01 of the InterFusion algorithm, the effect is very close. This
means that compared with these efficient existing works mainly based on machine learning,
our algorithm has more advantages and good performance in dealing with the problem of
anomaly detection in multi-dimensional time series data.

After dividing the data, the size of the segmentmay have a little impact on the data anomaly
detection. In order to analyze the impact, we set the data segment to account for 2% - 18%
of the total value. Too small a data segment will cause misjudgment. If the data segment is
too large, it will affect the location of the anomalies. We study the impact of segment ratio
on three datasets: SMD, SWaT and PSM. The experimental results in Figure 8 show that
the algorithm can achieve good performance when the size of segment is 6% - 10% of the
data, and the difference is not large. Too large segments do not make the anomaly detection
result better. In the same way, too small segments will make F1-Score unable to reach the
maximum value.

Figure 7 Anomaly detection on multidimensional datasets
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Figure 8 The influence of segment ratio on anomaly detection

When the fluctuation similarity threshold is changed, it may affect the result of anomaly
detection. An experiment on the effect of fluctuation similarity threshold on F1-Score was
performed on three datasets SMD, SWaT and PSM. The experimental results are shown in
Figure 9. In fact, too small a fluctuation similarity threshold can easily lead tomany sequences
without fluctuation correlation being judged to have the same inherent pattern. We study the
impact on the judgment of inherent patterns when the fluctuation similarity threshold is
between 0.7 and 0.95. The experimental results show that when the threshold value is greater
than 0.7, the effect of natural mode detection is very close. When the fluctuation similarity
threshold reaches 0.95, a strict threshold will cause a small part of the inherent pattern to be
omitted, but the impact is not serious.

An experiment on the simultaneous detection of anomaly and change point is performed
on the synthetic datasets and IoT dataset. Since few methods in the existing work can detect
both anomalies and change points at the same time, we use the combination of two algorithms

Figure 9 The influence of fluctuation similarity threshold on anomaly detection
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Figure 10 Anomaly and change point detection

to detect anomalies and change points asmuch as possible. Pelt andBottom-up are algorithms
used for change point detection.Combinedwith these two algorithms is the anomaly detection
algorithm SPOT. The CABD is an algorithm that can detect anomalies and change points
at the same time. The experimental results in Figure 10 show that our proposed algorithm
has obvious advantages in detecting anomalies and change points at the same time compared
with the existing work.

We compare the runtime with algorithms on data series that have points from 2k to 20K.
Experiments are performed on a computer with Intel i5-1135G7@ 2.40GHz, 2 Cores, 16GB
of RAM and Windows 10. For 2K points, Twitter, KNN-CAD, Numenta and Donut take
1.3, 11.2, 22.5, and 31.7 seconds, respectively, while our algorithm takes 0.35 seconds.
For 20K data points, Twitter, KNN-CAD, Numenta and Donut take 8.1, 69.3, 310.2 and
408.2 seconds, respectively, while our algorithm takes 7.1 seconds. The results are shown in
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Figure 11 Rrunning time of anomaly detection algorithms over different data sizes
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Figure 11. Comparedwith other algorithms, our algorithm is faster andmore efficient because
most of the scores are filtered and ignored, thus reducing the amount of computation.

6 Conclusion

In this paper, we propose an unsupervised anomaly and change point detection method for
time series with concept drift. Different from most of the previous detection methods, we
pay more attention to the rate of change of data than the original data, because it can better
reflect the fluctuation features of data. Our method not only effectively detects anomalies
and change points, but also distinguishes anomalies into point anomalies and collective
anomalies. Experimentally, we compared our method with the state-of-the-art methods on
several different types of public and synthetic datasets. The results show that the proposed
method has good generality and high effectiveness.
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