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Abstract
Vehicles today use a variety of network segments operated by different technologies 
and protocols within the car (CAN, LIN, Automotive Ethernet, MOST, FlexRay, etc.) to 
exchange data between different control modules, sensors, and actuators. The exchange of 
information between other network domains (heterogeneous networks) is enabled through 
various interconnection points called gateways/bridges. The resulting performance depends 
on its interconnection structure, network segment traffic aggregation scheme, and medium 
access technique. Although protocols such as CAN, LIN, FlexRay, and Ethernet have been 
used in network design for some time, performance modeling and analysis are still needed 
given the variety of traffic types and sources, new application limitations, and especially 
the lack of formal verification of network performance for different network scenarios 
and configurations. This paper presents an end-to-end throughput and delay performance 
analysis for a reference intra-vehicular network scenario. These models have been vali-
dated through simulations in which high correlation values were obtained from 98.7400 to 
99.9999, with a low mean square error. The validation cases show that for different LIN, 
CAN, and Ethernet network configurations, the performance threshold values defined for 
most current vehicle applications are preserved. However, if the network configuration is 
modified, the proposed analytical models can be used to formally verify the corresponding 
performance and delay changes and thus validate whether or not the application require-
ments are met.
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1 Introduction

The internal vehicle/automobile network better known as intra-vehicular network (IVN), 
is an area of study of great importance in terms of network performance analysis. As 
technology advances in the automotive industry, the number of sensors, actuators, and 
ECUs (Electronic Control Units) used in vehicles has increased. For this reason, cars 
became a set of systems that collaborate to perform more complex tasks, a system of 
systems. These require the different component systems to communicate with each other 
while meeting bandwidth and latency requirements. Additionally, in-vehicle communi-
cations are crucial in developing x-by-wire capabilities in future vehicles [1].

The above results in the emergence of different intra-vehicular network protocols 
such as CAN (Controller Area Network), LIN (Local Interconnect Network), MOST 
(Media Oriented Systems Transport), FlexRay, Automotive Ethernet, and others, which 
define different types of functions to meet the requirements of the different car domains 
[2]. Therefore, internal vehicle networks are classified as heterogeneous communication 
networks comprising two or more network segments/domains, each defined by a single 
protocol.

The increase in the number of ECUs generates problems related to the weight, cost, 
complexity, and reliability required by the cables and connectors involved in connecting 
the ECUs. For this reason, bus-based networks are proposed to communicate the differ-
ent ECUs within the vehicle [3]. These networks require appropriate protocols to com-
municate over the shared bus.

In general, ECUs communicate with and control the essential components of the 
vehicle system (sensors and actuators). With these characteristics, it is possible to con-
sider them as a cyber-physical system (CPS), which is an integration of cybernetic com-
ponents (computers) that interact with physical elements of an environment through an 
actuator [4]. Important examples of CPS are intelligent vehicles and roads, part of Intel-
ligent Transportation Systems (ITS). Given the current trend of research and develop-
ment of ITSs, there is a growing interest in vehicular communications. As stated in [5], 
vehicular communication is crucial to improving road safety and transport efficiency.

Currently, vehicular applications are considered in various IoT (Internet of Things) 
domains, highlighting the area of smart cities. In [6], the Internet of Vehicles (IoV) is 
described as a new technology for developing transport systems in Smart Cities. For 
this purpose, vehicular networks can be designed using communications between vehi-
cles (V2V or vehicle-to-vehicle transmission), between vehicles and road infrastructure 
(V2I or vehicle-to-infrastructure communication), and other elements of the surround-
ing environment (V2X or vehicle-to-everything communication).

The state-of-the-art usually focuses on proposing techniques to improve the performance 
of vehicular networks or develop new applications in these environments. For instance, 
the work [7] suggests the AS-DTMAC (Active Signaling-based TDMA MAC) protocol to 
improve the delay generated by the TDMA (Time Division Multiple Access) schemes used 
in a VANET (Vehicular Ad-Hoc Network); In [8] the authors propose a strategy aimed 
at helping drivers inside parking lots in a smart parking application. The vehicle can be 
seen as a “thing” with which the user can interact socially. The concept, architecture, and 
enabling technologies of the social Internet of vehicles are addressed in [9]. The authors 
conceive the vehicle, specifically its sensors, as part of their layered architecture’s “physi-
cal world layer”. Furthermore, they describe the vehicle architecture as a four-layer model: 
the physical layer, in-vehicle communication layer, processing layer, and application layer.
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Previous works are mainly oriented to inter-vehicular communications; however, the 
sources of vehicle traffic are located in intra-vehicular networks; thus, their performance 
analysis in the context of IoV continues to be relevant. In the design of these heterogene-
ous intra-vehicular network architectures to share data between different network domains 
or protocols, the use of communication bridges/gateways is required. The performance 
analysis must consider these elements to estimate a transmission’s end-to-end delay and 
throughput. These two QoS (Quality of Service) performance metrics are essential for the 
design of current and new vehicle applications (safety and non-safety) such as those pre-
sented at [10].

This task can be supported by analytical tools such as network performance models. 
This work focuses on developing analytical models that evaluate the network’s perfor-
mance to carry out the specification and formal verification of the requirements of vehicu-
lar applications associated with its communications.

The rest of this document is organized as follows. Section 2 describes some of the most 
common protocols used within intra-vehicular networks. Section  3 discusses layer two 
interconnection bridges. Section  4 presents homogeneous network models (single proto-
col). Section 5 discusses heterogeneous network models (two or more protocols). Results 
and validation through simulation for homogeneous and heterogeneous network models are 
presented in Sect. 6. Finally, the document concludes in Sect. 7.

2  Intra‑Vehicular Network Protocols

Over the years, intra-vehicular networks have become heterogeneous networks. New net-
work requirements have led to new wired and wireless protocols. However, legacy tech-
nologies are still relevant for vehicle networks. The authors in [11] note that even though 
the wireless network could reduce wiring in the vehicle, they still require connection to a 
power source. Additionally, security is a significant challenge for wireless networks. There-
fore, wired technology, specifically Ethernet, would be a trend for vehicle networks. This 
change will occur gradually because an instant complete replacement of vehicle compo-
nents would not be practical. The authors also claimed that Ethernet (as a backbone) would 
coexist with legacy technology for a few years.

The work [12] presents a recent state-of-the-art review of commonly used protocols 
and technologies. This review includes both wired and wireless technologies. The wired 
technologies reviewed include LIN, CAN, FlexRay, and MOST. A summary of the char-
acteristics of each protocol is presented. LIN is a low-level communication system com-
monly used as a low-cost alternative for low-data-rate vehicle sub-subsystems. For higher-
requirement applications, the CAN network is used. CAN become the most widely used 
wired network for vehicles. This is because CAN meets the requirements of non-stringent 
real-time in-vehicle systems with an event-driven approach. The FlexRay network is imple-
mented for those subsystems and applications with higher data rates and strict time require-
ments. Finally, it is mentioned that MOST would be used for multimedia and telemetric 
applications.

The work [13] presents a performance evaluation of different wireless sensor networks 
inside the vehicle. The author notes that IVWSN (Intra-Vehicle Wireless Sensor Networks) 
integrated the sensor into vehicles, reduced assembly, and maintenance costs, as well as 
helping to reduce fuel consumption. The authors present UWB (Ultra-Wide Band) chan-
nel models for propagation inside the engine and under the chassis scenarios. They also 
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proposed different system configurations and performance analyses for each. Simulations 
validate the results of the study. At the end of the article, it is concluded that the IVWNS 
technology is not mature enough and does not provide sufficient reliability. The authors 
also stated that full adoption of IVWSN is not currently feasible.

The work [14] reviews the protocols, challenges, and solutions in the vehicle. The author 
divides the car into four subsystems: powertrain, chassis, body, and infotainment. It is men-
tioned that CAN is implemented for body and powertrain domains. LIN, which is primarily 
cost-saving oriented, is used for low-speed communications. The FlexRay protocol is used 
as a specialized control in the chassis as a communications backbone. Finally, MOST, the 
most expensive network, is used for the infotainment domain. The authors highlight that 
CAN stands out for its low-cost, high-reliability network. LIN is cost-effective for connect-
ing sensors and actuators when high bandwidth is not required. FlexRay offers confidence 
to meet the reliability requirements of security systems. MOST is a high-speed protocol 
specialized in multimedia systems. It is also observed that although the MOST bandwidth 
is greater than the CAN, LIN, and FlexRay bandwidths, its higher cost makes it unfeasible 
for various subsystems. The authors conclude the article by stating that Automotive Ether-
net suits the upcoming in-vehicle networking requirements.

According to references [11–14], legacy technologies are still relevant for the in-vehicle 
network but with a tendency to use Ethernet. This should be reflected in the study scenario: 
the backbone network and most of the networks that demand high bandwidth are supported 
by Ethernet, while the low-requirement networks are defined using LIN and CAN tech-
nologies; this is because the cost reduction continues to be an interest from automobile 
manufacturing. Automotive applications can be placed in different categories or classes. 
The Society of Automotive Engineers (SAE) [15, 16] has classified these applications into 
Class A, B, C, and D depending on their critical limitations in real-time and reliability. 
These classes are defined according to the following characteristics:

• Class A: network capacity of 10 Kbps or lower (low-speed network) and applied in fea-
tures such as body and comfort

• Class B: network capacity between 10 Kbps and 125 Kbps (medium speed network) 
and applied in general information transfer, such as emission data and instrumentation.

• Class C: network capacity greater than 125 Kbps (high-speed network) and applied for 
real-time control such as traction control, brake by wire, etc.

• Class D: network capacity greater than 1 Mbps and applied for real-time safety data 
transmission such as the braking system, engine control, etc.

A comparison of different protocols belonging to each class is presented in Table 1:

Table 1  SAE in-vehicle network categories based on network capacity, purpose, and latency QoS metric

Class Bandwidth Protocol Purpose Latency

A Less than 10 Kbps LIN Sensor/actuator control Wide windows (<150ms)
B 10–125 Kbps LIN, CAN Information sharing Varying window
C 125 Kbps–1Mbps CAN Real-time control Narrow windows
D Greater than 1Mbps Automotive-Ethernet

MOST
Flexray

Real-time control and 
information sharing

Narrow window
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In addition to the SAE automotive application classification, a different categorization 
can be made considering the type of services involved. According to [10], there are two 
main categories of application services: (i) security services and (ii) non-security-related 
services. Some vehicle safety services include vehicle health warnings, vehicle type 
warnings, traffic hazard warnings, and dynamic vehicle warnings. Non-safety-related 
services are mainly associated with traffic management and infotainment. Each type of 
service has different use cases, as shown in Table 2. The requirements for each use case can 
be expressed in terms of communication mode, security, reliability, minimum frequency 
of periodic messages, maximum latency, and technologies that could be involved (the 
Protocol Stack).

Table 2 shows that for most of the use cases, the communication technologies that could 
be involved are CAN, LIN, and Automotive Ethernet.

As indicated in [17], there are new protocols such as VaN (Vehicle Area Network), 
LVDS (Low-Voltage Differential Signaling), and even new versions of existing protocols 
such as TTCAN (Time-Triggered CAN), CANFD (CAN with flexible data rate) vehicle 
networks have been used. However, these are not widely adopted by OEMs. The authors 
also conjecture that today’s most commonly used technologies (LIN, CAN, FlexRay, 
MOST, and Ethernet) will remain relevant for years.

There are other classifications in which more classes are identified. For instance, in 
[18], three main categories are defined: active road safety applications, traffic efficiency 
and management applications, and infotainment applications. Active road safety applica-
tions are aimed at reducing the probability of traffic accidents. The traffic management and 
efficiency applications aim to improve the flow of vehicular traffic. Finally, infotainment 
applications are aimed at offering some services (local or Internet): notification of points of 
interest, electronic commerce, media download, etc.

For this work, the classification presented in [10] defines the base scenario, shown in 
Fig.  6. In this sense, whenever a new use case is specified or the requirements change 
(modification of the network configuration ), the corresponding delay and performance can 
be verified with the proposed analytical models discussed in the following sections and 
thus validate whether or not the application requirements are met.

Today, many of the vehicular applications developed are oriented toward ITS. ITS aims 
to integrate with other intelligent systems to exchange data or information to enable com-
plex IoT applications. The emergence and growth of IoT systems encourage a large number 
of devices around the world to collect and transmit data, which is an integral part of the so-
called Big Data [19]. At the same time, this data is stored and processed in the cloud, one 
of the main components of IoT systems.

The authors in [20] mention that IoT encompasses various application domains, includ-
ing the cities sometimes referred to as Smart Cities. These cities include vehicles and other 
transportation systems. In [21], several application scenarios involving transportation sys-
tems are listed. A different work [22] refers to Smart Mobility as one of the most critical 
areas within Smart Cities. Smart Mobility impacts various dimensions of the smart city 
that directly or indirectly affect the citizens’ quality of life. One of the Smart Mobility com-
ponent groups is the ITS, which collects, stores, and processes data used to plan, imple-
ment, and evaluate Smart Mobility policies within this context.

The data collected by ITS comes primarily from vehicle internal components. As stated 
above, a vehicle comprises various elements that perform different functions and have 
additional requirements. Various communication protocols are used internally in vehicles 
because many components work together to perform specific tasks. Each protocol groups 
together a set of elements with standard requirements and functions, while more complex 
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Table 2  User cases requirements [10]

Category Use case Maximum delay Involved 
IVN 
technol-
ogy

Safety Services Vehicle status warning Emergency electronic 
brake lights

100 ms CAN

Safety Services Vehicle status warning Abnormal condition 
warning

100 ms CAN

Safety Services Vehicle type warning Emergency vehicle 
warning

100 ms CAN

Safety Services Vehicle type warning Slow vehicle warning 100 ms CAN
Safety Services Vehicle type warning Motorcycle warning 100 ms CAN
Safety Services Vehicle type warning Vulnerable road user 

warning
100 ms CAN

Safety Services Traffic hazard warning Wrong way driving 
warning

100 ms CAN

Safety Services Traffic hazard warning Stationary vehicle warn-
ing

100 ms CAN

Safety Services Traffic hazard warning Traffic condition warning 100 ms CAN
Safety Services Traffic hazard warning Signal violation warning 100 ms CAN
Safety Services Traffic hazard warning Road work warning 100 ms CAN
Safety Services Traffic hazard warning Decentralized floating 

car data
100 ms CAN

Safety Services Dynamic vehicle warning Overtaking vehicle 
warning

100 ms CAN

Safety Services Dynamic vehicle warning Lane change assistance 100 ms CAN
Safety Services Dynamic vehicle warning Pre-crash sensing warning 50 ms Ethernet
Safety Services Dynamic vehicle warning Cooperative glare reduc-

tion
100 ms CAN

Non-safety Services Traffic Management Regulatory/contextual 
speed limits

N/A LIN

Non-safety Services Traffic Management Traffic light optimal speed 
advisory

100 ms CAN

Non-safety Services Traffic Management Intersection management 100 ms CAN
Non-safety Services Traffic Management Cooperative flexible lane 

change
500 ms LIN

Non-safety Services Traffic Management Electronic toil collect 500 ms LIN
Non-safety Services Infotainment Point of interest notifica-

tion
500 ms LIN

Non-safety Services Infotainment Local electronic com-
merce

500 ms LIN

Non-safety Services Infotainment Media download 500 ms LIN
Non-safety Services Infotainment Map download and 

update
500 ms LIN
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tasks may require communicating elements operating with different protocols. Below, a 
review of some of the most common protocols within intra-vehicular systems is presented.

2.1  CAN Protocol

The CAN (Controller Area Network) protocol is a “serial communication technology used 
especially for exchanging reliable data between ECUs in cars” [23]. CAN is a message-
oriented protocol where data is transmitted on the CAN bus. No addressed nodes are con-
nected. In a CAN network, nodes send and receive messages based on a unique identifier.

Because several message transmissions share the bus, an arbitration mechanism is 
required. The CAN protocol bus access procedure is a non-destructive bit-wise arbitra-
tion [24] called Carrier Sense Multiple Access with Collision Detection and Arbitration on 
Message Priority (CSMA/CD+AMP).

The message priority defined in the CAN identifier frame field determines which node 
gains access to the bus. Multiple nodes can initiate the transmission of a frame whenever 
the bus is detected as idle. When a node sends a frame, it monitors and reads the bus 
bit value and compares it to its transmitted bit value. CAN messages are encoded using 
the NRZ (Non-Return to Zero) scheme using two bits defined as recessive equivalent to 
"1" and dominant as "0". During the arbitration process, the dominant bits overwrite the 
recessive value on the bus, such that the high-priority message is preserved (the priority is 
explained below). According to [25], the CAN bus arbitration process is shown in Fig. 1.

CAN arbitration process
A CAN message contains an 11 or 29-bit identifier ([26]) (for the standard and extended 

format, respectively) called the arbitration field. The highest priority message is transmit-
ted on the bus due to the CAN arbitration scheme. The numerical value of the identifier 
in the arbitration field determines the priority. The lowest numerical value has the highest 
priority (the node with the most significant bit ’0’ in its frame identifier wins access). This 
bit-wise arbitration is non-destructive because if a node writes a recessive bit on the bus 
but reads a dominant bit due to an overwriting, the node ends its transmission and waits 
until the channel/bus becomes idle again to try to transmit.

Fig. 1  CAN bus arbitration process
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2.2  LIN Protocol

LIN (Local Interconnection Network) is a low-cost serial communication system. LIN 
employs a master–slave concept and clock synchronization to share a single-wire bus. 
The LIN bus is commonly used for comfort areas such as doors, seats, steering wheel, 
and air conditioning. The LIN Description File (LDF) is the main component and 
describes the entire network by defining all the properties of the network bus.

Network Basic Operation
A LIN network comprises a master node and up to 16 slave nodes. The master node 

controls communication in a LIN network. For example, the master node is responsible 
for sending sync pulses, monitoring data on the bus, switching the slave nodes to sleep/
wake mode, and defining the transmission speed on the network. The operation of the 
LIN bus is based, as indicated above, on a single master/multiple slave concept. In a 
LIN bus network, a LIN node can be specified to contain one of the following two tasks:

• A master task decides the frame sequence using a schedule table.
• A slave task is responsible for transmitting requested information and waking the 

slave nodes from the suspended state.

It is essential to mention that usually, only the master node includes a master task and a 
slave task. However, each slave node contains only one slave task [27].

The LIN Master plays the most crucial role in a LIN network because it manages 
communications. This LIN Master is responsible for transmitting the message head-
ers at the defined time points according to the LDF. The master node uses a schedule 
in the LDF to look up the dispatch time and the node identifier. When a slave node 
reads a message header containing an identifier that matches its own, it sends a message 
response containing data and a checksum. For transmitting messages on a LIN bus, the 
send times in the LIN Schedule must be selected to ensure sufficient time for trans-
mitting messages. Therefore, the LIN protocol specification defines forty percent (40%) 
additional time according to the nominal time for transmission of a LIN message.

The LIN Schedule is organized into mini-slots; thus, the lengths of these mini-slots 
correspond to the fundamental time base of the LIN Schedule (for example, five mil-
liseconds (ms)). The duration represents the smallest time resolution for processing 
the LIN Program by the master node. It is essential that when sending a LIN message, 
enough mini-slots are provided and allocated to that message to ensure its successful 
transmission. Furthermore, the sum of the necessary mini-slots assigned to a particular 
message is called the frame slot [28].

2.3  Automotive Ethernet Protocol

Automotive Ethernet was often referred to as the future of intra-vehicle networks. This 
protocol covers all the requirements for the intra-vehicular network and offers greater 
bandwidth than de-facto vehicular protocols. Furthermore, it has a variety of topolo-
gies and is suitable as a backbone bus for connecting various network protocol domains. 
Additionally, as noted in [29], Ethernet will be an essential component of the com-
munication layer that will enable communication between vehicle electronics and the 
Internet.
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The work [30] describes the electromagnetic, environmental, and electrical require-
ments of Ethernet. It also introduces the network fundamentals and the OSI reference 
model layers. In addition, a comparison between Ethernet and traditional vehicle net-
work protocols is also presented.

The Ethernet physical layer is supported by twisted pair cables that offer bidirec-
tional data transfers (full-duplex) with rates between 100 and 1000 Mbps. As mentioned 
in [31], the second layer of Ethernet communication provides essential functions for 
controlled data transmission. In addition to the uniform structure of messages, these 
include the addressing of nodes and the method of accessing the bus. All the essen-
tial functions are implemented by the Ethernet controller, which is generally an integral 
component of microcontrollers today. In the Ethernet bus media access mechanism, the 
controller listens to the physical media before sending a message (carrier sense multiple 
access (CSMA)). This prevents a message from being overwritten if another node on 
the network is already sending it, generally called a collision. If the medium is free, 
the Ethernet controller can begin its transmission. This work considers a backbone net-
work based on an Ethernet bus, as it commonly occurs to communicate with internal 
vehicular systems. With this, it is possible to limit cables and connectors’ weight, cost, 
complexity, and reliability. Therefore, this communication scenario is looked over and 
talked about below.

CSMA/CD
The Ethernet protocol refers to Layer 1 and Layer 2 of the OSI reference model. The 

Layer 2 bus access scheme is called Carrier Sense Multiple Access/Collision Detection 
(CSMA/CD). Each Ethernet controller implements the associated CSMA/CD algorithm. 
For the CSMA/CD procedure, all stations/ nodes monitor the channel to determine when it 
is idle. This is done by carrier sense circuits that operate on each Ethernet node. Collisions 
can occur if two or more nodes begin transmitting a frame during the same time window. 
Because of this, each Ethernet controller has a collision detection feature that is used to 
cancel the transmission each time a collision is detected. In addition, to avoid a second 
collision, a node tries to re-transmit based on the expiration of a random time (back-off 
process). Each sender must calculate this time individually.

Whenever the bus is detected busy, a node stops transmitting and begins sensing the 
channel. Suppose at any point the channel is seen idle or free. In that case, the sender starts 
sending and monitoring the channel signal to compare it to the transmitted signal and 
determine if a collision has occurred. Several analytical models have been proposed for 
this Ethernet protocol scheme (CSMA/CD) focused on performance analysis, addressing it 
differently. The authors in [32] proposed a mathematical delay and throughput model for a 
new efficient CSMA/CD-based protocol based on advanced channel slot reservation with 
priority access. In [33], aspects that influence latency are presented, and then an analysis 
of the calculation of Ethernet communication latency is proposed. Gebali [34] presents a 
simple CSMA/CD protocol model using teletraffic theory based on a Markov chain with 
three basic channel states: idle, collision, and transmission (the latter composed of n trans-
mission states). Considering the transmission delay, propagation delay, number of nodes, 
constant frame size, and assuming a P-Persistent approach, the author proposed a math-
ematical model for performance metrics such as access probability, throughput, and others. 
This analytical model was used as a baseline model and was part of the end-to-end delay 
and throughput analysis in the heterogeneous network case study defined for the present 
work. Table 3 summarizes the parameters employed for the CSMA/CD model.

In [34], a Markov chain for CSMA/CD is defined, represented in the state transition 
diagram shown in Fig. 2.
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This diagram defines the idle, collided, and transmission states. The transition matrix 
corresponding to the Markov chain in Fig. 2 is given by (Eq. 1):

(1)P =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

u0 0 0 … 1 1

u1 0 0 … 0 0

0 1 0 … 0 0

0 0 1 … 0 0

⋮ ⋮ ⋮ ⋱ ⋮ ⋮

0 0 0 … 0 0

0 0 0 … 0 0

1 − u0 − u1 0 0 … 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

Table 3  Description of a CSDMA/CD mathematical model variables

Variable Description

N Total number of Ethernet Nodes
n The ratio of transmission delay for propagation delay
u0 Probability of being in the idle state
u1 Transition probability from an idle state to transmitting state
a Packet arrival probability
Idle Idle state
Collided Collision state
txi Transmission states
s Steady-state probability vector

Fig. 2  CSMA/CD Markov chain 
[34]
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In the network scenario presented in [34], N users transmit independently of any other. The 
probability that i users are active (try to transfer) in a given time interval is described by 
a binomial probability distribution (Eq. 2), where a is the probability that a single station 
makes a transmission during a time step:

The CSMA/CD model steady-state distribution vector is given by:

The author in [34] formulates this distribution vector at equilibrium as follows:

In addition, he also defines values for certain performance metrics. The throughput model 
for CSMA/CD is given by:

The access probability model is defined as follows:

Finally, the average number of attempts for a successful transmission in an Ethernet net-
work is given by:

Using the Ethernet performance Eqs. 5–7, the Ethernet network performance can be evalu-
ated. In addition, other metrics, such as delay, can be derived.

3  Layer 2 Bridges

In an intra-vehicular scenario, bridges, called gateways, communicate heterogeneous net-
works [35]. These network bridges are used to interconnect dissimilar protocols, which 
adds some complexity to the process.[36]. Some state-of-the-art documents related to the 
connection of intravehicular networks are listed below.

In [37], the author presents and describes various ways in which vehicle networks 
could be designed and implemented by interconnecting different network segments 
through bridges based on hierarchical or multi-layer physical network topology, e.g., ring, 
star, mesh, etc. Protocols (like CAN and LIN) are modeled, and delay and throughput 

(2)ui =

(
N

i

)
ai(1 − a)N−i

(3)s = [si st1 st2 ...stn sc]
t

(4)s =
1

2 + u1(n − 1) − u0

⎡
⎢⎢⎢⎢⎢⎢⎣

1

u1
u1
⋮

u1
1 − u0 − u1

⎤⎥⎥⎥⎥⎥⎥⎦

(5)Theth =
nu1

2 + u1(n − 1) − u0

(6)�a =
Theth

Na

(7)�a =
1 − �a

�a
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performance metrics are analyzed. Performance models are proposed for individual 
network segments (domains) based on channel utilization. Different hierarchical topologies 
(various network segments and bridges) are considered for the delay analysis. However, 
the analytical models of it are limited to time-triggered in-vehicle network protocols. 
Furthermore, the models are not validated through simulation or test-bed implementation.

In a different work [38], a gateway framework for vehicle networks based on CAN, 
FlexRay, and Ethernet segments is proposed. This proposal is mainly based on the network 
(routing) and application layers and analyzes the response time in the worst scenario case. 
This gateway framework was implemented through a benchmark gateway prototype. The 
proposal considers end-to-end response time analysis and verifies gateway latency through 
a test case. However, analytical models still need to be covered.

The authors in [39] proposed a bridging strategy based on a heterogeneous integrated 
network CAN-switched Ethernet architecture. A CAN-switched Ethernet network simula-
tion based on OMNET ++ was developed. Simulation performance was analyzed by meas-
uring communication latencies per device and focused on the impact of the time introduced 
by various CAN-Ethernet multiplexing strategies implemented on gateways. The simula-
tion results showed that depending on its role, the gateway/bridge mapping strategy affects 
the message latency at the gateway compared to other bridge strategies that measure end-
to-end latency. The work also included general end-to-end analytical models for latency, a 
CAN bus delay model, and a Ethernet layer two delay model.

Similar to [39], the authors in [40] propose a formal method to analyze and derive upper 
limits on end-to-end latencies for complex frame aggregation strategies in gateways. This 
is by capturing complex signal paths between domains that span multiple buses, gateways, 
and switches. A performance analysis was proposed to measure bridge delay and end-to-
end performance modeling analysis based on event modeling and frame path aggregation. 
The model is evaluated in different network scenarios focusing on CAN to Ethernet trans-
mission strategies. Their results show that frame aggregation can reduce the number of 
transmitted Ethernet frames, resulting in less load on the gateways and fewer interfering 
frames in the Ethernet domain, thus reducing end-to-end latency for Ethernet traffic (not 
between gateways). Frame aggregation can introduce a sampling delay for traffic between 
gateways. However, this delay can be controlled by timeouts or buffer sizes that decrease 
the sampling delay at the cost of increasing the load and the number of interfering Ethernet 
frames.

In [41], the author proposed a bridge architecture to interconnect a CAN segment, 
an 802.11 segment, and an 802.15.4 segment. Layer 2 performance metric models, such 
as delay and throughput, were presented and validated using a test-bed implementation. 
The performance of the bridges was analyzed considering the reception on each input 
interface, the frames processing for forwarding decisions, the lookup tables manage-
ment, and the frames on each output interface forwarding. This performance analysis 
was based on queuing theory for generating bridge throughput and delay mathematical 
models.

Based on the reviewed state of the art, it is identified that the interconnection of the 
heterogeneous network (networks that operate under different network protocols, for 
example, LIN/CAN or Ethernet/CAN network) is more complex than the interconnec-
tion of homogeneous networks (for example, Ethernet/Ethernet or CAN/CAN). This 
complexity is described in terms of the associated functions for managing incoming and 
outgoing frames. Both translation and forwarding procedures are required to intercon-
nect heterogeneous networks in a store-and-forward device. In contrast, the pass-through 
forwarding process is sufficient for the interconnection of homogeneous networks. Both 
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types of forwarding processes are carried out on bridges. Bridges operate in the logical 
link control (LLC) or medium access control (MAC) level sub-layers.

Homogeneous network interconnection is based on MAC-level bridging for 
different network domains that use the same frame format and employ the same data 
link protocol. On the other hand, the interconnection of LANs that use a different 
frame format and a different data link layer protocol is based on LLC-level bridging. 
As a result, translation is necessary when networks have different frame formats [42]. 
Figure 3 shows a) bridged representation for the same frame format (same protocol) and 
b) bridged representation for different frame formats (different protocols).

The present work’s analytical models for network bridges will be based on queuing 
theory. This is due to its behavior as a store-and-forward device.

4  Homogeneous Network Models

This section models each network domain that made up the baseline scenario without 
considering the interconnection between network protocols.

4.1  CAN Protocol Delay and Throughput Model

The CAN protocol has been modeled and analyzed with different approaches. The work 
[43] presents a real-time framework for stochastic latency analysis of distributed CAN 
automotive systems. Based on periodic tasks (deterministic activation times), the authors 
propose a stochastic calculation to calculate the pmf (probability mass function) of the 
response time of CAN messages. In a different work [44], a CAN communication bus is 
modeled using Matlab/SimulinkTM. They consider the error frames to calculate response 
times and check the bus load.

Fig. 3  Bridge representation used for interconnecting networks operating under the same and different 
protocols



1706 G. Funes et al.

1 3

The CAN mathematical model represents the present work’s contention phase and 
transmission process. The CAN network is expressed as a set T of message trans-
missions. Concerning [41], the number of messages transmitted in a CAN network 
can be represented as a set M of messages. These messages can be divided into a 
7-tuple< Arbi,Ctrli,Datai,CRCi,Acki,EoFi, IFSi > , where:

• Arbi : {11,29} arbitration field (11-bit Identifier for Standard frame format and 29 for 
Extended frame format)

• Ctrli : 10 bits control field
• Datai : {0–8} bytes payload field
• CRCi : 16 bits CRC (Cyclic Redundancy Check) field
• Acki : 2 bits acknowledge field
• EoFi . 7 bits end of a frame bit field
• IFSi : 3 bits inter-frame space

The proposed CAN model represents the transmission process in the following two stages: 

1. Start of Frame (SOF) bit transmission and the arbitration process.
2. The control, payload, CRC, ACK, and EoF fields transmission.

The CAN model Markov chain, presented in Fig.  4, has a state space defined as 
� = {Idle,Cttni, Txi,Errk, IFSl, LW} where:

• 1 ≤ i ≤ Cttn (Id bits sent in the bus contention phase)
• 1 ≤ j ≤ CTCA (Control, Transmission of data (Payload), CRC, ACKbits)
• 1 ≤ k ≤ 20 (Error frame bits)
• 1 ≤ k ≤ 3 (IFS bits (3 inter-frame space bits plus 7 end-of-frame (EoF) bits))

Referring to the CAN Markov chain (Fig. 4), the idle state is represented by the gray 
oval shape; the yellow states are the contention procedure; the light green oval shapes 
represent the control, data, CRC, ACK states and EoF in the transmission process, the 
green states are the IFS bits that specify the end of a CAN frame, the red oval shapes 
represent the error frame transmission, and the blue oval shape is the waiting/listening 
state.

Fig. 4  CAN Layer 2 (CSMA/CD+AMP) Markov Chain
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For stage one, the first SOF bit is sent. A node with a transmission frame enters this 
stage when the channel is detected idle with probability v or goes to the waiting/listen-
ing stage with probability � . After that, the arbitration scheme occurs the {11 or 29 } I 
d bits of CAN messages transmitted simultaneously by a set of n nodes are compared. 
After the SOF bit, all competing nodes transition with probability 1 to the first compari-
son state; from here, the transition to the following comparison state with probability 
�Idi

 occurs. If the node message identifier has a lower priority than others, that node 
enters the wait/listen state with probability �Idi due to a contention loss. After comparing 
the total Id bits, the contention winning node proceeds to Stage Two with probability 
�Idend

 . In this second stage, the node transmits the bits corresponding to the control, data, 
CRC, ACK, and EoF fields with probability �j . Errors can occur during any bit trans-
mission. This happens during the contention process with probability �Idi and for the 
transmission process with probability �Txi . The table 4 describes the variables used for 
the model.

In addition, a Markov superstate chain (illustrated in Fig. 5) is developed based on the 
Markov chain in Fig. 4. The super-state transition matrix was also defined to understand 
better how the balanced equations and delay and throughput models were formulated.

The transition matrix of the Super-state Markov chain (Fig. 5) is given by:

Table 4  Description of variables used for CAN probabilities and mathematical models

Variable Description

n Total number of CAN nodes
Id Bit quantity in the arbitration field given by message Id
CTCA Total number of bits consisting of Control, Transmission of data (Payload), CRC, ACK bits of a 

CAN frame
IFS Total number of bits of Inter-frame Space (IFS) and EoF bits
Fsize CAN frame size
� The bit time
Hsize CAN Frame header size
Idle Idle state
Cttni The contention process states
Txj The transmission process states
IFSk The final transmission states
Errk The transmission error states
LW The waiting process states
v Probability to transition from the idle state to contention state
�i Probability to check the next i+1 arbitration bit
�i Probability that a bit error occurs in the ith bit in the arbitration process and k bit in the 

transmission process
�i Probability to transmit ith CAN frame part (Control, Payload, CRC, and Ack bits)
� Probability to transition from Idle state to waiting state because of a busy channel
�i Probability to transition from the contention state to waiting state because of losing arbitration in 

the ith arbitration bit
� The vector of steady states probability
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Loss Probability Model
As indicated in [41], the loss probability consists of the sum of all the transition prob-

abilities from Cttn to Err1 plus the sum of all the transition probabilities from Txj a Err1 . 
Furthermore, it is assumed that a transmitted bit error occurs independently of the trans-
mission of other bits, and the transmission process follows a Poisson distribution. The loss 
probability model is given by:

Throughput Model
The first term of the model (Eq.  10) represents the data portion of the CAN frames 

without the overhead. The second term denotes the correct or incorrect reception of the 
frame since the receiving node acknowledges positively or negatively (by modifying the bit 
in the ACK slot), and the transmitting node awaits this confirmation. If the receiver does 
not acknowledge the reception of the message, the transmitting node will try to send the 
message again, competing for access to the bus. The throughput model is given by:

Delay Model
The delay experienced by CAN frames can be divided into the time taken for successful 

transmission, the time taken for a failed transmission (due to negative reception or reception of 
frames with errors), and the time that the transmitting node waits and listens caused by a busy 
channel or contention loss against a node transmitting a higher priority frame.

(8)P =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 0 1 0 0

� 0 � 0 0 0

v 0 0 0 0 0

0 0 � 0 0 0

0 0 �0 �1 0 0

0 0 0 � 1 0

⎤⎥⎥⎥⎥⎥⎥⎦

(9)Lossp =

Id∑
i=1

(1 − �i) +

CTCA∑
j=1

(1 − �j)

(10)Thcan =

(
1 −

hsize

Fsize

)
(1 − Lossp)

(
Fsize

Dcan

)

Fig. 5  CAN Layer 2 (CSMA/CD+AMP) Super states Markov Chain
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Where each model component is defined as:

Thus, the CAN delay model is given by:

CAN delay could be analyzed using other techniques; for example, the authors in [45] pre-
sent a method for evaluating message response times for traffic traces and the transmission 
mode detection mechanism for CAN nodes to perform delay analysis.

4.2  LIN Protocol Delay and Throughput Model

The proposed analytical model for delay and throughput is based on what is described by 
the LIN specification package [46], where a LIN message frame time analysis on the bus is 
detailed. Some parameters of the LIN model are shown in Table 5.

Delay Model
There are different approaches to LIN time analysis. In [47], a model that calculates the 

response times of LIN frames in a LIN network implemented as a sub-bus in Volvo trucks 

(11)
Dcan = successful_transmission

+unsuccessful_transmission

+medium_inaccessible

(12)

successful_transmission =

[
(�idle +

Id∑
i=1

�Cttni

+

CTCA∑
j=1

�Txj
+

7∑
k=1

�IFSk
)

(Id + CTCA + IFS)�]

(13)

unsuccessful_transmission = [(�Idle+

Fsize∑
i=1

i∑
j=1

�(�Cttn + �Tx)j

20∑
k=1

�Errk
)(Fsize + 20)�]

(14)Medium_Inaccessible = [(�Idle(n�LW ))(nFsize)�]

(15)

Dcan =

[
(�idle +

Id∑
i=1

�Cttni
+

CTCA∑
j=1

�Txj

+

7∑
k=1

�IFSk
)(Id + CTCA + IFS)�

]

+

[
(�Idle +

Fsize∑
i=1

i∑
j=1

�(�Cttn + �Tx)j

20∑
k=1

�Errk
)

(Fsize + 20)�
]
+
[
(�Idle(n�LW ))(nFsize)�

]
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is presented. In another work [48], an algorithmic scheduling and packing approach is 
adopted to automate the process of generating a schedule that defines the specific time for 
each LIN frame that will be sent over the network to meet the synchronization requirements 
of the signals. A previous LIN network configuration is required to obtain an algorithmic 
optimization for the LIN frame scheduling. However, a detailed analysis with closed 
analytical formulas needs to be addressed. Furthermore, previous works did not address 
a general analysis of the LIN frame delay, considering transmission, queuing, processing, 
and propagation delays. The same applies to throughput analysis. In a different approach, 
the author of [49] employs a state machine and high-level computational tools to describe 
and implement the master and slave LIN nodes. The implementation was conducted in 
a microcontroller, and the response signals were analyzed. More recent work proposes a 
software and hardware tool for testing, error checking, and LIN time boundary evaluation. 
A computer running the software provides the parameters to the test and verification 
component, a hardware component that generates the LIN signals and communication 
[50]. Using this tool, it is possible to verify the performance of LIN under different error 
conditions and with different delay limits.

For the present work, the delay analysis is based on the time description presented in 
the [46] protocol specification. The delay experienced by LIN message frames sent over 
the LIN network consists of four components: propagation delay, transmission delay, queue 
delay, and processing delay. The LIN frame time analysis described in the specification 
considers the processing and transmission delay since once the frame header is scheduled 

Table 5  Description of variables used for delay and throughput mathematical models of LIN protocol

Variable Description

TBit Bit time
THeader_Nominal Time spent to transmit the header bits of the LIN frame by the Master
TResponse_Nominal Time spent to transmit the Response bits of the LIN frame by the slave
TFrame_Nominal The sum of the time spent to transmit the header bits and the response bit that makes up a 

LIN frame
TFrame_Maximum Time spent to transmit the header bits and the response bit that makes up a LIN frame plus 

40% of additional time.
TLIN_Frame_Slot The time spent transmitting the header bits and the response bit that makes up a LIN 

frame plus 40% of additional time and a defined amount of time to compensate for jitter 
process.

TJitter A defined amount of time to compensate for the inter-arrivals of LIN frames.
TIdeal_Frame_Slot Is equal to TLIN_Frame_Slot
TReal_Frame_Slot Is the time of a LIN frame slot plus inter-frame guard time.
Mini slot A defined amount of time that serves as a time base to transmit LIN frames (5 milliseconds 

is the default time used).
TInter_Frame_Space Is an additional time added to an Ideal LIN frame slot to be expressed in mini-slots.
Dtx The transmission delay, which is the serialization time of transmitting the first bit up to the 

last bit of the frame.
Dprop Propagation delay
Dpr The processing delay is the time the master and the slave node take to process the frame 

before it is transmitted and received.
Dq Queuing delay
Nc Network capacity
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to be transmitted, it is processed and transmitted by the master node in the LIN network. 
The following equations provided by the LIN Specification Package 2.0 were analyzed and 
classified as transmission and processing delay:

Where:

Once the network begins to operate, the master node, through its master task, periodi-
cally processes the schedule in which the slots for individual messages are defined. Since 
LIN frames are transmitted periodically according to the program, the queuing technique 
is based on a deterministic round-robin scheme in which a send time is assigned to each 
frame. As a result, the queue delay during the LIN frame period, obtained directly by the 
LIN Schedule, is:

In addition, it is important to consider the propagation delay, which is the time required for 
a bit to travel from the source node to the destination node. It is calculated by dividing the 
distance by the propagation speed (normally about 3x103 m/s). The propagation delay is 
given by:

(16)THeader_Nominal = 34TBit

(17)TBit =
1

Bitrate

(18)TResponse_Nominal = 10(Ndatabytes + 1)TBit

(19)
TFrame_Nominal = THeader_Nominal + TResponse_Nominal

= [10(Ndatabytes) + 44]TBit

(20)
TFrame_Maximum = 1.4TFrame_Nominal

= 1.4[10(Ndatabytes) + 44]TBit

(21)

TLIN_Frame_Slot = TFrameMaximum + TJitter

= 1.4TFrame_Nominal + TJitter

= TIdeal_Frame_Slot

(22)

TInter_Frame_Space = Minislot−

Residue

(
TIdeal_Frame_Slot

Minislot

)

(23)
TReal_Frame_Slot = TIdeal_Frame_Slot + TInter_Frame_Space

= nTTime_Base > TIdeal_Frame_Slot

(24)Dtx + Dpr = TReal_Frame_Slot

(25)
Dq = frame_period_based_on_Schedule(round − robin

deterministic_scheme)
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As a result, the latency model for LIN message frames transmitted in a LIN network is 
given by:

Throughput Model
The performance analysis for LIN network throughput was based on the bus utilization 

metric, a percentage of the network capacity ( Nc ) used at a specific time. An essential fac-
tor to consider when calculating bus utilization is the overhead of LIN frames, which for 
a frame containing an 8-byte payload, this overhead percentage is 63%. The average bus 
utilization of a LIN network is around 55% of the network capacity, which means that the 
overhead-to-payload ratio is high. Bus utilization is simply the time to transmit valuable 
data in a frame divided by the total time to send the entire frame on the network. As a 
result, the throughput model is given by:

Bridge Layer 2 Model
The interconnection of the network segments (LIN, CAN, and Ethernet) is analyzed. 

The network environment defined for this work consists of a LIN network segment formed 
by a master node and several slave nodes, a CAN network segment with several nodes, an 
Ethernet LAN network with several nodes, and the corresponding interconnection devices: 
CAN -LIN bi-directional bridge, bi-directional CAN-Ethernet bridge, and an Ethernet 
switch that connects to the CAN-Ethernet bridge as an Ethernet backbone connection (see 
Fig. 6).

The intra-vehicular network, based on the scenario shown in Fig. 6, presents a typical 
configuration and topology of the in-vehicle network as described and stated in [51–53]. 
The performance analysis of the CAN-LIN bridge, CAN-Ethernet bridge, and Ethernet 
switch in delay and throughput is done using queuing theory. The application of queue 
models to analyze the performance of bridges and switches simplifies the formulations of 
mathematical models for delay and throughput. Queuing models such as those presented in 
[34] define various performance metrics such as throughput and delay, representing how a 
bridge or switch works depending on the network protocols used for the network segments 
it interconnects.

CAN-LIN Bridge Model Specification
For the CAN-LIN bridge scenario presented in Fig. 7, the input interface of the bridge 

connected to the LIN domain and its frame processing scheme is modeled as an M/M/1/B 
queue. The input relating to the CAN domain is also modeled as an M/M/1/B queue, as 
shown in Fig. 7.

CAN-Ethernet Bridge Model Specification
The first scenario is the CAN-Ethernet bridge. According to Fig.  8, the input inter-

face of the bridge connected to the CAN domain and its frame processing is modeled as 
an M/M/1/B queue. The output queue interface connecting Ethernet is also modeled as 
an M/M/1/B queue (see Fig. 8a) if the CAN payload within the Ethernet frame does not 

(26)Dprop =
wire_length

speed_of_light

(27)
DLin = Dtx + Dprop + Dpr + Dq

= TReam_Frame_Slot + Dprop + Dq

(28)ThLin = Nc × Bus_Utilization = Nc ×
TReal_Frame_Slot

DLin
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exceed 8 bytes, which is the maximum number of bytes that a CAN frame can store in its 
data/payload field.

On the other hand, the output queue interface connecting the Ethernet domain would 
perform frame fragmentation. As a result, the queue is modeled as an Mm∕M∕1∕B queue 
(see Fig.  8b). A representation of the network scenario for the frame fragmentation 
process is shown in Fig.  8b. The fragmentation rate is calculated by dividing the 
forwarding frame’s payload size by the forward frame’s payload size. This calculation 

Fig. 6  Defined heterogeneous Intra-vehicular network composed of LIN, CAN, and Ethernet domains

Fig. 7  Representation of the queuing system types applied to the CAN-LIN bridge
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establishes the number of fragments of the forwarded frame that will be encapsulated as 
separate frames.

Ethernet Switch Model Specification
For the switch scenario based on Fig. 9, the input interface of the switch connected to 

the Ethernet backbone and its frame processing scheme is modeled as an M/M/1/B queue. 

Fig. 8  Representation of the queuing system types applied to the CAN-Ethernet bridge

Fig. 9  Representation of the queuing system type applied to the Ethernet switch
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The output queue interface connecting the Ethernet domain is also modeled as an M/M/1/B 
queue.

It is assumed that the behavior of the frames arriving at the bridge follows a Poisson 
distribution because it is the predominant model used to analyze traffic in voice and data 
networks. Another reason is that the vehicle network does not always experience bursts 
or as a common trait. Its behavior is a mixture of independent traffic processes and bursts 
of traffic. Concerning the Poisson distribution model assumed for this network scenario, 
depending on the value of the average frame arrival rate � expressed in frames/sec divided 
by the analyzed network capacity Nc , the frame arrival probability value (a) is established 
according to the following formula:

On the other hand, frame processing in which the frame is de-encapsulated, analyzed, and 
re-encapsulated in a format suitable for forwarding represents service times. The output 
process indicates These service times, which is assumed to have an exponential distribu-
tion. The following formula establishes the departure probability value (c) as a function of 
the average frame departure rate expressed � in frames/sec divided by the network capacity 
Nc:

The queuing system model can be evaluated with the arrival and departure probabilities 
defined.

5  Heterogeneous Network Models

Considering the heterogeneous network defined for this work, the end-to-end one-way 
analysis for delay and throughput is based on the traffic flow from the source network 
domain that passes through intermediate bridges and other network domains (if that is 
the case) to the destination network domain. The one-way delay (e2e) model is formu-
lated by adding the network delay (protocol-based media access delay) in all involved 
network domains and the processing and queuing delay experienced by frames on the 
bridge and switch across the transmission path. Unlike the one-way delay model (e2e), 
the one-way throughput (e2e) is formulated by taking the minimum observed through-
put from the source network domain that passes through the intermediate bridge (s) and 
other network domains (if that is the case) to the destination network domain. End-to-
end throughput is also modeled based on the transmission path flow. Table 6 contains 
the delay and throughput of the end-to-end unidirectional models based on the different 
transmission flow configurations.

Each delay and throughput model component for different flows is defined in Table 7.

(29)a =
�

Nc

(30)c =
�

Nc
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Table 6  One-way end-to-end delay and throughput models for the LIN, CAN, and Ethernet heterogeneous 
intra-vehicular network

Traffic Flow: end-to-end Delay and Throughput Models

Path Label Tx Node Rx Node Bridge Delay Throughput

1a LIN CAN BrL_C Delaye2e = DLIN+

DBRL_C
+ DCAN

The2e = min(ThLIN ,

ThBrL_C ,ThCAN )

1b CAN LIN BrL_C Delaye2e = DelayCAN+

DelayBrL_C + DLIN

The2e = min(ThCAN ,

ThBrL_C ,ThLIN )

2a CAN Eth BrC_EB SWEB_E
Delaye2e = DCAN+

DBrC_EB
+ DSWEB_E

+

DEth

The2e = min(ThCAN ,

ThBrC_EB ,ThSWEB_E
,

ThEth)

2b Eth CAN SWEB_E BrC_EB Delaye2e = DEth+

DSWEB_E
+ DBrC_EB

+

DCAN

The2e = min(ThEth,

ThSWEB_E
,ThBrC_EB ,

ThCAN )

3a LIN Eth BrL_C BrC_EB SWEB_E Delaye2e = DLIN+

DBrL_C
+ DCAN+

DBrC_EB
+ DSWEB_E

+

DEth

The2e = min(ThLIN ,

ThBrL_C ,ThCAN ,

ThBrC_EB ,ThSWEB_E
,

ThEth)

3b Eth LIN SWEB_E BrC_EB BrL_C Delaye2e = DEth+

DSWEB_E
+ DBrC_EB

+

DCAN + DBrL_C
+

DLIN

The2e = min(ThEth,

ThSWEB_E
,ThBrC_EB ,

ThCAN ,ThBrL_C ,

ThLIN )

Table 7  Description of variables used in the delay and throughput one-way end-to-end models

Variable Description

Delaye2e Stands for one-way end-to-end delay
The2e Stands for one-way end-to-end throughput
DEth Stands for Ethernet network domain delay
DSWEB_E

Stands for Ethernet switch delay. The sub-indices stand for Ethernet Backbone to Ethernet ( EB_E
)

DBrC_EB
Stands for CAN-Ethernet bridge delay. The sub-indices stand for CAN to Ethernet Backbone 

( C_EB)
DCan Stands for CAN network domain delay
DBrL_C

Stands for LIN-CAN bridge delay. The sub-indices stand for LIN to CAN ( L_C)
DLin Stands for LIN network domain delay
ThEth Stands for Ethernet network domain throughput
ThSWEB_E

Stands for Ethernet switch throughput. The sub-indices stand for Ethernet Backbone to Ethernet 
( EB_E)

ThBrC_EB Stands for CAN-Ethernet bridge throughput. The sub-indices stand for CAN to Ethernet 
Backbone ( C_EB)

ThCan Stands for CAN network domain throughput
ThBrL_C Stands for LIN-CAN bridge throughput. The sub-indices stand for LIN to CAN ( L_C)
ThLin Stands for LIN network domain throughput
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6  Results

Simulations with Vector CANoe Demo Version 10 validate the CAN, LIN, and end-
to-end network traffic flow throughput and delay models. Based on [54], the different 
gateways were also developed using tools provided by CANoe. It is important to note 
that the performance analysis for delay and throughput is based on a general network 
communication scenario where the frames/messages are generated at the network nodes 
and transmitted according to the network protocol that controls them. The network 
created for this project does not focus on vehicle application scenarios (e.g., vehicle 
door functions).

The following are the objectives of the Vector CANoe simulation based on the pro-
ject study case: 

1. Simulation of the following individual/homogeneous networks: LIN, CAN, and Ethernet 
network as individual scenarios.

2. Heterogeneous network simulation consisting of a LIN, CAN, and Ethernet domain, an 
Ethernet backbone link, a CAN-LIN bi-directional bridge, a CAN-Ethernet gateway, 
and an Ethernet switch.

This section discusses the simulation results obtained for the homogeneous network 
delay and throughput model validation cases, as Table 8 specified.

6.1  LIN Delay and Throughput Model Validation

Figures  10 and 11 show the analytical models and simulation delay and throughput 
results for the LIN variable payload scenario. On the other hand, Figs. 12 and 13 show 
the same metrics for the variable node number scenario.

The results presented in Figs. 10 and 11 represent a scenario in which a single LIN 
frame is transmitted on the network. This frame payload ranges from 1 to 8 (maximum 
size) payload. On the other hand, Figs. 12 and 13 show the results of a scenario in which 
three slave nodes are scheduled to transmit from 1 to 8 maximum size frame. The results 
(model and simulation) are very similar in both cases. Subsequently, this is analytically 
validated using correlation measures and RMSE (mean square error).

Table 8  One-way end-to-end delay and throughput models for the LIN, CAN, and Ethernet heterogeneous 
intra-vehicular network

Single Protocol Delay and Throughput Model Validation and Performance Analysis

Transmission Case Variation

Protocol Single
Frame

Multiples
Frame

Frame Size Number of
Frames

LIN ✓ ✓ 1–8 bytes payload 1–8 frame of 8 bytes payload
CAN ✓ ✓ 1–8 bytes payload 1–8 frame of 8 bytes payload
Ethernet ✓ ✓ payload size (46, 64, 128, 256, 

512, 768, 1024, 1500 bytes)
1–8 frame of 46 bytes payload



1718 G. Funes et al.

1 3

Fig. 10  Analytical (blue) and simulation (red) results for Delay when varying payload size of a single LIN 
frame. (Color figure online)

Fig. 11  Analytical (blue) and simulation (red) results for Throughput when varying payload size of a single 
LIN frame. (Color figure online)
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6.2  CAN Delay and Throughput Model Validation

Figures 14 and 15 show the analytical models and the simulation delay and throughput 

Fig. 12  Analytical (blue) and simulation (red) results for Delay when varying frames number. (Color figure 
online)

Fig. 13  Analytical (blue) and simulation (red) results for Throughput when varying frames number. (Color 
figure online)
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Fig. 14  Analytical model results (blue graph) and the simulation results (red graph) for delay when varying 
payload size of a single frame sent from the transmitting node to the receiving node in a CAN network. 
(Color figure online)

Fig. 15  Analytical model results (blue graph) and the simulation results (red graph) for throughput when 
varying payload size of a single frame sent from the transmitting node to the receiving node in a CAN 
network. (Color figure online)
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Fig. 16  Analytical model results (blue graph) and the simulation results (red graph) for delay when varying 
the number of frames sent in a CAN network. (Color figure online)

Fig. 17  Analytical model results (blue graph) and the simulation results (red graph) for throughput when 
varying the number of frames sent in a CAN network. (Color figure online)
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Fig. 18  Analytical model results (blue graph) and the simulation results (red graph) for delay when varying 
payload size of a single frame sent from the transmitting node to the receiving node in an Ethernet bus 
network. (Color figure online)

Fig. 19  Analytical model results (blue graph) and the simulation results (red graph) for throughput when 
varying payload size of a single frame sent from the transmitting node to the receiving node in an Ethernet 
bus network. (Color figure online)
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Fig. 20  Analytical model results (blue graph) and the simulation results (red graph) for delay when varying 
the number of frames sent in an Ethernet bus network. (Color figure online)

Fig. 21  Analytical model results (blue graph) and the simulation results (red graph) for throughput when 
varying the number of frames sent in an Ethernet bus network. (Color figure online)
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results for the variable payload (1 to 8 bytes). Figures  16 and 17 show delay and 
throughput results for a variable number of nodes (four nodes transmitting 1 to 8 8-byte 
payload frames). In both cases, the nodes transmit at 5 Kbps.

6.3  CSMA/CD Delay and Throughput Model Validation

Figures 18 and 19 show the variable payload scenario’s analytical models and simulation 
delay and throughput results. The same metric results for a varying number of nodes on an 
Ethernet network are shown in Figs. 20 and 21 for delay and throughput, respectively.

The first scenario (Figs. 18 and 19) is composed of two nodes connected to an Ethernet 
bus. One of these nodes transmits one frame with a payload varying in {46,64,128,256,5
12,768,1024,1500} bytes. For Figs. 20 and 21, the Ethernet network consists of 4 nodes 
transmitting eight minimum payload frame sizes (46 bytes). It is observed, in Figs. 18, 19, 
20 and 21, that the model estimations and the simulation results are very similar.

Table 9 provides a concise report of the results regarding validating homogeneous net-
work delay and throughput models by correlation and the RMSE evaluation.

Referring to Table 9, the correlation values obtained for the different cases are very sim-
ilar, the lowest correlation value being 0.9688 and the highest 0.9999. This implies that the 
results of the delay and throughput analytical models compared to the simulation ones are 
almost identical. Meanwhile, there is an insignificant difference between the analytical LIN 
delay model and the simulated LIN delay results for the mean square error values obtained. 
Regarding the transmission cases: (i) for single frames, the RMSE was 0.28 ms, and (ii) for 
multiple frames, it was 2.2 ms. As a result, the estimated simulation delay closely matches 
the delay obtained from the analytical model. The same can be said for CAN and Ether-
net transmission cases. For the CAN analytical delay model and delay simulation results, 
RMSE evaluation returned an error of 47 microseconds �s for the single-frame case and an 
error of 158 �s for the multiple-frame case. The Ethernet analytical delay model and simu-
lation delay results evaluation through RMSE show the slightest error, 2.4 �s for the case 
of a single frame and 1.6 �s for the multiple-frames case.

On the other hand, the mean square error values obtained for the LIN analytical 
throughput model and the LIN throughput simulation results concerning both transmission 

Table 10  Frame transmission configurations for heterogeneous network scenarios to evaluate one-way end-
to-end delay and throughput performance

Transmission configurations for end-to-end performance analysis

Path Label Tx Node Rx Node Varying 
payload 
size

Varying number of trans-
mitting/receiving nodes

Single Frame/ Multiple 
Frames/ Frame Fragmen-
tation

1a LIN CAN ✓ ✓ Single and Multiple
1b CAN LIN ✓ ✓ Single and Multiple
2a CAN Ethernet ✓ Single and Multiple
2b Ethernet CAN ✓ ✓ Single,Multiple,

Fragmentation
3a LIN Ethernet ✓ ✓ Single and Multiple
3b Ethernet LIN ✓ ✓ Single,Multiple,

Fragmentation
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cases were less favorable compared to the RMSE values of the delay but still were 
acceptable. For the single-frame case, the RMSE was 1014 bps (1014 Kbps); for the 

Fig. 22  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) 
for delay when varying payload size of a frame sent from a LIN node to a CAN node. (Color figure online)

Fig. 23  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) 
throughput when varying payload size of a frame sent from a LIN node to a CAN node. (Color figure 
online)
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Fig. 24  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) 
for delay when varying the number of LIN nodes sending an 8-byte payload frame to the CAN network 
segment. (Color figure online)

Fig. 25  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
throughput when varying the number of LIN nodes sending an 8-byte payload frame to the CAN network 
segment. (Color figure online)
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multi-frame case, it was 7457 bps (7,457 Kbps). Furthermore, when comparing the 
measured values of the CAN analytical throughput model and the results of the CAN 

Fig. 26  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) 
for delay when varying payload size of a frame sent from a CAN node to a LIN node. (Color figure online)

Fig. 27  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) 
for throughput when varying payload size of a frame sent from a CAN node to a LIN node. (Color figure 
online)
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Fig. 28  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) 
for delay when varying the number of CAN nodes sending an 8-byte payload frame to the LIN network 
segment. (Color figure online)

Fig. 29  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
throughput when varying the number of CAN nodes sending an 8-byte payload frame to the LIN network 
segment. (Color figure online)
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throughput simulation in both transmission cases, the obtained RMSE evaluation result 
indicated negligible error. For the single frame case, the RMSE was 12,955 bps (12.955 

Fig. 30  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
delay when varying CAN payload size of a frame sent from a CAN node to an Ethernet node. (Color figure 
online)

Fig. 31  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
throughput when varying CAN payload size of a frame sent from a CAN node to an Ethernet node. (Color 
figure online)
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Fig. 32  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
delay when varying the number of CAN nodes sending an 8-byte payload frame to the Ethernet network 
segment. (Color figure online)

Fig. 33  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) 
for throughput when varying the number of CAN nodes sending an 8-byte payload frame to the Ethernet 
network segment. (Color figure online)
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Fig. 34  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) 
for delay when varying payload size of CAN data inside a 46-byte payload Ethernet frame sent from an 
Ethernet node to a CAN node. (Color figure online)

Fig. 35  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
throughput when varying payload size of CAN data inside a 46-byte payload Ethernet frame sent from an 
Ethernet node to a CAN node. (Color figure online)
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Fig. 36  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
delay when varying the number of Ethernet nodes sending a 46-byte payload frame containing 8 bytes of 
CAN data to the CAN network segment. (Color figure online)

Fig. 37  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
throughput when varying the number of Ethernet nodes sending a 46-byte payload frame containing 8 bytes 
of CAN data to the CAN network segment. (Color figure online)



1734 G. Funes et al.

1 3

Fig. 38  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
delay and throughput when varying payload size (in steps of 8 bytes) of CAN data inside a 64-byte payload 
Ethernet frame sent from an Ethernet node to CAN node. (Color figure online)

Fig. 39  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
delay and throughput when varying payload size (in steps of 8 bytes) of CAN data inside a 64-byte payload 
Ethernet frame sent from an Ethernet node to CAN node. (Color figure online)
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Kbps); for the multiple frame case, it was 952 bps (0.952 Kbps). The same can be said 
for Ethernet transmission cases. The evaluation of the analytical throughput model for 
Ethernet and the results obtained from the simulation for the RMSE gave 23,912 bps for 
the single frame case and 15,832 bps for the multiple frame case.

As a result, the simulated throughput values for the homogeneous LIN, CAN, and Eth-
ernet networks are a close fit and an excellent approximation to the results obtained from 
the analytical throughput model.

6.4  End‑to‑End Heterogeneous Network Model Validation

End-to-end delay and throughput are evaluated, defined by six different traffic flow paths, 
according to Table 10. For those six traffic flow paths, configurations such as the variable 
payload size, the number of transmitting and receiving nodes, and the type of frame encap-
sulation, single frame encapsulation, or frame fragmentation, are considered.

6.4.1  LIN‑CAN End‑to‑End Performance Analysis

Figures 22 and 23 show the analytical model and simulation delay and throughput results 
for the variable payload of path 1a. The results for the same path, with a variable number of 
nodes, are shown in Fig. 24 for the delay and Fig. 25 for throughput.

Fig. 40  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
delay when varying payload size of a frame sent from a LIN node to an Ethernet node. (Color figure online)
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Fig. 41  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
throughput when varying payload size of a frame sent from a LIN node to an Ethernet node. (Color figure 
online)

Fig. 42  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) 
for delay when varying the number of LIN nodes sending an 8-byte payload frame to the Ethernet network 
segment. (Color figure online)
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Fig. 43  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) 
for throughput when varying the number of LIN nodes sending an 8-byte payload frame to the Ethernet 
network segment. (Color figure online)

Fig. 44  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
delay when varying payload size of LIN data inside a 46-byte payload Ethernet frame sent from an Ethernet 
node to a LIN node. (Color figure online)
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Fig. 45  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
throughput when varying payload size of LIN data inside a 46-byte payload Ethernet frame sent from an 
Ethernet node to a LIN node. (Color figure online)

Fig. 46  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
delay when varying the number of Ethernet nodes sending a 46-byte payload frame containing 8 bytes of 
LIN data to the LIN network segment. (Color figure online)
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Fig. 47  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
throughput when varying the number of Ethernet nodes sending a 46-byte payload frame containing 8 bytes 
of LIN data to the LIN network segment. (Color figure online)

Fig. 48  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
delay when varying payload size (in steps of 8 bytes) of LIN data inside a 64-byte payload Ethernet frame 
sent from an Ethernet node to a LIN node. (Color figure online)
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6.4.2  CAN‑LIN End‑to‑End Performance Analysis

Figures  26 and 27 show the results of the analytical models and simulations for delay 
and throughput for route 1b when the payload is varied. The results for the variable node 
number case are shown in Figs. 28 and 29 for delay and throughput, respectively. This path 
is 1a reverse path. Since the maximum payload size of LIN and CAN is the same (8 bytes), 
no fragmentation is required.

6.4.3  CAN‑ETHERNET End‑to‑End Performance Analysis

Figures 30 and 31 show the results of the analytical models and simulations for delay 
and throughput of route 2a for the variable payload case. For the variable node number 
case, the results are shown in Figs. 32 (delay) and 33 (throughput).

6.4.4  ETHERNET‑CAN End‑to‑End Performance Analysis

For the path labeled 2b, Figs.  34 and 35 show the simulation and analytical model 
results for delay and throughput in the variable payload scenario. The results for the 
scenario where the node number is varied are shown in Figs. 36 and 37 for delay and 
throughput, respectively. Finally, and because fragmentation could occur in this path, 
Figs. 38 and 39 show the results when this happens. This occurs when the payload of 

Fig. 49  One-way end-to-end analytical model results (blue graph) and the simulation results (red graph) for 
throughput when varying payload size (in steps of 8 bytes) of LIN data inside a 64-byte payload Ethernet 
frame sent from an Ethernet node to a LIN node. (Color figure online)
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the Ethernet frame (maximum size of about 1500 bytes) is greater than the data size that 
can be handled by the CAN frame (8 bytes).

6.4.5  LIN‑ETHERNET End‑to‑End Performance Analysis

For path 3a, Figs. 40 and 41 show delay and throughput simulation and analytical results 
for the variable payload scenario. For the variable node number scenario, the results are 
shown in Figs. 42 and 43 for delay and throughput, respectively.

6.4.6  ETHERNET‑LIN End‑to‑End Performance Analysis

Finally, for path 3b, fragmentation can occur. Figures  44 and 45 show the results for the 
variable payload scenario. For the variable nodes number scenario, the results are shown 
in Figs.  46 and 47, for delay and throughput, respectively. Finally, the results for the 
fragmentation scenario are shown in Fig. 48 for delay and Fig. 49 for throughput.

Table 11 gives a summary of the correlation and the RMSE values obtained for the differ-
ent traffic flow cases presented in Figs. 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 
37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48 and 49.

Referring to Table 11, the correlation values obtained for the different cases are very simi-
lar, whereby the lowest correlation value for the delay was 0.9874, and the highest was 0.9999. 
The lowest correlation value for performance was 0.9910, and the highest was 0.9999. This 
implies that the graphs of the delay and throughput analytical models compared to the chart of 
the simulation results are almost identical. Meanwhile, there is a negligible difference between 
the analytical delay models and the delay simulation results for the obtained root mean square 
error values. For example, for path 1a concerning the transmission case: (i) Single frame, 
the RMSE was 0.68 ms, and (ii) for multiple frames, it was 2.2 ms. All other RMSE values 
obtained were corroborated as insignificant when comparing the analytical delay models and 
the delay simulation results. Therefore, the estimated simulation delay is a very close fit or 
approximation to the measured delay from the analytical model. On the other hand, the mean 
square error values obtained by comparing the analytical throughput model and the through-
put simulation results are also negligible. For example, the RMSE single-frame case was 1014 
bps (1.014 Kbps), and the multi-frame case was 7457 bps (7.457 Kbps). As a result, the esti-
mated throughput simulation is almost a perfect fit and an acceptable approximation to the 
throughput analytical model for the different traffic flow cases. Comparing the end-to-end uni-
directional maximum delay results from Table 12 with the delay requirements for different 
vehicle application use cases presented in [10], the maximum delay obtained for the different 
traffic flow cases is 54.7 ms (end-to-end delay from LIN nodes to Ethernet nodes and vice 
versa) which is half the maximum delay (100 ms) acceptable for the most demanding vehicu-
lar application use case.

The results presented in Table 12 are obtained considering a CAN bit rate of 500 Kbps, a 
Lin bit rate of 19,200 Kbps, an Ethernet bit rate of 100 Mbps, a LIN frame payload size of 8 
bytes, a 46-byte payload Ethernet frame and a total of 8 frames sent from the LIN network to 
the Ethernet network and vice versa. From table 12, it is observed that the maximum through-
put was for the traffic flow from CAN to Ethernet and vice versa for the variable payload 
size of the frame resulting in 2484/2500 bps (analytical/simulation). That throughput was con-
ditioned to the performance experienced in the segment of the CAN network, which turned 
out to be the minimum of all the different throughput along the traffic flow path. In addition, 
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the results indicated that when the end-to-end traffic flow path involves a LIN segment, the 
maximum achievable throughput is conditioned to the throughput of the LIN network segment 
involved. Furthermore, for any end-to-end unidirectional traffic flow that does not include a 
LIN network segment, the results indicated that the throughput of the involved CAN network 
segment limits the maximum throughput.

7  Conclusion

Layer 2 modeling and analysis of an intra-vehicular network consisting of LIN, CAN, and 
Ethernet networks interconnected by bridges were performed and presented. Using the cor-
relation as an evaluation metric to compare the analytical and simulation results of delay 
and throughput of the homogeneous network domains (CAN, LIN, and Ethernet), the mean 
correlation value obtained was 0.9983 for the delay (between the range 0.9911 and 0.9999), 
and 0.9932 for throughput (between the range of .9911 and 0.9999). For the heterogeneous 
end-to-end network scenarios, the mean correlation value obtained was 0.9951 for delay 
(between the range of 0.9874 and 0.9999) and 0.9973 for throughput (between the range 
of 0.9910 and 0.9999). The different validation cases show that the heterogeneous network 
configurations for LIN, CAN, and Ethernet are within the performance thresholds defined 
for the vehicular application use cases presented in [10]. However, if these thresholds are 
modified, the delay and throughput results can be verified using the proposed analytical 
models to validate in which cases they are met and can support the performance require-
ments for different network configurations.
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