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Abstract
In the Covid-19 pandemic situation, the world is looking for immunity-boosting tech-
niques for fighting against coronavirus. Every plant is medicine in one or another way, but 
Ayurveda explains the uses of plant-based medicines and immunity boosters for specific 
requirements of the human body. To help Ayurveda, botanists are trying to identify more 
species of medicinal immunity-boosting plants by evaluating the characteristics of the leaf. 
For a normal person, detecting immunity-boosting plants is a difficult task. Deep learning 
networks provide highly accurate results in image processing. In the medicinal plant analy-
sis, many leaves are like each other. So, the direct analysis of leaf images using the deep 
learning network causes many issues for medicinal plant identification. Hence, keeping the 
requirement of a method at large to help all human beings, the proposed leaf shape descrip-
tor with the deep learning-based mobile application is developed for the identification of 
immunity-boosting medicinal plants using a smartphone. SDAMPI algorithm explained 
numerical descriptor generation for closed shapes. This mobile application achieved 
96%accuracy for the 64 × 64 sized images.
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1  Introduction

Presently, researchers are searching for potential solutions to control COVID-19. Coro-
naviruses are mainly experts at reducing the immunity of persons. In the period of viral 
infection, the host person opposes the virus by obtaining immunity [1]. Modern medicine 
has very little to suggest in managing COVID-19 patients. But Ayurveda has a bundle of 
immunity-boosting techniques for ongoing pandemic situations [2]. The word Ayurveda 
originated from Ayur (life) and Veda (science or knowledge) two Sanskrit words [3]. Ayur-
veda is the traditional system of medicine in India. Ayurveda provides more importance on 
constructing the power of the mind.

Ayurveda helps to prevent different kind’s strains causing our body including diseases. 
In Ayurveda, immunity is defined as the capability of preventing the evolution of diseases. 
In Ayurveda, immunity is classified into mainly three types. They are namely natural, 
chronological, and acquired [4]. Incorrect selection and usage of plants directly affect the 
usage of the medicine. This may lead to side effects for the consumers. To avoid this situa-
tion, strict and accurate plant recognition should be followed.

The Botanists consider the flowers, leaves, root seeds, stems, etc. to identify the plants. 
Leaves are an easily available part of the plant, so leaves are the most used part for plant 
identification. The advanced machine learning technology reduces the burden of the 
complexity of leaf image-based plant recognition. Under the COVID-19 like situations, 
the mobile application for medicinal plants identification is seems to be most essential 
component.

Few recently developed algorithms like shape descriptor algorithm for medicinal plant 
identification (SDAMPI) [5] is highly supportable for mobile applications. This is a loss-
less algorithm which accurately describes the leaf shape information. This digital descrip-
tor is based on freeman chain code [6] and conserves rotational transactional and resizable 
data of images and guarantees suitable information for the future. It is based on shape num-
bers which can provide invariance for rotational and scale-based changes. Numeric-based 
descriptors result in ease of handling and reduced database size compared to other existing 
descriptors. The SDAMPI [5] descriptor is strictly designed for closed shapes. In the shape 
descriptor generation algorithm, every neighbour pixel is extracted and denoted using 0 to 
7 digits which represent the position of neighbour pixels in the shape boundary [5]. The 
shape descriptor generation for the leaf image is shown in Fig. 1.

2 � Common Ayurvedic Plants used for Immunity Boosting

Indian traditional ayurvedic remedies have the expertise of several centuries to develop 
immunity in the human being. The Ministry of AYUSH of Govt. of India suggested that the 
combination of Ocimum tenuiflorum, Cinnamomum verum, Piper nigrum, Zingiber offici-
nale, and Vitis vinifera (Holy Basil, Cinnamon, Black Pepper, Ginger, and Grape Vine) as 
a protector against “COVID-19” [7]. In [8], authors have defined the immune system as 
the forerunner of life. The authors of [8] explained that the Ayurveda does not limit plants 
as healing procedures rather provides a lot of importance on the practice of therapies that 
will keep a person in a positive health state. The authors of [8] also listed a set of immune-
boosting plants and their applications in detail. The process of identification and collection 
of plants from nature for immunity boosting and treatment is a beneficial component of the 
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Indian culture which helps people to maintain good health. The experience of plant identi-
fication is a part of the exciting factor of the social tradition of many people.

A table of common Ayurvedic plants and parts used for immunity boosting is described 
in [9]. The selected plants for developing a mobile application for medicinal plant identifi-
cation are shown in Fig. 2. The scientific details of the selected plants are given in Table 1.

Fig. 1   The Shape Descriptor 
generation for a single leaf

Fig. 2   Medicinal plants used in 
the application
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2.1 �  Ocimum Sanctum

In Ayurveda, the Ocimum sanctum is called Tulsi or Holy basil. This is an antimicrobial 
and antiviral herb used for sputum balancing in our body and useful in cough and cold. 
Tulsi is a sub-shrub with green or purple leaves. Leaves are arranged in simple opposite 
with ovate in shape and toothed margins, up to 5 cm long [10].

2.2 �  Phyllanthus Amarus

Phyllanthus amarus is a well-known small herb of the Indian Ayurvedic system. It is 
mainly used in gastropathy use like stomach problems and genitourinary systems. In 
Ayurveda, Phyllanthus amarus is also used to treat ulcers and wounds [11].

2.3 �  Aloe Vera

Aloe vera is widely used in food and cosmetics. The Antioxidant effects of the inner gel 
of the Aloe vera leaves make a more significant role and are known as the healing plant 
of the Indian Ayurvedic system. Aloe vera is a stemless or very short-stemmed plant 
with thick and fleshy leaves with green to grey-green in colour. Leaves border is ser-
rated and has very tiny white teeth [12].

2.4 �  Carica Papaya

The papaya is a small, lightly branched tree with spirally arranged leaves. The leaves are 
large, deeply palmately lobed, with seven lobes. Leaves extracted from Carica papaya, 
have antioxidant properties and are used as a tonic for the heart, analgesia and treat-
ment for stomach aches. The unripe fruit of Carica papaya is used in diabetes treatment. 
Fruits of Carica papaya contain many antioxidant nutrients, and minerals and are a good 
source of fibre. Fruit is used for the treatment of arthritis, ringworm, hypertension etc. 
[13].

Table 1   List of medicinal plants 
used in this application

S. No Common name Botanical name Malayalam name

1. Basil Ocimum sanctum Krishna Tulasi
2. Phyllanthus Phyllanthus amarus Keezharnelli
3. Indian aloe Aloe vera Kattarvazha
4. Pappaya Carica papaya Kappaka
5. Gotu kola Centella asiatica Udakan, Muthil
6. Brahmi Baccopa monnieri Neer Brahmi
7. Neem Azhadiracta indica Veppu
8. Ginger Zingiber officinale Inji
9. Thumba Leucas aspera Thumba
10. Moovila Pseudarthria viscida Moovila
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2.5 �  Centella Asiatica

Centella asiatica have kidney-shaped green leaves around 2 cm and stems are slender green to 
reddish green in colour. This plant is commonly used as spice, vegetables, and juice. In tradi-
tional medicine, it is used for wound therapy because it has anti-wrinkle and anti-inflamma-
tion properties. Researchers are going over Centella asiatica’s memory-enhancing and brain-
enlightening roles [14].

2.6 � Baccopa Monnieri

In Indian Ayurvedic tradition, Baccopa monnieri also known as Brahmi is used for improving 
intelligence and memory. Brahmi is also given to persons with anxiety, poor memory, epi-
lepsy, asthma, ulcers and tumors. Brahmi is a creeping plant found in wet and muddy zones, 
leaves are thick, oblong-shaped and are oppositely arranged on the stem [15, 16].

2.7 � Azhadiracta Indica

Azhadiracta Indica is a fast-growing tree also known as Neem which is a rich source of anti-
oxidants. Leaves of Neem are arranged opposite, with a pinnate shape. In Ayurveda Neem is 
used for skin diseases, to balance blood sugar levels, to improve liver function etc. In Indian 
tradition, neem branches are used as toothbrushes and tongue cleaners [17].

2.8 � Zingiber Officinale

Zingiber officinale is also known as Ginger. In Indian culture Ginger is widely used as a spice. 
The warming effects, antibacterial, antifungal, anti-ulcer, and immunomodulatory properties 
are utilized in many Ayurvedic medicines. In many countries, Ginger is used as medicine for 
digestive problems. It is a reed plant-like, with a leafy stem [18].

2.9 � Leucas Aspera

Leucas aspera also known as Thumba is an annual herb. Leaves are arranged Opposite with 
linear or narrowly oblong, shapes. Thuma has a fever-reducing capacity. This plant is crushed 
and widely used as inhaled in Ayurveda [19].

2.10 � Pseudarthria Viscid

Pseudarthria viscid is an herb used for asthma, treatment of insect bites, vomiting etc. This 
plant is also known as Moovila in the Malayalam language because of its special three leaves 
arrangement. Leaves have a trifoliate, ovate-oblong shape [20].
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3 � Existing Mobile Applications for Plant Identification

Pl@ntNet [21] android application is available in Google play for identifying many 
cultivated plants. This application is designed by scientists from France. Pictures of 
android phones are chosen here for identification. Whenever one picture is compared 
with the database, the main database grows, and new images get reviewed by expert per-
sons.iNaturalist [22], application, providing herbarium and related information for plant 
researchers. This application is helpful for field data collection and specimen identifica-
tion. The huge database of this app provides high accuracy and improves the use of the 
collected data. This application allows users to record their observations as photos, and 
audio. This data information includes a combination of field pictures and a collection of 
metadata like the location of data collection, date and time which can easily be helpful 
for reviewers. This is a public method of taxonomic documentation and authentication 
that is driven by researchers from the California Academy of Sciences and the National 
Geographic Society.

PlantSnap [23] application acts as an interface between people and nature and pro-
vides complete information on given photos of plants which includes type, flowers, fruit 
and source etc. PlantSnap also collects information from the application users and that 
information is used for educational purposes. This deep learning engine image identifi-
cation application provides highly accurate results for its users.

In [24], an IOS-based mobile application for automated recognition of plants and flow-
ers based on convolutional neural networks is discussed. In this, after data collection, the 
data cleaning and data purification steps are applied before loading the sample into the 
deep learning algorithm. The performance of the application is tested over Cloud-based 
resources to increase the speed of image detection. A convolutional neural networks-based 
mobile application for beginners to identify plant species using leaves is developed by [25]. 
In this, the size of 1280 × 960 images is reduced to 320 × 240 images to further reduce the 
computational complexity. Three CNN models, VGG19, MobileNet, and MobileNetV2 are 
used to analyze the accuracy of the application. In [26], a shape descriptor-based mobile 
application using plant leaf is proposed. In this method, a multiscale shape descriptor is 
generated from leaves using contour, convexity, and concavity of leaf shape. The per-
formance of mobile applications is tested over the Swedish leaf dataset and their dataset 
called Leaf100. Offline databases integrated into this mobile application allowed users to 
work continues without a network connection. SIFT features-based, scale and rotational 
invariant model and Bag of Word (BOW) model, for reducing the high dimensionality of 
the data space, using the Support Vector Machine (SVM) classifier for plant recognition 
are also being used [27]. In this android mobile application, shape-based digital morpho-
logical features of leaf images are analyzed to generate shape descriptors. In [28], a leaf-
based plant identification system for android mobile phones using supervised learning is 
proposed. In this supervised classifier method, SURF features and Bag of Words features 
are used to analyze the leaf features.

From the above study of existing plant identification, artificial intelligence-based mobile 
applications are time-consuming as well as very complicated. Artificial intelligence-based 
mobile applications require a huge number of images and processing speed. However, in 
the medicinal plant identification field, artificial intelligence-based mobile applications 
should provide highly accurate results. So, the main objectives of this mobile application 
development are: to reduce the processing complexities of deep learning-based medicinal 
plant analysis and achieve high accuracy in medicinal plant identification.



1195An Efficient Mobile Application for Identification of Immunity…

1 3

4 � Methodology

In this paper, leaf descriptors are analyzed based on a deep learning algorithm to iden-
tify the medicinal plant. Layers of neurons are trained to classify names that describe 
images into classes. Deep convolutional neural networks are suitable to categorize 
numeric data, without knowledge of descriptor structure.

4.1 �  Deep Learning

Many deep learning networks and the importance of convolutional neural networks 
are discussed in [29]. A hand position identification in images using the support of a 
faster R-CNN object detector is implemented in [30]. The importance of deep learning 
algorithms in the sensor-based environmental monitoring field is proposed in [31]. The 
effectiveness of deep learning methods is evaluated over fluid images and an extraction 
technique for velocity fields from images is discussed in [32]. In [33], a deep neural net-
work-based fusion method is proposed by combining general features and adaptive fea-
tures of images for preserving the robust performance of smart fault analysis. To learn 
the potential features of defects and obtain the location of defects with high accuracy, 
an efficient convolutional neural network is described in [34]. Due to low brightness and 
heavy obstruction circumstances in tree detection tasks, common object sensors cannot 
be straight useful for automatic road tree detection. An integrated start-to-finish teach-
able network based on an advanced deep learning-based tree object sensor is given in 
[35]. In [36], an innovative learning method for surface fault examination of images, 
both convolutional neural networks and the light characteristic-based learning method 
are combined and utilized. This sequence identification method does not contain any 
feature selection or sequencing procedures [37]. Therefore, this procedure improves the 
speed of image prediction as well as the accuracy of the result. In deep learning neural 
networks, multiple features are compared concurrently. For that, the image descriptor is 
divided into different lengths.

4.2 �  Database Generation

To recognize plants from their pictures, the internal database of this application is 
trained with leaf image shape descriptors of different Immunity boosting plants, which 
are collected from Kottiyoor village, Kannur District, Kerala State, India. Java program-
ming language based on this android application will work on almost all android phones 
higher than version 4.0. Android Studio integrated development environment is used to 
build this mobile application. Single-leaf images are considered for the data collection. 
In this shape descriptor generation mechanism, each image is acquired using the Sam-
sung A7 model android mobile phone and saved in 32 × 32 sized format for processing. 
To get highly accurate results and easy processing, each photo is captured in the day-
time, by keeping a whiteboard in the leaf background and without plucking or harming 
the leaf. The details of dataset are as follows: Input data type: JPG, Size: 32 × 32, No. 
of Category: 10, Total No. of Samples: 1000, Data used for Training: 800, Data used for 
Validation: 300, Data used for Testing:200.
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4.3 �  Proposed Method

A leaf descriptor generation is the first phase of the system. The selected descriptor is then 
analyzed using bigram based deep-learning algorithm for leaf identification. For the train-
ing and testing of the leaf image, a descriptor generated by SDAMPI, a deep-learning net-
work with a convolution operation, max pooling, and a fully connected network is used. A 
bi-gram set of leaf shape numbers is convoluted using a base kernel and the result is passed 
to the max pooling stage to collect the maximum generated result value. The max pool 
result is sent into a fully connected network to decide the leaf category. The architecture of 
the deep learning network used here is a simple and basic convolutional network given in 
Fig. 3.

4.4 �  Descriptor Analysis using Deep Learning

Here, in this method, two adjacent digits also called bigrams are used. So, this can help to 
control the repeated digits. Each layer compares the descriptor’s each digit’s groups sepa-
rately. In Deep learning-based descriptor identification, the whole descriptor is not input-
ted into the neural network, the input descriptor is partitioned into overlying tiles. In the 
content searching time, a fixed-sized descriptor or kernel will scan over and then applies a 
network to all bigram and calculated outcomes to describe which portion of the descriptor 
is most noteworthy. So, the maximum counted bigrams are selected in the conclusion. In 
Fig. 4, the architecture of bigram and deep learning-based prediction is given. The descrip-
tor identification method using deep learning is given in Fig. 5.

Fig. 3   Architecture of SDAMPI 
based Deep Learning Network
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4.5 �  Mobile Application

The complete process is implemented on the Android platform so that the user of the 
mobile application can identify the plants on- the site. Plants included in Table 1 are used 
in the training phase to detect medicinal plants. After installation, the application will ask 
for permission to use a mobile camera and storage for capturing the live image for identifi-
cation. If the user allows permission for the camera, the dashboard activity of the applica-
tion will open, here the user gets two options, one for plant identification and another for 
use of the digital library of the medicinal plants used in this application.

The application captures the leaf image and compares it with the digital library. If the 
application identifies the leaf in its library, provide the details of the plant to the user. 
Users can add images and information about new plants to the digital library provided 

Fig. 4   Architecture of bigram and deep learning-based prediction

Fig. 5   Descriptor identification method using the deep learning
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in this application for enhancing the accuracy and identification rate of the mobile 
application. This android application can be extendable for user-defined image detection 
applications. The built-in database contains the details of plant leaves given in Table 1. 
But the user can add his necessary images into the database in the training phase, and 
those images are automatically converted into shape descriptors in the application itself. 
Hence, this mobile application can be used in other areas also. The screenshots of the 
mobile application are shown in Fig. 6.

5 � Results and Discussions

The proposed mobile application and database for medicinal plant identification is 
focused to explain the importance of the shape descriptor mechanism in the image 
identification platform, where highly accurate results can be achieved from the image 
descriptor. The proposed android-based image detection system can also explain the 
importance of shape descriptors in the deep learning era. The internal database of this 
application is trained using 32 × 32 images. Increased sizes like 64 × 64 and 128 × 128 
sized images have a lengthier shape descriptor than the trained shape descriptor so the 
result shows slightly varied accuracy in detection rate. For 64 × 64 sized images this 
mobile application achieved 96% accuracy and 87% accuracy is achieved for 128 × 128 
sized images. In Fig. 7, the performance evaluation and result analysis of the proposed 
mobile application using our collected images database are given.

Fig.6   The screenshots of the mobile application
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5.1 �  Evaluation using Other Databases

The leaf shape descriptor can highly support the image detection capability of artificial 
intelligence by providing an accurate explanation for the image features. This application is 
also tested over the “Flavia” and the “Swedish” data sets [38]. The proposed mobile appli-
cation is also able to train with a user-defined database. For the performance evaluation, 
the proposed application is trained with popular databases namely Flavia[39] and Swed-
ish[40]. The result analysis is performed over the plants as mentioned in Fig. 8.

5.2 �  SDAMPI Leaf Shape Descriptor vs. HOG, SIFT and SURF Features

In [41], the authors explained the Importance of Histograms of oriented gradients (HOGs) 
for detecting a person from digital images; many authors utilized the same HOG descriptor 
generation method for their gradient-based descriptor generation. In the HOG descriptors 
generation, the input image is first divided into small cells and a histogram of pixel values 
in each cell is calculated. Each histogram is normalized based on a block-wise model for 
descriptor generation. Finally, all descriptors are arranged to generate a complete HOG 

Fig. 7   The performance evaluation of the proposed mobile application

Fig. 8   Details of result analysis 
of this application
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descriptor. This HOG descriptor generation is more time-consuming. Rotated image iden-
tification is a limitation of HOG descriptors. A lot of background information also will be 
added to the HOG descriptor.

SIFT [42] technique is based on neighbour pixel features detected through a step-by-
step filtering approach. Mainly SIFT descriptors are used for image retrieval. The disad-
vantages of SIFT descriptors are that SIFT descriptor generation method and comparison 
methods are very time-consuming. HOG is used for human detection and SIFT is used for 
image retrieval.

In [43], authors used Speeded Up Robust Features (SURF) features and in [44], the 
authors used the Bag of Features which is related to SURF features. The SURF features 
have a high error rate. While compared with other descriptors, the SDAMPI leaf shape 
descriptor [5] is easy to implement and rotated images can also be easily identifiable. 
These descriptors are depending on the morphological information of the leaf image and 
are mainly used for morphological features-based leaf identification.

5.3 �  The Invariance of Shape Number

A detailed study of the invariance property of basic Shape numbers is described by H. 
Freeman in his article [6]. An example of leaf shape descriptors generated with the help of 
SDAMPI shape descriptors with leaf images with different geometric transactions is given 
in Table 2. After the scaling, resizing and rotational transactions, the same shape number 
is generated. After vertical flipping and horizontal flipping, results have shown slightly dif-
ferent shape numbers but that result is resolved after the convolution and max pooling pro-
cess. Shape number preserves the shape of the object in the entire process. Shape number 
provides the greatest representation of images in deep learning.

5.4 �  Comparison with Existing Mobile Applications

This is a mobile application for plant detection. The proposed mobile application provides 
a highly accurate result with the help of deep learning and leaf shape descriptors. Most of 
the state of art methods used the image directly but in the proposed method, in the classi-
fication part, the deep learning networks used the lite numerical leaf descriptor as input so 
that the performance of the mobile application for medicinal plant identification gives fast 
results. The image identification part is easy and fast because the database of the applica-
tion contains a numerical descriptor for the image details. Digital descriptors reduced the 
database size. Morphological feature-based comparison improved the detection accuracy. 
This mobile application provides plant information like the AI-based Kisan Se Kisan Tak 
(KSKT) Mobile Application as proposed in [45]. Figure 9. shows the comparison between 
different mobile applications’ detection accuracy.

5.5 �  Advantages

The mobile application discussed in this paper provides highly accurate results in the 
field of medicinal plant identification using image processing. The detailed database of 
immunity-boosting medicinal plants and their benefits are also discussed. The proposed 
shape descriptor generation for the deep learning method is very lite as compared to 
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the existing image descriptors, hence, the mobile application can provide more accurate 
plant identification in real-time. To solve the network connectivity issues and to access 
the database in hills, forests, and rural areas, the proposed method works offline. Users 
can install the proposed application on their mobile phones and use it in remote areas.

Table 2   NDWT denoised images for facial regions

Image 
Shape 

number 

Minimized 

Bigram 

Shape 

number

Convoluti

on Result 
Pooling 

Input 

0 0 0 6 2 6 2 

6 7 0 7 7 1 0 

6 2 6 0 6 2 6

00 06 26 26 

70 77 10 62 

60 62 6

0 6 26 32 

96 103 80 

139 70 124 

66 62 6

139

Flip1

0 0 0 6 2 6 0 

6 2 6 0 1 7 7 

0 7 6 2 6 2 6

00 06 26 06 

26 01 77 07 

62 62 6

0 6 26 12 

52 7 103 8

139 69 68 

62 6

139

Flip2

0 0 0 2 6 2 6 

2 1 0 1 1 7 0 

2 6 2 0 2 6 2

00 02 62 62 

10 11 70 26 

20 26 2

0 6 26 32 

96 103 80 

139 70 124 

66 62 6

139

Rotate1 

0 0 0 6 2 6 2 

6 7 0 7 7 1 0 

6 2 6 0 6 2 6

00 06 26 26 

70 77 10 62 

60 62 6

0 6 26 12 

52 7 103 8

139 69 68 

62 6

139

Rotate2 

0 0 0 2 6 2 0 

2 6 2 0 7 1 1 

0 1 2 6 2 6 2

00 02 62 02 

62 07 11 01 

26 26 2

0 6 26 32 

96 103 80 

139 70 124 

66 62 6

139

0 0 0 6 2 6 2 

6 7 0 7 7 1 0 

6 2 6 0 6 2 6

00 06 26 26 

70 77 10 62 

60 62 6

0 6 26 12 

52 7 103 8 

139 69 68 

139

Fig. 9   Comparison between dif-
ferent mobile applications plant 
detection accuracy
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5.6 �  Limitations

The proposed mobile application can provide highly accurate results using the SDAMPI 
[5] based shape descriptor and open shape descriptor algorithm. However, the descrip-
tor generation step is time-consuming according to the image size. Currently, a 32 × 32 
sized image format is used for image processing because a pixel-by-pixel analysis of 
the image takes more time compared to the existing image descriptors. Normal deep 
learning uses the whole image but a separate generation of leaf image shape features for 
accurate detection requires more time and cost.

6 �  Conclusion

In this paper, we proposed a deep learning, shape descriptor and open shape descrip-
tor-based mobile application for immunity-boosting medicinal plant identification. This 
mobile application showed highly accurate results to detect immunity-boosting medici-
nal plants. The proposed open shape descriptor method can further be generalized for 
the identification of rare species that will help botanists. In the proposed method, “Fla-
via” and “Swedish” databases are used for testing the mobile application.

The morphological shape features of leaf images are evaluated during training and testing 
which provides a highly accurate result for this method. To make the system more usable 
and user-friendly, a database training provision is provided. Also, to overcome the network 
connectivity issues in hill, forest or rural areas, the offline application process can be used for 
medicinal plant identification. The performance of the proposed mobile application achieved 
higher accuracy results than existing deep learning-based image identification methods.

In future work, more complex leaf features also will be combined into the leaf 
descriptor to enhance the overall performance of the plant identification. A future exten-
sion to this work would also be the enhancement of a database for more plant species.

Funding  This research did not receive any specific grant from funding agencies in the public, commercial, 
or not-for-profit sectors.

Data Availability  Available on request.

Code Availability  Available on request.

Declarations 

Conflict of interest  Authors declare that they have no conflict of interest.

Ethical Approval  This article does not contain any studies with human participants performed by any of the 
authors.

References

	 1.	 Vellingiri, B., Jayaramayya, K., Iyer, M., Narayanasamy, A., Govindasamy, V., Giridharan, B., Gane-
san, S., Venugopal, A., Venkatesan, D., & Ganesan, H. (2020). COVID-19: a promising cure for the 
global panic. Science of The Total Environment. https://​doi.​org/​10.​1016/j.​scito​tenv.​2020.​138277

https://doi.org/10.1016/j.scitotenv.2020.138277


1203An Efficient Mobile Application for Identification of Immunity…

1 3

	 2.	 Tillu, G., Salvi, S., & Patwardhan, B. (2020). AYUSH for COVID-19 management. Ayurveda Integr 
Med, 11(2), 95–96. https://​doi.​org/​10.​1016/j.​jaim.​2020.​06.​012

	 3.	 Y. Acharya, “Charaka Samhita”, Chaukhamba Surbharati, Varanasi, India, 1992.
	 4.	 Golechha, M. (2020). Time to realise the true potential of Ayurveda against COVID-19. Brain, Behav-

ior, and Immunity, 87, 130–131.
	 5.	 Thanikkal, J. G., Dubey, A. K., & Thomas, M. T. (2020). Unique Shape Descriptor Algorithm for 

Medicinal Plant Identification (SDAMPI) with abridged image database. IEEE Sensors Journal, 
20(21), 13103–13109. https://​doi.​org/​10.​1109/​JSEN.​2020.​30029​09

	 6.	 Freeman, H. (1961). On the encoding of arbitrary geometric configurations. IRE Trans. Electron. Com-
put. EC, 10, 260–268.

	 7.	 Khanal, P., Duyu, T., Dey, Y. N., Patil, B. M., Pasha, I., & Wanjari, M. (2020). Network pharmacology 
of AYUSH recommended immune-boosting medicinal plants against COVID-19. Journal of Ayurveda 
and Integrative Medicine. https://​doi.​org/​10.​1016/j.​jaim.​2020.​11.​004

	 8.	 S. A. Dahanukar, U. M. Thatte, and N. N. Rege, “Immunostimulants in Ayurveda medicine” In: Wag-
ner H. (eds) Immunomodulatory Agents from Plants, Progress in Inflammation Research, Birkhäuser, 
Basel, Springer, pp. 289–323, 1999. DOI: https://​doi.​org/​10.​1007/​978-3-​0348-​8763-2_​12.

	 9.	 Kumar, D., Arya, V., Kaur, R., Bhat, Z. A., Gupta, V. K., & Kumar, V. (2012). A review of immu-
nomodulators in the Indian traditional health care system. Journal of Microbiology, Immunology, and 
Infection, 45(3), 165–184. https://​doi.​org/​10.​1016/j.​jmii.​2011.​09.​030

	10.	 Cohen, M. M. (2014). Tulsi—Ocimum sanctum: A herb for all reasons. Journal of Ayurveda and Inte-
grative Medicine, 5(4), 251–259.

	11.	 Meena, J., Sharma, R. A., & Rolania, R. (2018). “A review on phytochemical and pharmacological 
properties of Phyllanthus Amarus Schum. and Thonn. International Journal of Pharmaceutical Sci-
ence Research, 9(4), 1377–1386. https://​doi.​org/​10.​1016/j.​jep.​2011.​09.​040

	12.	 E. V. Christaki and P. C. Panagiota, “Aloe vera: A plant for many uses”, J. of Food, Agriculture & 
Environment, vol.8, no. 2, pp. 245–249, 2010.

	13.	 Vij, T., & Prashar, Y. (2015). A review on medicinal properties of Carica papaya Linn. Asian Pacific 
Journal of Tropical Disease, 5, 1–6. https://​doi.​org/​10.​1016/​S2222-​1808(14)​60617-4

	14.	 Panupong, P., Dilokthornsakul, P., Saokaew, S., Dhippayom, T., Kongkaew, C., Sruamsiri, R., 
Chuthaputti, A., & Chaiyakunapruk, N. (2017). Effects of Centella asiatica (L.) Urb. on cognitive 
function and mood related outcomes: A systematic review and meta-analysis. Scientific Reports, 7, 
10646. https://​doi.​org/​10.​1038/​s41598-​017-​09823-9

	15.	 Roodenrys, S., Booth, D., Bulzomi, S., et al. (2002). Chronic effects of Brahmi (Bacopa monnieri) on human 
memory. Neuropsychopharmacology, 27, 279–281. https://​doi.​org/​10.​1016/​S0893-​133X(01)​00419-5

	16.	 Rai, K., Gupta, N., Dharamdasani, L., Nair, P., & Bodhankar, P. (2017). “Bacopa Monnieri: A wonder 
drug changing fortune of people. Intl J. of Applied Sciences and Biotechnology, 5(2), 127–132. https://​
doi.​org/​10.​3126/​ijasbt.​v5i2.​16952

	17.	 Hashmat, I., Azad, H., & Ahmed, A. (2012). Neem (Azadirachta indica A. Juss) - A Nature’s Drug-
store: An overview. Intl. Research J. of Biological Sciences, 1(6), 76–79.

	18.	 Mahboubi, M. (2019). Zingiber officinale Rosc. essential oil, a review on its composition and bioactiv-
ity. Clinical Phytoscience. https://​doi.​org/​10.​1186/​s40816-​018-​0097-4

	19.	 Prajapati, M. S., Patel, J. B., Modi, K., & Shah, M. B. (2010). Leucas Aspera: A Review. Pharmacog-
nosy Reviews, 4(7), 85–87. https://​doi.​org/​10.​4103/​0973-​7847.​65330

	20.	 Deepa, M. A., Narmatha, B. V., & Basker, S. (2004). Antifungal properties of Pseudarthria viscida. 
Fitoterapia. https://​doi.​org/​10.​1016/j.​fitote.​2004.​04.​008

	21.	 H. Goëau, P. Bonnet, A.Joly, V. Bakić, J. Barbe, I. Yahiaoui, S. Selmi, J. Carré, D. Barthélémy, N. 
Boujemaa, J. F. Molino, G. Duché, and A. Péronnet, “Pl@ntNet mobile app.”, In: Proc.of the 21st 
ACM international conference on Multimedia (MM ’13), ACM, New York, NY, USA, pp. 423–424. 
DOI: https://​doi.​org/​10.​1145/​25020​81.​25022​51

	22.	 Heberling, J. M., & Isaac, B. L. (2018). iNaturalist as a tool to expand the research value of museum 
specimens. Applications in Plant Sciences. https://​doi.​org/​10.​1002/​aps3.​1193

	23.	 https://​play.​google.​com/​store/​apps/​detai​ls?​id=​com.​fws.​plant​snap2​&​hl=​en_​IN, [Accessed on 
01–01–2021]

	24.	 M. Gao, L. Lin and R. O. Sinnott, "A Mobile Application for Plant Recognition through Deep Learning," 
2017 IEEE 13th International Conference on e-Science (e-Science), Auckland, 2017, pp. 29–38, DOI: 
https://​doi.​org/​10.​1109/​eScie​nce.​2017.​15.

	25.	 T. Akiyama, Y. Kobayashi, Y. Sasaki, K. Sasaki, T. Kawaguchi and J. Kishigami, "Mobile Leaf Identifica-
tion System using CNN applied to plants in Hokkaido," 2019 IEEE 8th Global Conference on Consumer 
Electronics (GCCE), Osaka, Japan, 2019, pp. 324–325. DOI: https://​doi.​org/​10.​1109/​GCCE4​6687.​2019.​
90152​98.

https://doi.org/10.1016/j.jaim.2020.06.012
https://doi.org/10.1109/JSEN.2020.3002909
https://doi.org/10.1016/j.jaim.2020.11.004
https://doi.org/10.1007/978-3-0348-8763-2_12
https://doi.org/10.1016/j.jmii.2011.09.030
https://doi.org/10.1016/j.jep.2011.09.040
https://doi.org/10.1016/S2222-1808(14)60617-4
https://doi.org/10.1038/s41598-017-09823-9
https://doi.org/10.1016/S0893-133X(01)00419-5
https://doi.org/10.3126/ijasbt.v5i2.16952
https://doi.org/10.3126/ijasbt.v5i2.16952
https://doi.org/10.1186/s40816-018-0097-4
https://doi.org/10.4103/0973-7847.65330
https://doi.org/10.1016/j.fitote.2004.04.008
https://doi.org/10.1145/2502081.2502251
https://doi.org/10.1002/aps3.1193
https://play.google.com/store/apps/details?id=com.fws.plantsnap2&hl=en_IN
https://doi.org/10.1109/eScience.2017.15
https://doi.org/10.1109/GCCE46687.2019.9015298
https://doi.org/10.1109/GCCE46687.2019.9015298


1204	 J. G. Thanikkal et al.

1 3

	26.	 B. Wang, D. Brown, Y. Gao and J. L. Salle, "Mobile plant leaf identification using smart-phones," 2013 
IEEE International Conference on Image Processing, Melbourne, VIC, 2013, pp. 4417–4421. DOI: 
https://​doi.​org/​10.​1109/​ICIP.​2013.​67389​10.

	27.	 H. A. Chathura Priyankara and D. K. Withanage, “Computer assisted plant identification system for 
Android,”2015 Moratuwa Engineering Research Conference (MERCon), Moratuwa, 2015, pp. 148-153. 
DOI: https://​doi.​org/​10.​1109/​MERCon.​2015.​71123​36

	28.	 Q. Nguyen, T. Le and N. Pham, “Leaf based plant identification system for Android using SURF features 
in combination with Bag of Words model and supervised learning,” 2013 International Conference on 
Advanced Technologies for Communications (ATC 2013), Ho Chi Minh City, 2013, pp. 404–407. DOI: 
https://​doi.​org/​10.​1109/​ATC.​2013.​66981​45.

	29.	 Khanafer, M., & Shirmohammadi, S. (2020). Applied AI in instrumentation and measurement: The deep 
learning revolution. IEEE Instrumentation & Measurement Magazine, 23(6), 10–17. https://​doi.​org/​10.​
1109/​MIM.​2020.​92008​75

	30.	 Nuzzi, C., Pasinetti, S., Lancini, M., Docchio, F., & Sansoni, G. (2019). Deep learning-based hand ges-
ture recognition for collaborative robots. IEEE Instrumentation & Measurement Magazine, 22(2), 44–51. 
https://​doi.​org/​10.​1109/​MIM.​2019.​86746​34

	31.	 Lay-Ekuakille, A., et  al. (2020). SAR sensors measurements for environmental classification: Machine 
learning-based performances. IEEE Instrumentation & Measurement Magazine, 23(6), 23–30. https://​doi.​
org/​10.​1109/​MIM.​2020.​92008​77

	32.	 Cai, S., Liang, J., Gao, Q., Xu, C., & Wei, R. (2020). Particle image velocimetry based on a deep learning 
motion estimator. IEEE Transactions on Instrumentation and Measurement, 69(6), 3538–3554. https://​doi.​
org/​10.​1109/​TIM.​2019.​29326​49

	33.	 Xie, J., Li, Z., Zhou, Z., & Liu, S. (2021). A novel bearing fault classification method based on XGBoost: 
The fusion of deep learning-based features and empirical features. IEEE Transactions on Instrumentation 
and Measurement, 70, 1–9. https://​doi.​org/​10.​1109/​TIM.​2020.​30423​15

	34.	 Huang, Y., Jing, J., & Wang, Z. (2021). Fabric defect segmentation method based on deep learning. IEEE 
Transactions on Instrumentation and Measurement, 70, 1–15. https://​doi.​org/​10.​1109/​TIM.​2020.​30471​90

	35.	 Xie, Q., Li, D., Yu, Z., Zhou, J., & Wang, J. (2020). Detecting trees in street images via deep learning with 
attention module. IEEE Transactions on Instrumentation and Measurement, 69(8), 5395–5406. https://​doi.​
org/​10.​1109/​TIM.​2019.​29585​80

	36.	 Liu, Y., Gao, H., Guo, L., Qin, A., Cai, C., & You, Z. (2020). A data-flow oriented deep ensemble learning 
method for real-time surface defect inspection. IEEE Transactions on Instrumentation and Measurement, 
69(7), 4681–4691. https://​doi.​org/​10.​1109/​TIM.​2019.​29578​49

	37.	 Nielsen, A. A. K., & Voigt, C. A. (2018). Deep learning to predict the lab-of-origin of engineered DNA. 
Nature Communications. https://​doi.​org/​10.​1038/​s41467-​018-​05378-z

	38.	 Su, J., Wang, M., Wu, Z., & Chen, Q. (2020). Fast plant leaf recognition using improved multiscale trian-
gle representation and KNN for OPTIMIZATION. IEEE Access, 8, 208753–208766. https://​doi.​org/​10.​
1109/​ACCESS.​2020.​30376​49

	39.	 O. J. O. Söderkvist, “Computer vision classification of leaves from Swedish trees,” Master’s Thesis, Linkop-
ing University, 2001. Available online at: https://​www.​cvl.​isy.​liu.​se/​en/​resea​rch/​datas​ets/​swedi​sh-​leaf/

	40.	 S. G. Wu, F. S. Bao, E. Y. Xu, Y. Wang, Y. Chang and Q. Xiang, “A Leaf Recognition Algorithm for Plant 
Classification Using Probabilistic Neural Network,”2007 IEEE International Symposium on Signal Pro-
cessing and Information Technology, Giza, 2007, pp. 11-16, DOI: https://​doi.​org/​10.​1109/​ISSPIT.​2007.​
44580​16.

	41.	 N. Dalal and B. Triggs, "Histograms of oriented gradients for human detection," 2005 IEEE Computer 
Society Conference on Computer Vision and Pattern Recognition (CVPR’05), San Diego, CA, USA, 2005, 
pp. 886–893 vol. 1, DOI: https://​doi.​org/​10.​1109/​CVPR.​2005.​177.

	42.	 D. G. Lowe, "Object recognition from local scale-invariant features," Proc. of the Seventh IEEE Interna-
tional Conference on Computer Vision, Kerkyra, Greece, 1999, pp. 1150–1157 vol.2, DOI: https://​doi.​org/​
10.​1109/​ICCV.​1999.​790410.

	43.	 Yogesh and A. K. Dubey, "Fruit defect detection based on speeded up robust feature technique," 2016 
5th International Conference on Reliability, Infocom Technologies and Optimization (Trends and Future 
Directions) (ICRITO), Noida, India, 2016, pp. 590–594, DOI: https://​doi.​org/​10.​1109/​ICRITO.​2016.​
77850​23.

	44.	 Arora, G., Dubey, A. K., Jaffery, Z. A., & Rocha, A. (2022). Bag of feature and support vector machine 
based early diagnosis of skin cancer. Neural Computing and Applications, 34, 8385–8392. https://​doi.​org/​
10.​1007/​s00521-​020-​05212-y

	45.	 S. Vashista, A. K. Dubey, A. Goyal and R. Vashisth, "Design and Implementation of AI based Kisan 
Se Kisan Tak (KSKT) Mobile App,"2022 International Mobile and Embedded Technology Conference 
(MECON), Noida, India, 2022, pp. 408-413, doi: https://​doi.​org/​10.​1109/​MECON​53876.​2022.​97520​52

https://doi.org/10.1109/ICIP.2013.6738910
https://doi.org/10.1109/MERCon.2015.7112336
https://doi.org/10.1109/ATC.2013.6698145
https://doi.org/10.1109/MIM.2020.9200875
https://doi.org/10.1109/MIM.2020.9200875
https://doi.org/10.1109/MIM.2019.8674634
https://doi.org/10.1109/MIM.2020.9200877
https://doi.org/10.1109/MIM.2020.9200877
https://doi.org/10.1109/TIM.2019.2932649
https://doi.org/10.1109/TIM.2019.2932649
https://doi.org/10.1109/TIM.2020.3042315
https://doi.org/10.1109/TIM.2020.3047190
https://doi.org/10.1109/TIM.2019.2958580
https://doi.org/10.1109/TIM.2019.2958580
https://doi.org/10.1109/TIM.2019.2957849
https://doi.org/10.1038/s41467-018-05378-z
https://doi.org/10.1109/ACCESS.2020.3037649
https://doi.org/10.1109/ACCESS.2020.3037649
https://www.cvl.isy.liu.se/en/research/datasets/swedish-leaf/
https://doi.org/10.1109/ISSPIT.2007.4458016
https://doi.org/10.1109/ISSPIT.2007.4458016
https://doi.org/10.1109/CVPR.2005.177
https://doi.org/10.1109/ICCV.1999.790410
https://doi.org/10.1109/ICCV.1999.790410
https://doi.org/10.1109/ICRITO.2016.7785023
https://doi.org/10.1109/ICRITO.2016.7785023
https://doi.org/10.1007/s00521-020-05212-y
https://doi.org/10.1007/s00521-020-05212-y
https://doi.org/10.1109/MECON53876.2022.9752052


1205An Efficient Mobile Application for Identification of Immunity…

1 3

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under 
a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted 
manuscript version of this article is solely governed by the terms of such publishing agreement and applicable 
law.

Jibi G. Thanikkal  received the B. Tech degree in Computer Science and 
Engineering from the University of Calicut, India, in 2010 and an M. 
Tech degree in Computer Engineering from Maharshi Dayanand Uni-
versity, Rohtak, India in 2015. Currently, she is pursuing PhD degree 
in Computer Science and Engineering from Amity University, Noida, 
India. Her research interest includes digital image processing, 
deep learning and computer vision. 

Ashwani Kumar Dubey  received the M.Tech. degree in Instrumenta-
tion and Control Engineering from Maharshi Dayanand University, 
Rohtak, Haryana, India, in 2007, and a PhD degree from the Depart-
ment of Electrical Engineering, Faculty of Engineering and Technol-
ogy, Jamia Millia Islamia (A Central Govt. University), New Delhi, 
India, in 2014. Currently, he is a Professor in the Department of Elec-
tronics and Communication Engineering, Amity School of Engineer-
ing and Technology, Amity University, Noida, Uttar Pradesh, India. He 
has chaired many IEEE international conferences and workshops. His 
research work includes wireless sensor networks, IoT, AI, deep learn-
ing, digital image processing and computer vision.

M. T. Thomas  received a PhD degree in Botany from the University of 
Kerala, India, in 2013, and the M. Sc. degree from M. G. University 
Kottayam, Kerala, India, in 2001. He is currently an Assistant Profes-
sor with the Department of Botany, St. Thomas’ College Thrissur, 
Kerala, India. His research interest includes plant identification. 


	An Efficient Mobile Application for Identification of Immunity Boosting Medicinal Plants using Shape Descriptor Algorithm
	Abstract
	1 Introduction
	2 Common Ayurvedic Plants used for Immunity Boosting
	2.1  Ocimum Sanctum
	2.2  Phyllanthus Amarus
	2.3  Aloe Vera
	2.4  Carica Papaya
	2.5  Centella Asiatica
	2.6 Baccopa Monnieri
	2.7 Azhadiracta Indica
	2.8 Zingiber Officinale
	2.9 Leucas Aspera
	2.10 Pseudarthria Viscid

	3 Existing Mobile Applications for Plant Identification
	4 Methodology
	4.1  Deep Learning
	4.2  Database Generation
	4.3  Proposed Method
	4.4  Descriptor Analysis using Deep Learning
	4.5  Mobile Application

	5 Results and Discussions
	5.1  Evaluation using Other Databases
	5.2  SDAMPI Leaf Shape Descriptor vs. HOG, SIFT and SURF Features
	5.3  The Invariance of Shape Number
	5.4  Comparison with Existing Mobile Applications
	5.5  Advantages
	5.6  Limitations

	6  Conclusion
	References




