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Abstract
Edge architectures provide local, decentralized services, enabling balancing network traffic and distributing hardware

resources. Later, many new use cases can be implemented by combining the advantages of the edge computing concept

with the services of 5G systems. One of the biggest beneficiaries of this could be the Vehicle-to-Cloud (V2C) technology,

where it is necessary to efficiently process large amounts of data resulting from Vehicle-to-Everything communication

(V2X) services. In specific use cases, this makes it possible to process sensor data collectively, enhanced by fusion, which

promotes a more effective virtual representation of the real world. The effective implementation of these technologies is a

complex task. One of the most important steps before tests on actual infrastructures with real vehicles is evaluating and

validating edge cloud systems. We present a solution for this problem, the Cloud-in-the-Loop (CiL) simulation framework.

It can orchestrate a real-size, telco-grade level, Kubernetes-based edge cloud infrastructure based on information gathered

from a traffic simulator and performing fine-grained benchmarking and data collection. In addition to the performance

analysis of the edge system, it also enables an in-depth examination of cloud-native applications serving complex auto-

motive use cases. In this paper, we focus on presenting the developed framework and its capabilities by utilizing the system

with implemented test applications, and give an example of testing QoS and QoE aspects of the edge cloud-based V2C

concept.

Keywords Edge cloud � Automotive use cases � Cloud-in-the-loop simulation � Kubernetes � Cloud-native applications �
5G Telco cloud

1 Introduction

In recent years, cloud-native-based services have gained

more and more recognition. The technology is already used

in many areas, from information communication through

web services to banking systems. Cloud-native applications

are easily scalable, deployable, and flexible software

packages and, due to their design, can be run in any cloud-

based environment. Cloud-based technologies have also

expanded into a new area called the edge computing

paradigm, the most crucial feature of which is that hard-

ware resources are distributed. As a result, the services are

closer to the consumers, thereby speeding up information

processing and ensuring high-performance computing for

the applications that provide the services. By applying

these innovative technologies, new solutions have also

emerged, such as the 5G Service-Based Architecture

(SBA) [1] approach, which implements the network

& Levente Márk Maller

lmaller@hit.bme.hu; levente.maller@ericsson.com
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László Bokor

bokorl@hit.bme.hu

1 Department of Networked Systems and Services, Faculty of

Electrical Engineering and Informatics, Budapest University

of Technology and Economics, M}uegyetem Rkp. 3.,

Budapest 1111, Hungary

2 Technology and Innovation, Digital Services, Ericsson,
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functions that build up the core network of mobile net-

works with cloud-native applications. With this approach,

modern 5G systems can be integrated with edge cloud

deployments, thereby taking benefit of the most significant

advantages of the two new technologies. One of the largest

European standardization organizations, European

Telecommunications Standards Institute (ETSI), is also

actively integrating the two systems [2]. Furthermore, the

organization has already achieved several results in uni-

fying edge cloud systems. This model is called Multi-

Access Edge Computing (MEC) [3]. Many service areas

will be able to utilize the opportunities created by the

combination of 5G and MEC systems. One such area is

Vehicle-to-Cloud (V2C) communication. The application

of these technologies opens up many new use cases, such

as sensor fusion applications based on collective percep-

tion. These rely on deep learning-based object detection

technologies, for which the distributed resources of the

MEC systems provide an excellent execution environment.

An example of this is the High Definition (Local) Maps use

case, which will benefit from the potential of MEC systems

effectively. By processing the environmental data trans-

mitted by the vehicles with the help of HD Maps, it is

possible to implement continuously updated local maps

running on edge servers. These multi-layered maps can

contain various information, such as processed environ-

mental information transmitted by vehicles and virtual

representations of other traffic participants [4]. Also, use

cases heavily relying on environment detection could also

benefit from technologies, such as Object Pose Estimation

[5], that enable the 3D modeling of objects based on

camera data. Furthermore, with the help of 5G systems, a

low-latency, high-data-speed communication can be pro-

vided, which ensures a stable connection between user

equipments (UEs) and edge servers.

The effective implementation of these technologies is a

complex problem, and many requirements must be met.

The realization of such infrastructures poses multiple

challenges. As V2C services rely on cloud applications, it

is essential to investigate resource availability and scala-

bility. Moreover, properly orchestrating the service-pro-

viding entities in the edge cloud environment is crucial to

efficiently address the UEs’ mobility. Also, the dimen-

sioning of these networks proves to be a complex problem.

Furthermore, building a real system is a costly task. Before

this, it is essential to carry out tests related to the operation

and performance of these systems. Test systems that can

replace expensive real-life tests provide the apparent basis

for this. Among others, these aspects motivated the design

and implementation of the presented Cloud-in-the-Loop

(CiL) simulation framework [6], which can behave

accordingly and process information generated in a simu-

lated environment. This information allows it to manage a

real, integrated cloud environment using implemented

algorithms and logic. Our CiL approach currently inte-

grates a traffic simulator called SUMO [7][7] with a

Kubernetes (k8s) based distributed cloud environment.

With the help of the framework, the operation of edge

cloud systems and cloud-native applications modeling V2C

use cases can be investigated and evaluated. Using the CiL-

Simulator, we have already presented preliminary research

results in [6]. Since then, we have made numerous

improvements to the system. We have successfully inte-

grated the framework into a telco-grade edge cloud envi-

ronment and extended the central component –

implementing the whole framework’s orchestration – with

new features and functions executing more detailed and

accurate measurements. Furthermore, we also developed

new supporting application components compatible with

the framework that can demonstrate the framework’s

functions. In the paper, we present the following major

contributions:

• A Cloud-in-the-Loop simulation framework concept

integrating simulation environments with real cloud

deployments;

• A proposed implementation of the Cloud-in-the-Loop

method on telco-grade hardware/software environment

for investigating V2C use cases;

• A methodology for testing edge cloud-based object

detection applications using basic QoE metrics.

• A methodology for examining QoS parameters affect-

ing the operation of edge cloud-based applications in

the framework

The following section provides an overview of related

works and literature. Section 3 of the paper will give a

comprehensive presentation of the CiL framework and the

improvements we have made since our initial version.

After that, in Sect. 4, we present the example use cases

implemented in the framework. Then, in Sect. 5, we pro-

pose test measurements with a methodology that can be

performed with the help of the framework. Finally, we

conclude the article in Sect. 6.

2 Related works

Prior to the publication of this article, we came across

several studies that discuss the possibilities and research of

cloud-based vehicle communication solutions. Further-

more, we have read about several environments similar to

the framework we have implemented. Some tools aim to

investigate edge cloud environments and V2C technologies

(or both). However, these are not primarily focused on

studying these technologies in the way our solution does.

The Cloud-in-the-Loop simulation framework’s main
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advantage is that it makes it possible to integrate various

real cloud environments and applications while it enables

simulating user equipments in multiple scenarios. Gener-

ally, cloud simulators aim to examine infrastructures based

on predefined models and the model-based implementation

of actual cloud components and functions in a simulated

environment. Opposed to these methods of investigating

cloud systems, our solution utilizes an actual cloud

deployment and provides an opportunity to collect metrics

of real-time operation. Regardless, there are numerous

cloud simulators available in the literature and open-source

repositories. For further details, we recommend [9], which

is an excellent survey on the topic, and [10] which presents

a new tool focusing on cloud energy consumption but gives

a comprehensive review of existing cloud simulators. Also,

for cloud-based V2X-related frameworks, we suggest [11],

which presents a detailed overview of the subject. How-

ever, this section presents the tools and solutions that we

found more closely related to our CiL framework. Below

we provide a summary of our findings on the related tools

and frameworks.dSPACE, a company that specializes in

software and hardware simulation tools, also has a system

[12] that implements a V2Cloud Hardware-in-the-Loop

simulator. The purpose of this system is to examine and

validate the entire V2N communication chain, however,

based on the available information, the system focuses

mainly on the examination of LTE and 5G systems. To

accomplish this, an Anritsu1 radio communication test

station is used. Moreover, unlike the open-source compo-

nents and APIs we use, it operates in a closed software

environment. Like dSPACE, Dell, a major IT company, is

researching the subject as well [13]. The company’s

Hardware-in-the-Loop Autonomous driving simulation

system aims to test ADAS / AD solutions. It uses Ama-

zon’s AWS cloud system for cloud application testing,

which works with real-world vehicle sensor data replayed

with microsecond accuracy. These systems have already

been theoretically studied in the 2017 publication X-in-the-

Loop Test Methods for Cloud-based Vehicle Functions

[14]. The article discusses in detail the challenges that the

automotive environment poses to cloud systems. The arti-

cle introduces the Hardware / Model-in-the-Loop approa-

ches that build on cloud-based wireless systems. One of the

main messages of the article is that the systems imple-

menting these concepts can greatly help the examination

and validation of cloud-based vehicle communication

systems in the future. Test systems integrating cloud

infrastructure also help in other domains, as detailed in the

2016 Wide-area control of power systems using cloud-in-

the-loop feedback article [15], in which the authors

examined the control of a large-scale, simulated electrical

network using a Cloud-in-the-Loop test system. Recently,

also a new Hardware-in-the-Loop framework was pre-

sented, the CarTest V2X Simulation Framework [16],

which enables testing real V2X devices (for e.g. vehicle-to-

vehicle communications) while it completely simulates the

actual vehicles.

Also, several software programs are available for com-

plete simulation testing of edge cloud systems that can be

used to implement various measurements (Table 1).

Mostly, these tools use only simulation for investigating

cloud environments and do not necessarily implement

V2X-based models and communication. Despite these

limitations, they play a prominent role in cloud system

modeling and simulation. Free software called OPNET

[17] can be used to model computer network environments

in which different measurements can be executed. For

modeling more complex wired and wireless networks, the

OMNeT ? ? framework [18] can provide a solution that

can use a wide range of additional software components.

Furthermore, the system can be used to model 4G LTE

mobile networks, which is implemented by the SimuLTE

[19] software package. However, in recent years, simula-

tion tools specifically designed to model cloud computing

and distributed systems have also become available, such

as CLOUDS Lab’s CloudSim software [20] or the iFogSim

[21] software package, which can be used to model IoT and

Fog Computing architectures. In automotive applications,

however, the use of traffic simulators is essential, the best

solution is the SUMO traffic simulator, and there are ready-

made, implemented systems, such as the Veins [22] or the

Artery [23] software package, which integrates SUMO and

OMNeT ? ? software. It is important to highlight the

previously mentioned SimuLTE’s successor, the Simu5G

software package [24]. The simulator allows one to study

systems based on 5G New Radio (NR) radio access tech-

nology. The possibilities of Simu5G were introduced in a

publication published in 2020 [24]. In the test environment

presented in the article, the processes of containerized

applications can be tested in an edge cloud system coop-

erating with 5G architecture. With the help of this emulated

network, the processes of containerized applications, their

network communication can be examined with conditions

that also characterize 5G networks. In addition to exam-

ining the modeled architecture, simulation environments of

this kind can also be of great help in the development of

applications based on similar systems. Also, some tools

focus better on testing V2X-related cloud operations. Such

as the Telco Cloud Simulator [25, 26], which enables the

investigation of various types of operations of telco clouds,

but it can also support cloud performance evaluation with

mobile users and V2X communication. There are also

simulation frameworks for more specific tests, such as the

iCanCloud that can be used to evaluate vehicular ad-hoc1 Anritsu official website: https://www.anritsu.com/en-gb/.
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network cloud architectures [27]. Comparing these tools to

our solution evidently shows that the CiL framework

requires capable hardware to be used, and also, any tested

environment has to be adequately integrated. Furthermore,

it currently doesn’t support 5G functionalities. Despite its

limitations, the CiL allows testing and evaluating real

cloud deployments and applications, supporting detailed

benchmarking of relevant, cloud-focused hardware-soft-

ware systems. These features later help design, dimen-

sioning, and performance analysis of the tested

environments (e.g., products, deployment/placement con-

figurations, etc.), enabling them to be optimized and

appropriately used in real-life scenarios.

3 The cloud-in-the-loop simulation
framework

The Cloud-in-the-Loop (CiL) simulation framework [6]

results from several years of research and development and

provides the basis for the achievements presented in this

work. Based on information extracted from a simulator that

models the behavior of user devices, the framework can

orchestrate a closely integrated, real, distributed cloud-

based environment and run and test real cloud-native

applications in it. In the current construction of the

framework, it is configured to examine V2C use cases;

accordingly, the simulation environment is provided by a

very versatile, multi-modal traffic simulation software

called SUMO [7]. The orchestration of the distributed

cloud-based environment is realized by Kubernetes (k8s)

[40], a widely used, open-source platform, which already

plays a prominent role in operating SBA-based 5G Core

networks nowadays [41] and can also be used excellently

for managing edge cloud systems. The CiL framework

consists of three main system components (Fig. 1):

• Automotive traffic simulator: The simulation environ-

ment is realized by the microscopic and continuous

multi-modal traffic simulator called SUMO. The soft-

ware can model real, large-scale road networks and

simulate detailed, high-precision traffic models. Fur-

thermore, detailed information on the behavior of each

simulated object and vehicle can be extracted, and their

run-time configuration is also provided.

• CiL Orchestrator (CiL-O): The orchestration compo-

nent is a software developed in Java, which is one of the

essential elements of the framework. This is where the

control of the distributed cloud-based environment is

realized based on the information extracted and

processed from the simulator. The Orchestrator uses

the Traffic Control Interface (TraCI) [8] to establish a

connection to SUMO. It enables the CiL Orchestrator to

access information on the simulated objects (e.g.,

vehicle position, vehicle speed) in every simulation

step (which is controlled by the CiL-O). Then, it

processes the acquired data of the individual vehicles to

orchestrate the service-providing applications in the

distributed cloud environment and manages the client

applications representing the vehicle-side functionali-

ties. These functionalities enable the testing and

investigation of various V2C-based automotive use

cases by implementing different algorithms and logics

in the Orchestrator. Furthermore, this component

ensures detailed data collection of Docker-level events

from every node during the measurements.

• Distributed cloud environment: The distributed cloud

environment is realized by a Kubernetes (k8s) platform-

based real-scale hardware cluster and interconnected

with the CiL Orchestrator using the official k8s Java

library [42]. The nodes of k8s that form a cluster

represent the edge servers of a MEC infrastructure (e.g.,

n1, n2 in Fig. 1). The k8s enables cloud-native appli-

cations that implement automotive use cases to be

deployed on these distributed resources. These appli-

cations provide services to the investigated vehicles

(modeled by client applications) in the V2C model.

According to vehicle mobility (and the implemented

use case), these edge applications can also be relocated

between nodes, the management of which is provided

by CiL-O.

An important aspect of MEC systems is examining the

effect of switching between edge resources resulting from

the mobility of user devices, which affects the system’s

operation in many ways. In such cases, relocating appli-

cations that provide services to user devices may also be

necessary, and service continuity must also be ensured. The

system must also manage the redirection of the network

connection giving access to the servers. In addition to

relocation, the performance and operation of the system are

also affected by the network and resource load, which

largely depends on the number of devices served, the type

of applications providing the service, and the data traffic

generated. With the help of the CiL framework, based on

the information extracted from the simulator, the operation

of real applications can be examined, and fine-grained

benchmarking and data collection can also be performed.

Accordingly, many improvements have been made to the

system and its supporting applications since we published

our initial results in [6]:

• Telco-grade level, real distributed edge infrastructure

was integrated into the framework.

• Specialized client and server application components

were implemented to test UDP traffic and generate/

evaluate QoS metrics.
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• Application components were designed and deployed

that model IP mobility to enable the UDP test traffic

tools to directly forward packets to edge applications

running on the corresponding node. Kubernetes net-

working no longer performs the entire traffic manage-

ment as before.

• A deep learning-based application component was

designed and implemented, modeling an automotive

use case featuring AI-supported object detection for

MEC-level sensor fusion and related applications.

3.1 Scenario definition process

SUMO provides an opportunity to implement and investi-

gate any given traffic situation. The simulation traffic map

used for presenting the framework’s capabilities—which

provides an excellent basis for testing edge systems—has

already been implemented during previous tests [6]. The

map is based on Hungary, Budapest XI. district’s urban

environment around Infopark. The resources (servers) of

the integrated edge cloud environment are located virtually

on this map. To achieve this, we defined so-called latency

zones (Fig. 2) for the two edge servers of the cluster, which

determine which resource serves the vehicle moving in the

given position. These zones represent the limit within

which their associated edge server can still fulfill the given

latency requirements with acceptable reliability. In reality,

the shape of these zones is affected by countless factors,

such as the location of the base stations or the network

structure. However, the zones created in the current sim-

ulation environment implement only one possible layout

among many, but it is ideal from the point of view of

testing edge cloud systems. Because the measurements

carried out in the framework currently focus on the tests of

the application components that model the operation of

V2C use cases and the operation of the distributed system.

In our model, every vehicle represented by a client appli-

cation served by a dedicated (backend) edge application

running on the edge servers. According to the two zones,

the two worker nodes of Kubernetes act as Edge servers, so

if vehicles move in certain zones, the worker node

belonging to that zone must run the backend applications

that serve the vehicles. The simulation data generated by

SUMO is processed by CiL-Orchestrator, which then

controls the pods [43] and services [44] running on the

Kubernetes cluster and the client applications running on

the application server. Thus, according to the vehicles’

relative position to the zones in the simulation, the CiL-O

manages the backend applications’ relocation, and sets the

server and client applications’ network configuration to

ensure proper service access. During the simulations, cars

follow predefined routes designed to model traffic in an

urban environment.

3.2 CiL-Orchestrator

The most important task of Orchestrator is to establish and

maintain a connection between the framework system’s

components. This is where the algorithms and logic that

model the operation of edge cloud-based vehicle commu-

nication solutions are implemented. The processing of the

simulation data and the related calculations are performed

within each simulation step. We can examine vehicles with

a specific ID in the program code, and the CiL-Orchestrator

performs the operations based on the data describing the

simulated objects. The position of a vehicle is stored in a

variable during each simulation step. We can also examine

and model migration events in edge cloud systems in the

implemented proof-of-concept use cases. The algorithms

and functions that implement the use case’s functions are

located in the CiL-Orchestrator’s zonemigration class. The

function of the class performing the corresponding tasks is

Fig. 1 The architecture of the

Cloud-in-the-Loop simulation

framework
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hence called by the program during each simulation step,

passing the current vehicle positions, the Kubernetes con-

nection configuration, and other information necessary for

any arbitrarily implemented function. Therefore, the

coordinates of the vehicle can be compared with the access

zones stored in the managedZones list, and its location in

the network topology can be determined. To calculate this,

the program uses the contains(int x, int y) function of

Java’s Polygon class, which can calculate from a coordi-

nate passed as a parameter whether the given polygon

includes it. As a result, it is possible to determine in which

zones a particular vehicle is located, i.e., based on its

position, which edge server serves it. Thus, migration

operations also become feasible on the framework’s dis-

tributed network. The software can also process many other

variables that describe vehicles, allowing for various

implementable use cases. Based on the processed simula-

tion data, the orchestrator component can also manage

applications implementing automotive use cases, including

client and server applications realizing application-level

network traffic. In our proof-of-concept scenarios, we

implemented a live migration logic (Fig. 3) using the CiL-

O. In this strategy, the orchestrator examines the vehicles

and the zones’ relative positions (in every simulation step)

and, using this information, orchestrates the cloud envi-

ronment and the application components. Suppose a vehi-

cle enters a new zone (through the overlapped zone area).

In that case, the implemented algorithm relocates the ser-

vice-providing edge application by triggering the deploy-

ment of a new instance in the destination zone’s edge

server. It cleans up the previously used instance as soon as

it is ready. Also, it re-configures the client applications

(representing the vehicles) to connect the services provided

by newly deployed edge applications.

Accessing Kubernetes from the CiL-Orchestrator is

based on API calls. To establish communication with the

distributed network, we used the official Java client library

of Kubernetes [42] and implemented it in the CiL-

Orchestrator. According to the use cases implemented in

the CiL-Orchestrator, the software ensures the creation of

the correct control signals for Kubernetes.

The Orchestrator component is capable of collecting

fine-grained, Kubernetes-level event information. Moni-

toring event information that can be retrieved from the

Kubernetes API server has only timestamps accurate to

seconds. In order to get more precise time information on

the containerized applications’ lifecycle events, the Docker

API can be used for fetching nanosecond-accurate times-

tamps. While in Kubernetes-level, the event’s time data is

only available through the master node via the k8s master-

api, the respective docker-level events’ time information is

accessible directly on each node via the docker.sock UNIX

socket. In our implementation, we chose this latter

approach, and in addition, we exposed the socket instances

to TCP/IP ports. Thus, the framework is capable of

seamlessly access on all nodes the nanosecond-grade

timestamps of container events.

3.3 Distributed cloud environment

The first important task of the cluster design was planning

the network, hardware, and software elements that imple-

ment an actual cloud hardware environment based on the

edge cloud paradigm. To evaluate various V2C scenarios

Fig. 2 Simulation map for the

implemented test cases
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and use cases, the k8s cluster was deployed with three

worker nodes and a master node, which also runs the main

software components of the Cloud-in-the-Loop framework.

The details of the hardware components are shown in

Table 2.

3.3.1 The layout of the devices

The deployment also includes a server entirely dedicated to

running applications that realize and model the V2C

application layer. Each server is interconnected through a

high-performance switch with two 10 Gbit ports, an

Operation and Maintenance, and a traffic port. These links

can also be aggregated to create a 20 Gbit/s bonded con-

nection between the servers. The selection and arrangement

of the devices aimed to develop an actual distributed cloud

deployment that could be integrated into a real network.

According to this intention, the hardware can solve

demanding computational tasks and serve many clients.

Thus, this hardware platform enables the investigation and

evaluation of use cases and validation of the concept on a

telco-grade level. The cluster design also allows the inte-

gration of 5G functionalities using e.g., a Local Packet

Gateway [45] in the future to which a high-performance

server is prepared. The hardware environment consists of 6

devices (Fig. 4).

3.3.2 Software environment

To run the Cloud-in-the-Loop frameworks and the

Kubernetes platforms’ components, selecting an operating

system that also properly utilizes the hardware’s capabili-

ties was necessary. All of the devices were installed with

Ubuntu 18.04., a very stable and reliable version with good

compatibility with various software used in the framework.

With a functioning OS, the next step was to install

Kubernetes, which required multiple preparatory steps.

These include disabling the SWAP function (to make the

software work properly), configuring the iptables and

firewalls, and, most importantly, installing the Docker

engine (version 20.10.7) on the nodes. In the following

step, we installed Kubernetes (version 1.23.3). In the

Kubernetes environment, Pod-to-Pod networking [46] is

critical to cluster networking. It enables communication

between the pods that encapsulate the containerized

applications. It is a necessary function for the platform to

operate. This type of communication can be realized by

different technologies that are implemented mostly by

third-party software components. In this implementation,

the system is installed with the Container Network Inter-

face (CNI) plugin called Calico [47]. Unlike other CNI

plugins, Calico realizes the communication in the network

layer (layer 3), using BGP routing protocol instead of

relying on network virtualization. This way, additional

Fig. 3 The implemented live migration logic
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Table 2 The specification of the cloud environment

Device

model

Role Hardware description Software Networking

Dell R630 Kubernetes master node, Running the

CiL Orchestrator, and the traffic

simulator component

CPU: 28 cores (56 threads), 2.4 GHz, 3.3 GHz w/

Turbo

RAM: 128 GB, 2.4 GHz

Storage: 4 9 372 GB SSD

OS: Ubuntu 18.04

Kubernetes:

version 1.23.3

(CNI: Calico)

Docker: version

20.10.7

2 9 10

Gbit/s

Dell R630 Edge server 1 (k8s: worker1 node) CPU: 24 cores (48 threads), 2.5 GHz, 3.3 GHz w/

Turbo

RAM: 128 GB, 2133 MHz

Storage: 4 9 372 GB SSD

OS: Ubuntu 18.04

Kubernetes:

version 1.23.3

(CNI: Calico)

Docker: version

20.10.7

2 9 10

Gbit/s

Dell R630 Edge server 2 (k8s: worker2 node) CPU: 24 cores (48 threads), 2.5 GHz, 3.3 GHz w/

Turbo

RAM: 128 GB, 2133 MHz

Storage: 4 9 372 GB SSD

OS: Ubuntu 18.04

Kubernetes:

version 1.23.3

(CNI: Calico)

Docker: version

20.10.7

2 9 10

Gbit/s

Lenovo 9

3650

Edge server 3 (k8s: worker3 node) CPU: 20 cores (40 Threads), 2.3 GHz

RAM: 144 GB, 2133 MHz

Storage: 5 TB SSD/HDD

OS: Ubuntu 18.04

Kubernetes:

version 1.23.3

(CNI: Calico)

Docker: version

20.10.7

2 9 10

Gbit/s

Lenovo 9

3650

Application server: running client and

central server application components

CPU: 20 cores (40 Threads), 2.3 GHz

RAM: 144 GB, 2133 MHz

Storage: 5 TB SSD/HDD

OS: Ubuntu 18.04 2 9 10

Gbit/s

Dell R640 Not in use currently. Its future task:

Running Cloud-Native 5G network

functions [45]

CPU: 40 cores (80 Threads), 2 GHz, 3.7 GHz w/

Turbo RAM: 384 GB, 2666 MHz Storage:

8 9 480 GB SSD

- 2 9 10

Gbit/s

Fig. 4 The actual hardware

environment (on the left)
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encapsulation of the packets can be avoided, resulting in

better performance [48].

4 Investigated case studies for testing edge
cloud environments

4.1 Implementation of a UDP traffic
benchmarking tool for testing quality
of service (QoS)

One of the most critical aspects of benchmarking edge

cloud systems is evaluating the effects of network and

hardware resource load resulting from serving user devices.

Furthermore, it is crucial to consider that since it is a dis-

tributed system, this load is distributed among the indi-

vidual resources according to the users and the

implemented load-balancing algorithms. During the plan-

ning of MEC services and systems, it is a vital aspect to be

able to ensure the QoS required by the requirements in all

cases. This is particularly important in areas with strict

requirements, such as vehicular use cases. Errors and

outages in application-level network traffic cause degra-

dation of service quality. To investigate this in the CiL

framework, it became necessary to integrate an application

that can be appropriately scaled and is capable of gener-

ating network traffic.

On the other hand, it can also create QoS metrics based

on the generated data. In this way, the load caused by

various automotive use cases can be modeled on the actual

edge cloud system integrated with the framework, and the

system’s performance can also be examined in terms of

service quality. The performance and operation of the

systems can be well examined from the point of view of the

packet loss metrics of the traffic generated by the appli-

cations, a UDP-based network test traffic is ideal for such

measurements. Later, we also plan to implement TCP-

based performance tests to get a more comprehensive

picture of the system characteristics. The basis of the self-

developed UDP traffic benchmarking tool was an open-

source application [49] developed in Python, which pri-

marily focuses on measuring network latency. We made

several modifications to the application, preparing it for

proper operation in a distributed environment. During the

presented tests, the application was running in three

instances:

• Client-side application: This component compiles and

forwards the packets with the appropriate information,

which is used to evaluate the generated data traffic and

detect network errors.

• Edge-side application: This component receives the

network traffic generated by the client and ensures the

processing of the information extracted from the

packets and sending the relevant metrics data to the

server-side application.

• Server-side application: This component receives the

metrics data extracted by the edge application, then

generates QoS metrics based on them.

4.2 Deep learning-based automotive use case
implementation for testing quality
of experience (QoE)

One of the most promising functionalities of edge cloud

systems is the possibility of outsourcing computing tasks.

This can be especially beneficial in areas such as Vehicle-

to-Cloud communication. Modern vehicles are equipped

with many sensors, including high-resolution cameras and

LIDARs. Using these devices, vehicles can collect large

amounts of raw data about their environment, which are

processed to support various automotive use cases. The

processing of environmental information requires high-

performance hardware resources, and the vehicles must

also share the information extracted from the processed

data. With the help of edge cloud systems supported by 5G

and beyond cellular networks, it is possible for the pro-

cessing of sensor data to be implemented by the resources

of the distributed environment. This makes it possible to

process data collected from individual sources jointly,

increasing the accuracy and reliability of environment

detection. One of the most efficient ways to process sensor

data for object detection is to use Deep Learning-based

networks. Using the CiL framework, our goal in this work

was to investigate the operation of an edge cloud-com-

patible, cloud-native V2C application based on this tech-

nology. In the first step, it was necessary to define and

implement a use case that could be used to test the func-

tionality of these technologies.

According to the implemented use case scenario, a given

V2C-capable vehicle collects environmental data using its

camera sensors and then transmits it to the edge server

currently serving it. On the edge server, an AI-based

application processes the video stream and sends relevant

feedback information to the vehicle based on the data

collected from its environment. In a later phase, the

scheme can also support MEC-aided sensor fusion [50] and

misbehavior detection [51] purposes. To model the use

case and to be able to generate QoE metrics using the

framework, we designed and developed a two-component

application (Fig. 5). The operation of the application is

detailed in Sect. 5.
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Fig. 5 The integration of the

AI-based automotive use case
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5 Test measurements

The most significant advantage of the proposed framework

is that it can simulate the operation and characteristics of

mobile UEs (vehicles). Based on that simulated informa-

tion it can manage HW/SW implementations of telco cloud

environments and applications. Opposed to other solutions,

it can test the operation of actual services on telco-grade

hardware and investigate the effects of the mobility of

client devices without utilizing real, moving UEs. This

paper presents how the CiL framework can be used to test

and evaluate distributed cloud environments for V2C use

cases. We present the framework’s capabilities by exam-

ining applications implementing automotive use cases and

the performance of the integrated k8s-based distributed

environment. For this, it was first necessary to create a

suitable test case.

The most critical aspect of offloading computing tasks

offered by edge cloud systems is that the systems must

ensure high Quality of Service (QoS) and the proper

Quality of Experience (QoE) at the application level. In the

case of the AI-based object detection application, we

examined the QoE based on a predefined KPI, which

characterizes the application’s performance and the dis-

tributed cloud-based environment during the measure-

ments. During the tests, with the help of the client-side

applications representing V2C vehicles (Sect. 4.2), we

transmitted a 30-s reference video material implementing

raw data from a camera sensor to the edge-side applica-

tions. We also deployed two copies of the application

components implementing the AI engine to both k8s

worker nodes implementing edge servers integrated into

the simulation environment. We calculated the perfor-

mance of the object detection application and the QoE

provided by it from detecting a car-type object on the

reference video (Fig. 6).

The application detects and classifies objects frame by

frame. It determines the confidence value for each recog-

nized object, which shows how accurately it identifies an

object type based on the trained model. At every frame

evaluation, the application sends feedback to the client

about the recognition confidence of car-type objects. Dur-

ing the measurements, the average of the (frame-by-frame)

recognition confidences of the 30-s reference video pro-

vides the KPI based on which the system’s operation can

be examined under different traffic and network load

scenarios:

ARC ¼
PN

i¼1

PMi

j¼1
RCi;j

Mi

N
ð1Þ

where ARC stands for the average recognition confidence,

N is the number of measurements, Mi is the number of

object detections performed in the i-th measurement, and

RCi;j is the j-th recognition confidence of the i-th mea-

surement. An AI engine ran on both edges of the simulation

environment during the tests. Accordingly, we ran two

clients in the two latency zones (Sect. 3.1), which for-

warded the video stream to the edge servers corresponding

to the zones. We performed the measurements according to

several scenarios. To test the system’s and the application’s

performance, we generated background load UDP packet

traffic using our self-developed UDP benchmarking tool

(Sect. 4.1) and the simulator, according to different vehicle

numbers and data speeds. In order to achieve this, we

placed vehicles performing movements causing application

relocation operations (zone switching) into the simulation

environment and generated a background load corre-

sponding to the number of cars.

Fig. 6 Visualization of the

object detection on the reference

video (You Tube link: https://

www.youtube.com/watch?v=u-

CTsTZxRBI&t=218s)
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5.1 Evaluating the QoS of the integrated
distributed environment

We also performed Quality of Service performance tests on

the integrated telco-grade edge cloud system to present the

framework’s capabilities. For this, we used the UDP

benchmarking tool presented in Sect. 4.1. We used UDP

relay applications running on the edges to conduct the tests.

In the simulator, we created a vehicle for each client

application, which causes the (live migration type) relo-

cation of the relay applications on the edge servers due to

the zone changes resulting from their mobility. Each

vehicle is served by an edge application running on the

edge server belonging to its zone. Edge applications for-

ward the relevant metric data extracted from UDP packets

received from clients to the server-side applications run-

ning on the application server. In this way, detailed QoS

metrics describing the system’s performance can be gen-

erated based on the evaluations carried out on the server

side (Fig. 7). The results obtained in this way describe the

effect of background load (vehicle number, generated data

traffic) and the effects of application relocation events.

We performed measurements with 150, 200, 250, 300,

and 350 simulated vehicles within the 1.5 km2 map area

and data traffic initiated from the client side with data rates

of 1 Mbit/s, 2 Mbit/s, 3 Mbit/s, 4 Mbit/s, and 5 Mbit/s. The

average of 500 pcs 30 s sessions in each scenario gives the

results. We divided the results into those measurement

results where application relocation occurred during the 30

s sessions and those measurement results where no

migration occurred for the cars under test. The results are

based on the packet loss rates from the QoS metrics

(Figs. 8, 9, and 10). Based on these tests, the performance

of the system under a given load and the impacts of relo-

cation events can be indicated.

As expected, the measurement results indicate that a

lower load (fewer vehicles and lower data speeds) results in

low packet loss ratios (PLR). It can be observed in Fig. 8,

where the aggregated results are presented, that the average

PLRs are in the 0–5% range, except in the cases of 300

vehicles/5 Mbps (7.114% PLR), 350 vehicles/4 Mbps

(9.54% PLR) and 350 vehicles/5 Mbps (23.60% PLR). It

indicates that the resulting load in these cases can signifi-

cantly deteriorate the edge infrastructure performance.

Comparing the results where no relocations occurred

(Fig. 8) with the results influenced by relocations (Fig. 9

shows that the effect of application relocations significantly

increases the PLRs. In most vehicle number and data speed

Fig. 7 Application components of the QoS tests
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Fig. 8 Visualizing aggregated

packet loss results

Fig. 9 Visualizing packet loss

results without relocation events

Fig. 10 Visualizing packet loss

results due to relocation events
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configurations, the average PLRs are in the 0–2% range

without the relocation events, and during relocations, these

values increase to 15–20%. Furthermore, in the case of the

350 vehicle/5 Mbps case, the average PLR increases from

21.56% (with no relocation) to 60.56%. Thus, in use cases

where relocation is a part of the operation, addressing these

effects on the QoS will be essential, as service continuity is

one of the most critical aspects of V2C.

5.2 Evaluation of the Deep Learning-based
automotive use case implementation

As discussed in the introduction of Sect. 5, we present the

results generated from the average recognition confidences

during the measurements with the application components

implementing the Deep Learning-based automotive use

case. We tested the application using methods that imple-

ment the background load, which is the basis of the mea-

surement results presented in Sect. 5.1. For this, we created

various measurement scenarios with 100, 200, and 300

simulated vehicles and data traffic initiated from the client

side with data rates of 1, 2, 3, 4, and 5 Mbits/s. In these, we

calculated how the average recognition confidence of car-

type objects in the reference videos changes due to a given

background load (Table 3 and Fig. 11). The results are

provided by the total average of the confidences generated

by the application instances running on the two worker

nodes, with around 100 measurements for each scenario (1

measurement is given by the confidence values calculated

for each frame of the 30-s reference video) per node. In

order to be able to compare the results, we first measured

the KPI without load, which shows what QoE the AI

engine can provide if the distributed system does not serve

any other clients. The average recognition confidence, in

this case, was 52.80% based on 718 measurements (per

node).

With the below-introduced test measurements, we pre-

sent that the framework can run applications modeling

complex, edge-computing supported automotive use cases

that can be examined in detail. In this case, we can

conclude that the impact of the background load on the

system occurring in these measurement scenarios essen-

tially does not affect the efficiency of the application. This

clearly shows that changes in the background load do not

necessarily cause these differences in the measurement

results. In addition to the averages, when examining the

individual measurement points, it can also be seen that the

distribution of the recognition confidence measurements

for the scenario without background load and the scenario

with maximum generated load (300 vehicles, 5 Mbps) is

almost identical (Figs. 12, 13). To properly investigate the

load effects on the operation of object detection applica-

tions, increasing the vehicle number and data speeds will

be required by defining new test configurations. Also, to

design more comprehensive QoE metrics, it’s necessary to

gather more information on the operation of the applica-

tion. For this, we also plan to store the forwarded camera

sensor videos, use post-process evaluation on objective

QoE, and extract specific information that describes the

effects of operating in the edge infrastructure under load.

This way, it will be possible to check the effects leading to

lost frames that can be critical from the object recognition

and sensor fusion/collective perception point of view.

Here, with the introduced initial measurements, we only

focused on presenting the capabilities of our proposed

framework. Therefore, we do not reach general conclusions

on the integrated cloud infrastructure or an actual V2C use

case with these results. The presented case studies and

applications were developed to showcase our CiL frame-

work, to model the operation of real V2C applications, and,

using these, to indicate how edge systems are affected in

certain operating modes. However, by improving the test

cases, tools, metrics, and vehicle traffic models, we aim to

utilize the framework to dimension edge networks, validate

use cases and develop methods to optimize 5G and beyond

edge-computing system operations. With improving the

QoS and the proposed AI-based QoE measurement

methodology, we plan to design a model that can produce

QoE prediction based on the QoS metrics.

Table 3 The averages,

minimums, and maximums of

the object detection confidences

in different scenarios

1 Mbits/s (%) 2 Mbits/s (%) 3 Mbits/s (%) 4 Mbits/s (%) 5 Mbits/s (%)

100 vehicles Avg: 52.92 Avg: 52.91 Avg: 52.71 Avg: 52.86 Avg: 52.88

Min: 47.78 Min: 47.41 Min: 46.43 Min: 46.59 Min: 48.42

Max: 54.48 Max: 54.39 Max: 54.23 Max: 54.60 Max: 55.05

200 vehicles Avg: 52.87 Avg: 52.86 Avg: 52.73 Avg: 52.71 Avg: 52.78

Min: 46.04 Min: 47.27 Min: 46.46 Min: 46.33 Min: 48.18

Max: 54.63 Max: 54.71 Max: 54.36 Max: 55.05 Max: 54.89

300 vehicles Avg: 52.84 Avg: 52.77 Avg: 52.84 Avg: 52.64 Avg: 52.80

Min: 45.81 Min: 46.91 Min: 46.97 Min: 46.95 Min: 46.52

Max: 55.15 Max: 55.39 Max: 54.75 Max: 54.77 Max: 55.68
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6 Conclusion

In the paper, we briefly presented the technological foun-

dations of edge cloud-based VC2 communication and its

importance in the future. After that, we detailed the focused

literature on tools designed for simulating V2C or edge

cloud systems, like the framework we developed. Then, we

presented the concept and the structure of our proposed

Cloud-in-the-Loop simulation framework and its compo-

nents. The simulation environment, orchestration compo-

nent, and the real distributed cloud-based network

integrated into the framework are covered in detail. After

the presentation of the system’s operating principle, we

introduced proposed test cases of the framework, with the

help of which the integrated edge environment and cloud-

native applications implementing vehicle communication

solutions can be investigated. Finally, we presented how

the framework can be used to test edge cloud-based V2C

use cases from QoS and QoE perspectives. Overall, it can

be declared that based on the results so far, the Cloud-in-

the-Loop simulation framework can be excellently utilized

for testing V2C use cases on real edge systems.

However, our solution currently focuses on testing the

edge cloud environments, and we do not investigate the

mobile network aspects of the services, which is crucial for

the operation of these use cases. In order to carry out more

detailed and in-depth examinations, further improvement

of the system is necessary. Future goals include further

development of the framework and the test methodologies;

one of the priority targets is integrating 5G core network

components and such improving our QoS and QoE test

models and metrics to produce more precise and more

relevant performance measurements. We can use the

framework with higher precision to properly model V2C

use cases inside the 5G ecosystem, supporting network

dimensioning, edge infrastructure planning, edge node

Fig. 11 Visualizing the

averages of the object detection

confidences in different

scenarios

Fig. 12 Distribution of individual recognition confidence measure-

ment results in a scenario without background load (on worker1 node)

Fig. 13 The distribution of individual recognition confidence mea-

surement results with 300 vehicles and 5 Mbps (on worker1 node)
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placement strategies evaluation, and use case validation.

Furthermore, it will make it possible to develop QoS and

QoE correlation models that can help with various opti-

mization tasks of 5G and beyond architectures.
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