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learning techniques included light gradient boosted 
machine (LightGBM) and stochastic gradient descent 
(SGD) models were applied. The accuracy of the mod-
els was determined by analysing their performance 
using mean absolute error (MAE), root means square 
error (RMSE), and R-squared values. Based on the 
results, LightGBM achieved the highest R-squared 
(0.85) for  O2 predictions, highlighting its variance-
capturing ability. LSTM excelled in NOx (R-squared 
0.87) and  SO2 (R-squared 0.85) prediction, while 
showing the top R-squared (0.67) for CO. Both LSTM 
and LGBM achieved R-squared values of 0.78 for dust 
levels, indicating strong variance explanation. Conclu-
sively, our findings highlight LSTM as the most effec-
tive approach for stack gas concentration forecasting, 
closely followed by the good performance of Light-
GBM. The importance of these results lies in their 
potential to effectively manage emissions in coal-fired 
power plants, thereby improving both environmental 
and operational aspects.

Keywords Coal-fired power plant · Emissions 
prediction · Environmental monitoring · Deep 
learning · Machine learning

1 Introduction

Energy consumption is one of the most important 
indicators of the development levels of countries 
and has recently increased due to industrialization, 

Abstract In this research, deep learning and machine 
learning methods were employed to forecast the levels 
of stack gas concentrations in a coal-fired power plant 
situated in Türkiye. Real-time data collected from con-
tinuous emission monitoring systems (CEMS) serves 
as the basis for the predictions. The dataset includes 
measurements of carbon monoxide (CO), sulfur diox-
ide  (SO2), nitrogen oxides (NOx), oxygen  (O2), and 
dust levels, along with temperatures recorded. For 
this analysis, deep learning methods such as multi-
layer perceptron network (MLP) and long short-term 
memory (LSTM) models were used, while machine 
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technological developments, population growth, and 
urbanization (Dai et  al., 2022; Fontes et  al., 2014; 
Khan & Khan, 2023; Li et al., 2019). Significant envi-
ronmental problems, such as the greenhouse effect, 
occur with the increase in energy consumption (Cui 
et  al., 2023; Dong et  al. 2022a, b; Hu et  al., 2024; 
Khan & Khan, 2023). In particular, coal-fired ther-
mal power plants both play an active role in energy 
production and cause environmental problems due 
to the use of fossil fuels (Hu et  al., 2024; Kasman 
& Duman, 2015; Munawer, 2018; Osobajo et  al., 
2020; Song et  al. 2021a, b). It is crucial to address 
the environmental issues arising from the coal-fired 
power sector to promote sustainable development and 
mitigate air pollution and global climate change (Asif 
et al., 2022; Hu & Shi, 2021; Song et al. 2021a, b). 
This requires a concerted effort to increase the effi-
ciency of energy production and embrace innovation 
in the energy sector (Song et al. 2021a, b). Recogniz-
ing the urgency of these issues, Türkiye joined the 
Climate Change Framework Convention in 2004 and 
endorsed the Kyoto Protocol in 2009 (Kerem, 2022; 
Yagmur et al., 2023). Furthermore, at the 2015 Con-
ference of the Parties-UNFCCC, Türkiye commit-
ted to reducing greenhouse gas emissions by 21% of 
projected baseline emissions between 2021 and 2030 
(Birpinar & Tuğaç, 2022).

Considering Türkiye’s heavy dependence on lig-
nite for electricity generation, as its lignite resources 
reach 17.3 billion tonnes, it’s important to acknowl-
edge the challenges posed by its characteristics. The 
calorific value of Türkiye’s lignite is notably low, 
with 90% of resources having a calorific value below 
3,000 kcal/kg, and 71% below 1,500 kcal/kg. Moreo-
ver, more than half of Türkiye’s lignite has a mois-
ture content of more than 20% (Atukalp & Kesimal, 
2023). Despite, Türkiye’s involvement in the global 
climate change and carbon emissions agreements, it 
generally provides its energy needs from coal-fired 
thermal power plants. Therefore, Türkiye follows 
current innovations in thermal power plant processes 
and complies with legal restrictions and agreements 
(Vardar et  al., 2022). Although their environmental 
impacts are well known, coal-fired power plants are 
preferred for many reasons, such as the ability to use 
domestic and/or cheap resources, the small number 
of large energy production capacities compared to 
renewable energy plants, and the attractiveness of 
uninterrupted production periods. In addition, coal 

has advantages such as being geographically wide-
spread, easy and low-cost production compared to 
other fossil fuels, being an energy source that can 
be transformed into energy with simpler technology. 
However, it is important to recognize the environ-
mental consequences associated with coal combus-
tion, particularly its high carbon emission character-
istics, and its potential contribution to climate change 
issues on a global scale (Atukalp & Kesimal, 2023).

The coal-based energy industry in Türkiye is at 
the center of air pollution and quality concerns and 
emits various pollutants such as particulate matter, 
ozone  (O3), nitrogen oxides (NOx), carbon monoxide 
(CO), carbon dioxide  (CO2), sulphur dioxide  (SO2), 
methane  (CH4), volatile organic compounds (VOCs) 
and over 80 hazardous air pollutants such as lead, 
arsenic, and benzene (Filonchyk & Peterson, 2023; 
Meikandaan et  al., 2019; Moharreri et  al., 2020; 
Xie et al., 2021; Xu et al., 2022; Zhou et al., 2023). 
Among these emissions, the main components of the 
stack gas from a coal fired power plant are  CO2 and 
CO. Direct reduction and indirect reduction reactions 
leading to the conversion of coal to CO and CO to 
 CO2 are active. The  O2 concentration and the struc-
ture of the coal are considered to be the main factors 
influencing the degree of reduction reaction related 
to  CO2 emissions (Cui et al., 2023; Hu et al., 2024). 
According to Tunckaya and Koklukaya (2015), strict 
regulations require continuous monitoring and control 
of these emissions to mitigate environmental dam-
age, including acid rain and climate change. Accurate 
forecasting of stack gas concentrations is essential 
for optimizing power plant operations and ensur-
ing compliance with emission standards (Gaffney & 
Marley, 2009; Hu & Shi, 2021). As energy demand 
increases due to economic growth, the ability to pre-
dict emissions using available input data for opera-
tional adjustment becomes critical. Mathematical 
models and machine learning have been considered 
for estimating greenhouse gas emissions from coal-
fired power plants (Adams et al., 2020; Sharma et al., 
2023; Vo et  al., 2019). Mathematical models, while 
popular (Tunckaya & Koklukaya, 2015; Vo et  al., 
2019; Wu et al., 2023), struggle to capture the com-
plex behaviour of coal-fired plants due to simplifying 
assumptions. Additionally, they can be computation-
ally expensive. Data-driven models provide a prom-
ising alternative, as shown in various power genera-
tion applications. In recent years, there has been a 
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tremendous development in data-driven modelling 
applications (Krzywanski & Nowak, 2016; Li et  al., 
2017; Luo et al., 2024; Lv et al., 2017; Shang & Luo, 
2021; Shi et al., 2019; Tunckaya & Koklukaya, 2015; 
Tuttle et al., 2019; Xu et al., 2023).

Data-driven modelling of air pollution and air 
quality problems can be done by recording stack gas 
in a coal-fired thermal power plant. Due to the tem-
poral nature of emitted pollutants, coal-fired power 
plants use data-driven time series analysis (Laub-
scher, 2019). Data-driven models are often devel-
oped and implemented using artificial intelligence 
(AI) techniques. Due to the capacity of AI to detect 
complex temporal patterns and non-linear correla-
tions in data, these models are more accurate in pre-
dicting the stack-gas emissions of coal-fired power 
plants than conventional techniques (Alnaim et  al., 
2022; Laubscher, 2019). Previous studies, such as 
those by Krzywanski & Nowak, 2016, Vujić et  al., 
2019, Tang et al., 2022, Chikobvu & Mamba, 2023, 
Movahed et al., 2023, and Josimović et al., 2023 have 
explored AI-driven models for forecasting specific 
pollutants such as CO, NOx,  NO2,  PM2.5, and  SO2. 
These researches have primarily focused on individ-
ual pollutants, resulting in a limited number of stud-
ies that have comprehensively addressed the forecast-
ing of all pollutants emitted from coal-fired power 
plants. This highlights a significant gap in the exist-
ing research and emphasizes the need for a more inte-
grated approach to emissions forecasting. However, 
our study goes a step further and expands the current 
knowledge by considering a broader variety of pollut-
ants into account. Hence, it is essential to use a meth-
odology that employs diverse AI tools to forecast 
integrated emissions of  O2,  SO2, CO, NOx, and dust.

For this purpose, a combination of multilayer 
perceptron (MLP), short-term memory (LSTM) net-
works, light gradient augmented machine (Light-
GBM) and random gradient (SGD) regression models 
were applied to model the stack gas amount of a coal-
fired power plant using real-time measurements from 
continuous emission monitoring systems (CEMS). 
Compared to previous studies that might have only 
employed one approach, this study provides valuable 
insights into the suitability of these different algo-
rithms for predicting a wider range of pollutants. In 
addition, the practical innovation contributions of this 
research can be summarized as follows: Firstly, the 
use of machine learning and deep learning methods 

provides a comprehensive assessment of the effi-
ciency levels of different decision units. Secondly, the 
comprehensive model shows excellent performance 
in stack gas emission prediction, the accuracy of the 
prediction results is fully confirmed, thus providing 
an effective tool to control and reduce stack gas emis-
sions (Luo et al., 2024). It can be safely stated that, it 
is the first holistic study for a coal-fired power plant in 
Türkiye to apply machine learning and deep learning 
models based on CEMS values for one year of data.

2  Methods

2.1  The Reactor and Coal Combustion Mechanism in 
the Reactor of Coal-Fired Plant

The stack (exhaust) gas emission values of a real coal-
fired thermal power plant in Türkiye were the source of 
the data used in this paper, conducted between January 
and December 2017. In this plant, Columbia lignite 
coal with low sulfur content was burned instead of lig-
nite of Turkish origin. In general, excess oxygen (excess 
air) is needed to begin the combustion of the coal fed to 
the reactor. As a result of coal combustion, the carbon 
is completely converted to  CO2. In addition, sulfur and 
nitrogen in the coal are oxidized. The chemical reac-
tions in the reactor of the stack gas formed in the coal-
fired thermal power plant in Eqs. 1-7 are shown.

In addition to carbon, other elements can undergo 
oxidation. Among them, the most important air pol-
lutant is sulphur oxidation;

Nitrogen is less of a component in coal. Nitrogen 
oxides in the stack gas are usually unstable com-
pounds formed by heat reactions above the molecular 
nitrogen in the air. Eq. 6 and 7 can occur after  H2O 
formation.

(1)C +
1

2
O

2
→ CO

(2)CO +
1

2
O

2
→ CO

2

(3)C + O
2
→ CO

2

(4)S + O
2
→ SO

2
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As a result of coal combustion in thermal power 
plants, the reactor’s internal temperature is typically 
between 880-1150oC. At this temperature, the pri-
mary components of coal, C, H, as well as the reac-
tions described above, oxidize into stack gases. Thus, 
gases such as  SO2 and nitrogen oxides form in stack 
gases based on the amount of S and N in the coal and 
the ratio of  CO2, CO, and  H2. Although  SO2 is dan-
gerous among these gases, coal combustion is caused 
by the sulphury components in coal. However, the 
nitrogen oxides are produced by high-temperature 
reactions that participate in the combustion event 
and contain 78% nitrogen. Although nitrogen gas 
is a difficult reacting gas, if the reactor temperature 
increases above 950°C, it can react with oxygen with 
the effect of the temperature and convert to harmful 

(5)H
2
+

1

2
O

2
→ H

2
O

(6)H
2
O + C → CO + H

2

(7)CO + H
2
O → CO

2
+ H

2

gases such as  NO2 and  N2O. Thus, in the stack gas, 
nitrogen oxides are formed, as well as  SO2.

2.2  Data Collection and Preprocessing of CEMS 
Data

CEMS provides basic information such as location 
and sector, as well as hourly stack-level data such as 
emission rates of CO,  SO2, NOx,  O2 and dust, which 
are valuable for fine temporal emission estimates. The 
CEMS dataset used here covers a coal-fired power 
plant in Zonguldak, Türkiye, during 2017. It is worth 
noting that the CEMS dataset contains outliers and 
missing values, although the Industrial Air Pollu-
tion Control Regulation has been issued to guide the 
installation, operation and management of CEMS. 
Fig. 1 illustrates the stack gas levels, dust, and tem-
perature during the hourly data collection of the 
combustion process using CEMS of plant. It is worth 
emphasizing that this study’s findings were derived 
solely from hourly data because there are more of 
them than daily data, which aligns with one of the 

Fig. 1  Hourly levels of emitted gases, dust, and temperature during the combustion process
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requirements of AI. For further details on the vari-
ables and their measuring units, refer to Table 1.

In the current study, there were 8,496 records in 
the CEMS data set; 1,699 were used for model test-
ing, while 6,797 were used for training (8:2 ratio for 
the train and test datasets). Hourly measurements of 
the six selected features were used as inputs to the 
models over a twenty-four-hour period. Importantly, 
the training and testing datasets had non-overlapping 
durations. The test dataset served as the basis for 
model validation and evaluation, while the training 
dataset was used for all training purposes. To facili-
tate time-series forecasting, the data was restructured 
accordingly.

2.3  Interrelationships Among Emission Gases and 
Other Variables

Analyzing the connection between variables is cru-
cial. So, the magnitude of this phenomenon is illus-
trated through the heat map of the correlation analy-
sis in Fig. 2. The factors with a stronger correlation 
with  O2 concentrations are displayed in dark yellow. 
In contrast, those with a weaker correlation are dis-
played in dark blue. As examples of the relation 
between variables, specifically concerning  O2, the 
coefficients of correlation between temperature and 
nitrogen oxides, and  O2 concentrations, are 0.82 and 
0.76, respectively, indicating a robust link between 
these two variables. On the other hand, the coef-
ficients of 0.31 for  SO2, 0.29 for dust, and 0.19 for 
CO suggest a weaker association with  O2. These cor-
relation coefficients provide insights into the varying 
strengths of the relationships among the variables 
under study.

The heatmap derived from the datasets (Hael, 
2023) of a real thermal power plant examined in this 

article reveals that the relationship between  O2 and 
nitrogen oxides is stronger than that of  O2 and other 
gases. This means that excess air is supplied to meet 
the  O2 requirement for the combustion process from 
the air, and the excess air supplied includes nitro-
gen along with oxygen. Therefore, the relationship 
between  O2 and  N2 was high in the heatmap.

2.4  Data Engineering and Forecasting Pipeline

Several essential data engineering techniques were used 
to guarantee the quality and suitability of the data for 
forecasting stack gas levels. To ensure data accuracy 
and consistency, unexpected categorical annotations 
were removed from numeric values. These anomalies 
may have resulted from data input errors or inconsisten-
cies in data collection; their elimination contributed to 
the development of a reliable dataset for the prediction 
of stack gas level. Additionally, the column names were 
changed to enhance data readability and understanding. 
A careful method was used to deal with the missing val-
ues. The average of the previous and subsequent obser-
vations at the time of the missing value was utilized to 
impute the missing data effectively.

To tackle outliers, a robust outlier detection 
method Z-score to carefully identify and flag poten-
tial outliers was employed. A cautious approach 

Table 1  Variables description

Variables Units Range

NOx μg/m3 0 and 1019.47
CO μg/m3 -6.32 and 3053.05
SO2 μg/m3 0 and 2922.90
Dust μg/m3 0 and 351.53
O2 μg/m3 -1 and 23.30
Temperature °C 0 and 143.48

Fig. 2  Heatmap of correlation between stuck gases and tem-
perature
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was taken with the outliers found. Instead of com-
plete removal, robust imputation techniques, replac-
ing outliers with the median, a measure that is less 
sensitive to extreme values after removing outliers 
were applied. This ensured a reduction in the impact 
of outliers on the predictions while maintaining the 
integrity of the dataset (Maltare & Vahora, 2023).

Moreover, to mitigate the impact of numerical 
variations on forecast accuracy, the data were trans-
formed using the min-max function, scaling it to the 
range [0, 1] (Eq. 8).

The prediction results were acquired after model 
training by using the reverse transformation to 

(8)y� =
y −min(y)

max(y) −min(y)

rescale. The inverse transformation delivered pre-
dicted stack gas levels at their original scale, allow-
ing for meaningful and interpretable projections in 
thermal power plants. The integrated pipeline for 
stack gas level forecasting is illustrated in Fig.  3. 
The pipeline commences with data collection from 
coal-fired thermal power stations, followed by data 
preprocessing and feature engineering to ensure 
data quality. Afterward, the data is partitioned and 
scaled before feeding into various suggested mod-
els, such as MLP, LSTM, LightGBM, and SGD 
models. Comprehensive model training allows for 
a thorough comparison and evaluation, ultimately 
identifying the optimal approach for stack gas level 
forecasting.

Fig. 3  Data processing and 
model selection pipeline for 
stack gas level foreca
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3  Modelling

Machine learning approaches offer flexible tools for 
data analysis and prediction, allowing us to derive 
significant insights from the massive stack of gas 
emission data collected over time. These methods aim 
to improve stack gas level forecasts for better environ-
mental management and energy conservation (Kumar 
& Pande, 2023). Neural networks, also known as arti-
ficial neural networks (ANNs), are the foundation of 
deep learning algorithms and constitute a subfield of 
machine learning. Deep learning as a subset of arti-
ficial neural networks, can tackle a wide range of 
issues, including time-series analysis. This method 
allows the model to understand complex relationships 
by processing data through numerous layers of inter-
connected neurons. Model depth boosts its ability to 
capture complicated patterns and features (Zhu et al., 
2023). To assess the performance and generalizabil-
ity of the implemented model, a time series cross-
validation approach was implemented. Specifically, a 
sliding-window validation strategy, where the dataset 
has been divided into overlapping training and test-
ing sets were employed, respectively. The model was 
trained on a subset up to a certain time, tested in the 
next period, and evaluated iteratively. This dynamic 
approach preserves the temporal dependencies that 
are necessary to evaluate the predictive performance 
of time series data.

In this paper, LSTM and MLP models were 
selected as deep learning methods; LightGBM and 
SGD models were selected as machine learning meth-
ods., and the models were applied to real data col-
lected from stack gases.

3.1  Multi-Layer Perceptron (MLP) Neural Network 
Model

The multi-layer perceptron (MLP) is a type of ANN 
within the feedforward neural network family, serving 
as a fundamental form of deep learning techniques 
(Ehteram et al., 2023). MLP involves numerous lay-
ers of interconnected perceptrons or artificial neu-
rons. The network consists of an input layer, one or 
more hidden layers, and an output layer. The data is 
first received by the input layer, then processed and 
learned from by the hidden layers, and the output 
layer produces the final results or predictions. Each 
perceptron in the hidden and output layers is directly 

coupled to the perceptron in the preceding and next 
layers. This connectivity enables the network to pro-
cess and learn complex patterns from input data 
(Rumelhart et al., 1986). Each perceptron takes a set 
of inputs and produces a single output. A perceptron’s 
inputs are multiplied by weights and the sum of the 
products is processed through an activation function. 
The following equation (Eq.  9) can represent how 
each perceptron functions mathematically:

The output of the perceptron is represented as  yxw, 
where y denotes the output, x is the input data vector 
of size m,  wi denotes the weights, and b represents 
the bias term (Eq. 9). The activation function f intro-
duces non-linearity to the output by applying it to 
the sum of input features and corresponding weights. 
The main objective is to check if the activation func-
tion (f) generates a non-zero value by calculating the 
weighted sum of input features, which are learned 
through supervised learning. An MLP typically con-
sists of three or more fully connected layers. Fig.  4 
depicts a schematic illustration of an ordinary MLP 
design. The minimal number of layers required is an 
input, hidden, and output layer. Specifically, back-
propagation is used to train the MLP network. It is 
important to note that the MLP method is a type of 
deep learning.

3.2  Long Short-Term Memory (LSTM) Model

A particular type of recurrent neural network (RNN) 
called Long Short-Term Memory (LSTM) is made 
by Hochreiter and Schmidhuber (1997) to deal with 
time series and sequential data. LSTM networks are 
extremely efficient for tasks requiring sequences and 
temporal dependencies due to their unique ability 
to store and utilize information from previous time 
steps, in contrast to standard feedforward neural net-
works that process individual input points separately. 
LSTM manages information through units called 
cells. Each cell has three main components: a forget 
gate  (ft), an input gate  (it) and an output gate  (ot) . The 
forget gate decides what information from the previ-
ous cell state  (Ct-1) is allowed to be forgotten. The 
input gate, decides how much of the current input is 
allowed to enter the cell. The output gate decides how 

(9)yxw = f

(
m∑

i=1

wixi + b

)
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much of the current state  (ct) is allowed to be output 
to the next hidden state  (ht). The candidate cell state 
 (ct’) represents new information that can be incor-
porated into the cell state. The LSTM architecture is 
shown in Fig. 5.

The following are the equations (Eq.  10-15) that 
accomplish these operations:

(10)ft = �
(
Wf ∗

[
ht−1, xt

]
+ bf

(11)it = �
(
Wi ∗

[
ht−1, xt

]
+ bi

)

(12)C�
t
= tanh

(
Wc ∗

[
ht−1, xt

]
+ bc

)

Fig. 4  Structure of an MLP design

Fig. 5  Structure of a 
LSTM design
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W represents the weight matrix, b represents the 
bias vector, and σ denotes the sigmoid activation 
function. The tanh activation function is utilized in 
LSTM models and other ANNs. It processes and 
captures complex patterns in input data by incorpo-
rating non-linearity to the LSTM model.

3.3  Light Gradient Boosted Machine (LightGBM) 
Model

The LightGBM algorithm was developed by Ke et al. 
(2017) as a highly efficient and scalable gradient-
boosting method for handling large-scale data. Light-
GBM employs tree-based learning techniques which 
is widely used for regression tasks. The main goal of 
this approach is to iteratively minimize an objective 
function by incorporating weak learners (decision 
trees) into the model. The objective function consists 
of a loss function that measures the disparity between 
the actual and predicted target values. LightGBM’s 
objective is to find the optimal parameters (ω) that 
minimize the objective function (Q(ω)), which is 
expressed in a specific form (Eq. 16):

In this equation, i [1,….,n] i ∈ [1, …, n] where n 
represents the total number of data samples. In the 
aforementioned equation: The variable  yi denotes the 
actual target value of the i-th data point. The vari-
able yi’ is the predicted target value of the i-th data 
point based on the current set of parameters. The loss 
function, denoted as L(yi,  yi’) measures the difference 
between the actual target value,  yi, and the predicted 
target value,  yi’. The regularization term Ω(ω) serves 
as a penalty for complex models to prevent overfitting.

3.4  Stochastic Gradient Descent (SGD) Model

The Stochastic Gradient Descent Regressor utilizes a 
stochastic gradient descent algorithm, a gradient-based 

(13)Ct = ft ∗ Ct−1 + it ∗ C�
t

(14)Ot = �
(
Wo ∗

[
ht−1, xt

]
+ bo

)

(15)ht = Ot ∗ tanh
(
Ct

)

(16)Q(𝜔) =
∑(

L
(
yi, ŷi

))
+ Ω(𝜔)

optimization method commonly used to minimize the 
cost function associated with linear regression. Due to 
the usage of a randomly selected subset of the training 
data, known as a mini-batch, in updating the model’s 
parameters, this approach is particularly appropriate for 
handling large datasets. This makes SGD computation-
ally efficient and able to solve large-scale regression 
problems. Gradient descent starts with an initial guess 
for the parameters and iteratively updates them in the 
direction of the negative gradient of the cost function, 
which indicates the direction of the steepest descent 
(Tian et al., 2023). The gradient is the partial deriva-
tive of the cost function with respect to each parameter. 
SGD is an iterative technique used to find the optimal 
set of parameters (ω) that minimizes an objective func-
tion (Q(ω)) of the form of (Eqs. (17), (18),

The goal is to estimate the parameters that result 
in the lowest overall loss. Typically, each summand 
function Qi corresponds to the  ith observation in the 
training data set. The parameters ω of the objective 
Q(ω) have been updated as,

In which η represents a step size (sometimes called 
the learning rate in machine learning). At each itera-
tion, SGD computes the gradients for each observa-
tion and subsequently updates the parameters accord-
ingly. The algorithm repeats this process for multiple 
epochs or until the parameters converge to an opti-
mal solution. The learning rate (η) is a hyperparam-
eter that must be thoroughly tuned for optimal model 
training performance.

3.5  Model Settings

The performance and convergence of the models are 
significantly influenced by their relevant hyperparam-
eters. Proper tuning of these parameters plays a cru-
cial role to optimize their performance and achieve 
accurate stack gas level forecasting results. The main 
hyperparameters in the MLP model involve the learn-
ing rate, the number of hidden layers, the number of 

(17)Q(�) =
1

n

n∑

i=1

Qi(�).

(18)� ∶ � − η∇Q(�) = �
η

n

n∑

i=1

∇Qi(�)



 Water Air Soil Pollut         (2024) 235:297 

1 3

  297  Page 10 of 23

Vol:. (1234567890)

neurons in the hidden layers, and the choice of the 
solver. Important hyperparameter in the context of 
LSTM include the number of LSTM units, dropout 
rate, and activation function. LightGBM’s perfor-
mance depends on the boosting type, learning rate, 
number of estimators (or trees), and the maximum 
number of leaves per tree. The learning rate, regulari-
zation intensity (alpha), number of iterations (epsi-
lon), and the choice of the loss function are important 
hyperparameters that need to be tuned for the SGD 
regressor (Badriyah et al., 2020; Lee et al., 2020).

The model’s forecasting ability depends on the 
hyperparameters. If the default hyperparameter val-
ues are used, this combination may not be ideal for 
the forecast. Hence, the grid search method was 
implemented to establish the network’s architec-
ture, adjust its hyperparameters, and fine-tune them 
(Liashchynskyi & Liashchynskyi, 2019). Before 
adjusting the parameters, the optimization range of 
hyperparameters was set first. After determining 
the ideal parameter combination, the prediction was 

executed. Scikit-learn Python library (Miranda et al., 
2023), which was a robust, up-to-date, and freely 
available machine-learning toolkit was used in the 
present paper. The optimum setting parameter combi-
nations for the implemented method as determined by 
the tuning algorithm are displayed in Table 2.

3.6  Merits of the Multi-Model Approach

By utilizing various models, like LSTM, MLP, Light-
GBM, and SGD, it can be can be evaluated how well 
they perform and determine which model best cap-
tures the underlying trends and patterns within the 
using data. The reliability of findings can be strength-
ened by this comparative methodology. Besides, vari-
ous models possess unique strengths. While LSTMs 
are best suited for sequential data, such as time series 
(Dou et  al., 2023), MLPs are excellent at learning 
complex, non-linear relationships (Naskath et  al., 
2023). Light GBM performs well in handling large 
datasets and can provide high predictive accuracy. 

Table 2  Optimum setting parameters of MLP, LSTM, LightGBM, and SGD models

Hyperparameter Search range O2 NOx CO SO2 Dust

MLP Activation function Relu, Sigmoid, 
Tanh, Leakyrelu

Relu Relu Relu Tanh Relu

Regularization 
parameter

0.0001-1.0 0.001 0.0001 0.01 0.01 0.0001

Number of neurons 50-200 200,100 100,50 50 150,50 100,75
Number of hidden 

layers
1-3 2 2 1 2 2

Optimization 
solver

Adam, SGD, 
RMSProp, 
L-BFGS

ALBFGS ALBFGS Adam L-BFGS L-BFGS

LSTM Number of neurons 128-384 128 128 128 384 384
Number of hidden 

layers
1-4 4 4 4 4 4

Dropout rate 0.2-0.4 0.2 0.4 0.3 0.3 0.2
Number of epochs 50-100 50 100 50 74 100

LightGBM Boosting type GBDT, DART, 
GOSS

GBDT GOSS GBDT GOSS GOSS

Learning rate 0.01-1.0 0.01 0.05 0.075 0.2 0.15
Number of trees 100-300 300 150 150 150 200
Number of leaves 10-40 31 40 25 40 30

SGD Alpha 0.0001-0.01 0.001 0.001 0.001 0.001 0.0001
Epsilon 0.001-1.0 0.1 0.05 0.01 0.05 0.1
Loss function Squared error, 

Epsilon_insensi-
tive, Huber

Squared error Epsilon_insensi-
tive

Epsilon 
_insen-
sitive

Epsilon _insensi-
tive

Huber
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Compared to more complex models like MLP and 
LSTMs, SGD regression is simpler. Utilizing a 
diverse set of models leverages these strengths, which 
may result in more precise forecasts. In addition, 
using several models increases the overall strength of 
a study. If one model performs poorly due to unfore-
seen factors, the results of other models can still pro-
vide valuable insight. This reduces the reliance on 
a model that might be inaccurate. Training several 
models, particularly complex models such as LSTMs 
and MLP can be computationally intensive (Song 
et al. 2021a, b).

As it is known that LSTMs are a type of Recur-
rent Neural Network (RNN) that was developed to 
deal with time series and sequential data. They are 
especially beneficial for time series forecasting tasks 
because they can remember information for a long 
period and capture long-term dependencies. LSTMs 
are effective for capturing dynamics and trends over 
time and provide a more accurate representation of 
emission behaviour. In addition, MLPs are strong 
neural network models that can represent complex 
nonlinear relationships in data. They are good at 
learning complex patterns and are suitable for tasks 
with multiple input features, which makes them 
suitable for tasks requiring the prediction of numer-
ous pollutants. Given the diverse set of pollutants 
and the complexity of their interactions, MLPs can 
effectively model and capture the underlying pat-
terns in emission data because of their capacity to 
discover non-linear relationships through hidden 
layers. LightGBM is a gradient-boosting framework 
that performs well in handling large datasets and can 
provide high predictive accuracy. It is selected to 
complement deep learning models and provides an 
alternative approach that can capture complex rela-
tionships in data. SGD regression is a less compli-
cated model than more intricate ones like MLP and 
LSTMs.

3.7  Model Evaluation

The performance of the models in the present paper 
was assessed using the mean absolute error (MAE), 
root mean square error (RMSE), and R squared indi-
cators defined by Eq. 19-21, respectively.

The average of the absolute error values is meas-
ured by the MAE score, which is calculated without 
taking into account the direction of the errors.

The square root of the MSE value yields the 
RMSE value. RMSE is commonly used as a bench-
mark metric to evaluate model performance since it is 
a trustworthy indicator of anticipated accuracy.

Coefficient of determination, or R-squared, meas-
ures how much of a change in one variable can be 
predicted by changing another(s).

Here, the observed value is represented by yi, the 
prediction value by ŷ , the mean value of y by yand n 
is the length of the time series.

The R-squared value represents the proportion 
of the variance in the dependent variable that is 
explained by the independent variables within the 
models. The R-squared values along with other met-
rics RMSE and MAE obtained offer a valuable metric 
for comparing the performance of the different mod-
els. The model’s strength can be gauged by its small 
MAE and RMSE values and its high  R2 value.

4  Results and Discussion

This section delves into the key findings of the study, 
encompassing the performance of various machine 
learning and deep learning models in forecasting 
stack gas concentrations. Different models were uti-
lized to analyze the actual data obtained from the 
stack gases across one-year period. MLP, LSTM, 
LightGBM, and SGD regressors were evaluated for 
stack gas level forecasting. In three key steps, we will 
examine the results.

4.1  Visualization of Model Performance

The visual representations of the actual data along-
side the predicted produced by each of the four mod-
els employed: MLP, LSTM, LightGBM, and SGD 

(19)MAE =
1

n

n∑

i=1

|
|yi − ŷ||

(20)RMSE =

√√√
√1

n

n∑
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(
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regressors are provided in this subsection. These 
visualizations provide a qualitative assessment and 
also initial insight into each model’s ability to capture 
underlying trends and patterns in pollution data.

Figs. 6, 7, 8, 9, and 10 depict the time series plots 
illustrating the actual data (represented by a solid 
orange line) and the predicted data (represented by a 
solid blue line) from four distinct regression models: 

Fig. 6  Time series plot of 
 O2 concentration level
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MLP, LSTM, LightGBM, and SGD regressors. The 
timestamp is represented by the x-axis, while the 
gas concentration level is represented by the y-axis. 
Fig.  6 reveals that the actual  O2 concentration lev-
els exhibited various cyclical patterns and temporal 

changes. MLP, LSTM, and LightGBM models 
attempted to define these patterns and predicted 
future  O2 concentration levels. The forecast fitted 
the actual values quite well with the exception of the 
SGD model.

Fig. 7  Time series plot of 
NOx concentration level
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Fig. 8  Time series plot of 
CO concentration level
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The time series plot of NOx concentration level is 
shown in Fig. 7. The MLP and LSTM models exhib-
ited a good capacity for pattern learning and cap-
ture in the concentration data. LSTM was an effec-
tively model both long-term trends and short-term 

fluctuations, indicating its proficiency in time series 
analysis. The LSTM model accurately reflected con-
centration levels. The models’ ability to capture pat-
terns, including rapid concentration fluctuations, 

Fig. 9  Time series plot of 
 SO2 concentration level
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showed their robustness and applicability for accurate 
forecasts in dynamic environments.

In Fig.  8, the LSTM model captured the data’s 
general trend and patterns well, making it a poten-
tial choice for accurate forecasting of the CO 

concentration data. It accurately predicted short-
term trends by identifying and modeling data peaks 
and valleys. Additional variations did not present 
the actual data can be seen in the predictions made 
by the MLP model. In other words, the MLP model 

Fig. 10  Time series plot of 
dust concentration level
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overfitted to noise and random variations in the train-
ing data, resulted in higher oscillations or unneces-
sary fluctuations in its predictions.

Fig. 9 shows the time series of  SO2 in detail. The 
LSTM model performed exceptionally well at iden-
tifying both short-term and long-term trends in the 
data. It provided precise short-term predictions by 
successfully identifying and modelled the peaks and 
troughs contained in the actual data. It also effectively 
captured the time series’ overall upward tendency, 
making it an appropriate choice for accurate forecast-
ing tasks (Krzywanski & Nowak, 2016). As the best 
alternative, the MLP model made a respectable pre-
diction of capturing the overall trend in the data.

According to Fig. 9, the performance of the Light-
GBM model was reasonable, as it was able to capture 
the overall long-term trend. However, it encountered 
difficulties in effectively modeling the short-term 
variations.

Fig.  10 illustrates the predicted time series plot 
of dust. The LSTM model well captured the trend 
and pattern of the data, despite a little discrepancy 
between the predicted and real values. It indicated the 
model’s efficiency in time series analysis by showing 
that it can discover and describe the underlying struc-
ture of the data.

4.2  Quantitative Assessment Using Performance 
Metrics

The performance of these models is evaluated using 
the established mathematical criteria to conduct a 
quantitative evaluation. Three important metrics will 
be considered: mean absolute error (MAE), root mean 
square error (RMSE), and R-squared  (R2). By exam-
ining these criteria, it is possible to compare models 
objectively and identify the model that demonstrates 
the most accurate and consistent forecasting ability 
for the chosen pollutants. The results of the LSTM, 

MLP, LightGBM, and SGD models’ assessment for 
the forecasting of stack gas levels from a thermal 
power plant in Türkiye are displayed in Table 3. The 
evaluation was based on commonly used accuracy 
measures, namely MAE, RMSE, and  R2. Although 
the coefficient of determination  (R2) was crucial for 
explaining overall variance, MAE and RMSE should 
also be taken into account when evaluating how well 
models predicted specific data points. MAE and 
RMSE are useful metrics for assessing the point-by-
point performance of models. The model’s strength 
can be defined by its small MAE and RMSE values 
and its high  R2 value (Chikobvu & Mamba, 2023).

According to the modelling results for all stack 
gases, the LSTM network offers tremendous potential 
as a method for simulating thermal power plants, par-
ticularly ones with large time delays, due to its adapt-
ability and efficacy (Liu et  al., 2020). The LSTM 
model had a remarkable ability to explain the over-
all trends and patterns for all gases, as it consistently 
achieved the highest  R2 values across the examined 
models. This indicated its superior capacity to explain 
data variance and model gas concentrations over time 
(Vujić et  al., 2019). The results (Table 3) show that 
LSTM was the best-fit model for predicting stack gas 
levels, with an MAE of 0.513, 12.45, 5.77, 12.89, and 
1.69; RMSE of 1.021, 23.26, 51.67, 51.95, and 5.95; 
 R2 of 0.84, 0.87, 0.67, 0.85, and 0.78 for  O2, NOx, 
CO,  SO2, and dust, respectively. When the LSTM 
model was applied to CO data, MAE and RMSE val-
ues were lower than those of the other stack gases. As 
the MAE and RMSE values decreased, the predic-
tion success of the model increased (Josimović et al., 
2023; Yuan et al., 2021).

The results show that MLP was one of the most 
accurate models for predicting  O2, NOx, and  SO2 lev-
els, with an MAE of 0.506, 7.47, and 13.32, RMSE 
of 1.031, 26.13, and 53.62, and  R2 of 0.84, 0.84, and 
0.84, respectively. In addition, a strong correlation 

Table 3  Model assessment 
results for the forecasting of 
stack gas levels using MLP, 
LSTM, LightGBM, and 
SGD models

MLP LSTM LightGBM SGD

MAE RMSE R2 MAE RMSE R2 MAE RMSE R2 MAE RMSE R2

O2 0.506 1.031 0.84 0.513 1.00 0.84 0.529 1.015 0.85 0.82 1.394 0.71
NOx 7.47 26.13 0.84 12.45 23.26 0.87 10.33 26.40 0.84 15.69 32.76 0.75
CO 10.49 59.06 0.54 5.77 51.67 0.67 9.21 66.10 0.42 24.76 79.97 0.16
SO2 13.32 53.62 0.84 12.89 51.95 0.85 22.69 62.06 0.78 33.24 91.55 0.53
Dust 0.84 7.63 0.63 1.69 5.95 0.78 0.66 5.85 0.78 1.41 11.78 0.13
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was considered to exist when the  R2 value was greater 
than 0.8, and a low correlation was considered to exist 
when the  R2 value was less than 0.5. In this case, it 
can be said that CO had a low correlation when the 
MLP model was applied. Similarly, MLP was not a 
very good fit for dust. The  R2 values in the CO and 
dust data to which the MLP model was applied are far 
from 1.0, which means that the values predicted by the 
model with these data and the actual values were quite 
far from each other (Movahed et al., 2023; Tang et al., 
2022). As it can be seen from the  R2 values, the pre-
dicted and the actual data of  O2, NOx, and  SO2 levels 
were closer to each other when using MLP model.

Comparing the LSTM and MLP models of  O2, 
the lowest RMSE value was obtained in the LSTM, 
while the lowest MAE value was obtained in the 
MLP model. In this case, the decision is up to the 
user. The MLP model should be used if the correla-
tion coefficient between them was more important 
than the error value, and the LSTM model should 
be used when it was desired to obtain results with a 
lower error rate.

Using data for  O2, NOx,  SO2, and dust, the Light-
GBM model was used to compare the actual and pre-
dicted values. The MAE and RSME values for  O2 and 
dust were low enough, and the R-square values were 
good, so it can be said that  O2 and dust data were 
suitable for LightGBM model compared to other 
gases (Table 3). CO data has the worst results among 
the evaluation criteria in the LightGBM model. The 
results show that LightGBM was the worst fit model 
for predicting CO level, with an MAE of 9.21, RMSE 
of 66.10, and an R-square of 0.42.

Consequently, it can be safely stated that the 
models showing higher R-squared values and lower 
RMSE and MAE demonstrate a stronger ability to 
explain the variations in the stack gas concentrations 
of  SO2, CO,  O2, NOx, and dust. While both LSTM 
and in most cases MLP and the Light GBM models 
show high R-squared values, indicating statistically 
significant relationships between pollutant concentra-
tion and the other emitted pollutants, dust, and tem-
perature, we acknowledge the need to investigate the 
practical implications of these results in more detail.

For SGD model, the relationship between actual 
and predicted values was modelled when using stack 
gas data (Table 3). Especially the R-square values of 
dust, CO, and  SO2 were extremely low. Likewise, the 
MAE and RMSE values for  SO2 were also extremely 

high. The SGD model performed quite poorly when 
it comes to CO and dust gases, in particular. In com-
pared to the other models, it has much lower  R2 val-
ues of 0.16 and 0.13 for CO and dust, respectively. 
Therefore, it can be said that the SGD model is not 
suitable for all stack gases.

According to Table  3, there are two models with 
the highest  R2 values: MLP with  R2 values between 
0.84-0.63 and LSTM with  R2 values between 0.84-
0.78. In these models, RMSE values of  O2 were 1.031 
and 1.021, and the RMSE values of NOx were 26.13 
and 23.26 for MLP and LSTM, respectively. MLP is 
the second-best model. For NOx, the highest R-square 
and lowest RMSE values are obtained in the LSTM, 
while the lowest MAE value is obtained in the MLP 
model. In this case, the decision is left to the user. 
The MLP algorithm should be used if the correla-
tion coefficient between them is more important than 
the error value in the established model. In contrast, 
the LSTM algorithm should be used when desired to 
obtain results with a lower error rate. LightGBM, with 
 R2 values in the range of 0.85-0.30 and RMSE values 
in the range of 1.015 to 72.90 for all gas types, was the 
method with lower performance than LSTM and MLP 
models. The SGD method, with  R2 values in the range 
of 0.71-0.13 and RMSE values of 1.394-107.25, had 
similar performance values to LightGBM.

To summarize all the results of the modelling 
studies as a whole: the LSTM model had a remark-
able ability to explain the overall trends and pat-
terns for all gases as it consistently achieved the 
highest  R2 values of all the models examined. 
When the LSTM model was applied to CO data, 
the MAE and RMSE values were lower than for the 
other stack gases. Also, the results show that MLP 
was one of the most accurate models for predicting 
 O2, NOx and  SO2 levels, while CO and dust had a 
low correlation when the MLP model was applied. 
The predicted and actual data for  O2, NOx and  SO2 
were closer when the MLP model was used. Using 
data for  O2, NOx,  SO2, and dust, the LightGBM 
model was used to compare actual and predicted 
values. It can be said that the  O2 and dust data 
were suitable for the LightGBM model compared 
to other gases. For the SGD model, the relationship 
between actual and predicted values was modelled 
using stack gas data. In particular, the R-squared 
values of dust, CO and  SO2 were extremely low. 
Therefore, it can be said that the SGD model is 
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Fig. 11  LSTM prediction 
of  O2 level for the 36 hours

not suitable for all stack gases. It can be safely 
stated that the models showing higher R-squared 
values and lower RMSE and MAE demonstrate 
a stronger ability to explain the variations in the 
stack gas concentrations of  SO2, CO,  O2, NOx, and 
dust. While both LSTM and in most cases MLP 
and the Light GBM models show high R-squared 
values, indicating statistically significant relation-
ships between pollutant concentration and the other 
emitted pollutants, dust, and temperature, practical 
implications of these results should be investigated 
in more detail. In addition, according to the mod-
els’ R-squared, MAE, and RMSE values accord-
ing to the obtained prediction results and actual 
values, LSTM and MLP values were found to be 
better models than the others (Liu et al., 2020). A 
large number of raw data sets and many test data 
sets separated from these data sets can be consid-
ered reasons why the results of the LSTM and MLP 
models are more significant than the others. As 
seen in the models we have established, the large 
amount of data used for the models has enabled 
them to make more successful predictions. The 
results we obtained in the LSTM and MLP models 
were also quite successful when translated into real 
values. According to these results, it can be said 
that a new model has been created using artificial 
neural networks to determine the levels of stack 
gases.

4.3  Demonstrating Forecasting Potential

Finally, using the insights gained from the visual and 
quantitative evaluations, the best performing model 
based on the selected criteria has been chosen. This 

selected model is then used to predict pollution levels 
for a particular pollutant in the next 36 hours. This 
practical demonstration highlights the model’s abil-
ity to predict future trends and allows us to evaluate 
its potential utility in real-world applications. Con-
sidering the results obtained in the study, the LSTM 
method gave the best results. Therefore, a study was 
conducted to estimate the oxygen content in future 
periods. Various approaches were explored within the 
LSTM model by adjusting parameters such as epochs, 
dropouts, and units. The best result was found in the 
experiment with 64 hidden units, 0.2 dropout rates, 
and 40 epochs. These parameters used in the model 
resulted in data that was closest to the real value.

As shown in Fig.  11, the LSTM model was 
employed to predict  O2 concentrations for the next 
36 hours following the research period. The model 
utilized historical gas concentration data for train-
ing, and a sliding window approach was employed for 
making predictions. The research period spanned one 
year, and the predictions exclusively focused on  O2 
gas. "Historical  O2 level," the blue line, shows past  O2 
emission levels. This line displays actual emissions up 
to the point where the future prediction begins. The 
orange line, labeled "Forecasted future  O2 level," on 
the other hand, goes beyond the historical data range 
and shows the model’s predictions for  O2 emission 
levels in the future. These projected values are the 
result of the trained LSTM model’s forecasting capa-
bilities. Close alignment between the blue(historical) 
and orange (predicted) lines suggests the model’s pro-
jections closely match the actual past emissions. The 
plot illustrates that the predicted values are generally 
close to the actual values, but there is some deviation, 
particularly for the longer-term predictions.
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5  Limitations of the Study

It is important to acknowledge that our study has 
some limitations. Training several models, particu-
larly complex models such as LSTMs and MLP can 
be computationally intensive. We addressed this 
issue in our study by implementing various strate-
gies to mitigate computational costs effectively. 
First, to achieve a balance between computational 
efficiency and predictive performance, we carefully 
chose model designs and parameters. Moreover, we 
leveraged cloud computing resources, which allowed 
us to handle computational demands with flexibility 
and scalability. Overall, by employing these meas-
ures, we effectively managed the computational cost 
associated with training multiple models, ensuring 
efficient utilization of computational resources while 
maintaining the quality of our results. In addition, 
depending on the models chosen, interpreting their 
predictions may be other challenging. While inter-
pretability is not critical to our current program, 
which focuses on predictive accuracy, we acknowl-
edge its importance in some contexts. In future work 
exploring interpretable models, we might consider 
strategies like employing feature importance using 
SHAP (SHapley Additive exPlanations) value anal-
ysis. In future work, we may explore techniques to 
address interpretability and potential bias in model 
selection.

6  Conclusion

In this paper, air pollutant levels were modeled with 
artificial neural networks using actual emission 
data from a coal-fired thermal power plant in Tür-
kiye that is in operation. The levels of oxygen  (O2), 
nitrogen oxides (NOx), carbon monoxide (CO), sul-
fur dioxide  (SO2), and dust are modeled using MLP, 
LSTM, LightGBM and SGD methods representing 
deep learning and machine learning algorithms. The 
dataset obtained from the thermal power plant con-
tained a total of 8496 records, of which 1699 were 
activated for modelling. The efficiency of applied 
models for forecasting the stack gas emission from 
a coal-thermal power plant was evaluated by RMSE, 
MAE, and R2. In conclusion, this paper demonstrated 
that the LSTM model performed well in explaining 

the overall trends and patterns for all stack gases 
due to its highest  R2 values across the other models. 
The emission forecasts, particularly with LSTM, had 
good performance results and that this model can be 
utilized effectively for air pollution forecasting. This 
proved its excellent capacity to accommodate for data 
variances and simulated the temporal development of 
gas concentrations. In general, forecasting the emis-
sion of air pollutants from a thermal power plant is 
essential to developing efficient emission-reduction 
systems.

Consequently, it can be safely stated that for real-
world use, high-accuracy predictive models may 
be applied to improve plant operations and reduce 
emissions. This requires modifying emission control 
systems, fuel mixes, and combustion techniques in 
accordance with variables affecting stack gas concen-
trations. Precise forecasting models facilitate com-
pliance with emission standards and environmental 
regulations while also empowering the facility to pro-
actively maintain acceptable limits.
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