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Abstract
Precipitation forecast is key for water resources management in semi-arid climates. The 
traditional hybrid models simulate linear and nonlinear components of precipitation 
series separately. But they do not still provide accurate forecasts. This research aims to 
improve hybrid models by using an ensemble of linear and nonlinear models. Preprocess-
ing configurations and each of the Gene Expression Programming (GEP), Support Vector 
Regression (SVR), and Group Method of Data Handling (GMDH) models were used as 
in the traditional hybrid models. They were compared against the proposed hybrid mod-
els with a combination of all these three models. The performance of the hybrid models 
was improved by different methods. Two weather stations of Tabriz and Rasht in Iran with 
respectively annual and monthly time steps were selected to test the improved models. The 
results showed that Theil’s coefficient, which measures the inequality degree to which 
forecasts differ from observations, improved by 9% and 15% for SVR and GMDH relative 
to GEP for the Tabriz station. The applied error criteria indicated that the proposed hybrid 
models have a better representation of observations than the traditional hybrid models. 
Mean square error decreased by 67% and Nash Sutcliffe increased by 5% in the Rasht sta-
tion when we combined the three machine learning models using genetic algorithm instead 
of SVR. Generally, the representation of the nonlinear models within the improved hybrid 
models showed better performance than the traditional hybrid models. The improved mod-
els have implications for modeling highly nonlinear systems using the full advantages of 
machine learning methods.
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ARIMA	� Auto-Regressive Integrated Moving Average
MSEI	� Mean Square Error Inverse
SSE	� Sum of Squared Error
RRMSE	� Relative Root Mean Square Error
AMAPE	� Adapted Mean Absolute Percentage Error
SVR	� Support Vector Regression
GA	� Genetic Algorithm
SARIMA	� Seasonal ARIMA
Iv	� Inverse variance
SMAPE	� Symmetric Mean Absolute Percentage Error
RPD	� Residual Predictive Deviation
GMER	� Geometric Mean Error Ratio

1  Introduction

Accurate precipitation forecast remains challenging despite enormous attempts to improve 
weather and climate models (e.g., Adhikari and Agrawal 2014; Faramarzzadeh et al. 2023), 
which is partly due to the nonlinear nature of precipitation. Stochastic models were exten-
sively used for precipitation forecasting. The models such as auto-regressive integrated 
moving average (ARIMA), seasonal ARIMA (SARIMA), and periodic moving average 
(PMA) are among the common stochastic models (Wang et al. 2013; Murthy et al. 2018; 
Bouznad et al. 2020; Zarei and Mahmoudi 2020a, b). Despite the popularity of these mod-
els, their applications in representing a nonlinear characteristic of precipitation were unsuc-
cessful. It is expected that linear models cannot capture complex phenomena (Chen and 
Wang 2007). Alternatively, some machine learning techniques such as SVR were used to 
solve nonlinear problems such as precipitation forecasting (Hamidi et  al. 2015; Shenify 
et al. 2016), streamflow forecasting (Rasouli et al. 2020; Aoulmi et al. 2023), and ground-
water level estimation (Moravej et  al. 2020). Machine learning techniques also require 
a rigorous search algorithm to obtain optimal hyperparameters (Zeynoddin et  al. 2018). 
Because each of the linear and nonlinear models has their own advantages, it is reason-
able to use a combination of them in forecasting problems. Hybrid models were introduced 
in the literature to assess the forecast accuracy compared to individual models (Chen and 
Wang 2007). A hybrid model, which is defined as a combination of linear and nonlinear 
models, performs better than each of the compounding models. The nonlinear component 
of the hybrid models can be obtained from the difference between observations and the 
output of a linear model, also called error series or residual time series (Chen et al. 2021). 
It has been shown that a combination of SARIMA and SVR improved the forecast errors 
relative to individual SARIMA or SVR (Chen and Wang 2007). Another example of the 
hybrid models is a combination of ARIMA and artificial neural network (ANN) models for 
particulate matter forecasting in urban areas introduced by Díaz-Robles et al. (2008).

A combination of SARIMA and ANN models was used to forecast monthly inflow, and 
the combined model had a high coefficient of determination relative to these two composing 
models (Moeeni et al. 2017). Another hybrid model was developed based on ARIMA cou-
pled with ANN using GA to forecast the production value of the mechanical industry (Liang 
2009). GA was used to optimize the ANN parameters, such as number of hidden neurons. 
The improvement of traditional hybrid models, especially in representing nonlinear part of 
time series, can significantly affect the accuracy of forecasts. The decomposed time series 
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from observed time series are often highly nonlinear and the use of a single nonlinear model 
for accurate forecasting of those time series may not be adequate. Also, forecasting residuals 
with large errors increases the uncertainty of the forecasts (Mo et al. 2018). Therefore, there 
is a need to combine the forecast of nonlinear time series and avoid the large errors in some 
of the subseries by giving less weights to them. For example, the GMDH neural network 
was used to combine the nonlinear models (e.g., SVR, back-propagation (BP) ANN and 
GEP). The performance of the more recently improved hybrid models was better than the 
individual models such as SARIMA or previously used hybrid models such as SARIMA-
SVR and SARIMA-BP (Mo et al. 2018). Another approach to couple nonlinear time series 
is to use a weighted combination of the forecasts. In this method, the combination is based 
on assigning proper weights to each model to better extract the information from the time 
series of the individual models (Song and Fu 2020).

One of the important challenges related to forecasting combination is the precise selec-
tion of weights (Wang et al. 2019), which affects the accuracy of the forecasts. The sim-
ple average (Timmermann 2006), the error-based methods (Adhikari and Agrawal 2014; 
Song and Fu 2020), the least square regression method (Frietas and Rodrigues 2006), and 
the differential weighting method (Winkler and Makridakis 1983; Chan et al. 2004) are a 
few examples of weighted combination methods. The main objective of this research is to 
improve precipitation forecasting in the data scarce, humid, and semi-arid climates with 
emphasis on the nonlinear part of time series across two annual and monthly temporal 
scales. In this study, the nonlinear component of time series in the hybrid model, which 
is misestimated by machine learning or neural network models, was improved with using 
an ensemble of machine learning. This is particularly important in the field of precipita-
tion forecast in data scarce regions where there are not any national or regional physically 
based weather prediction systems. Rigorous metrics and configurations were provided 
for evaluating model performance to clearly show the novelty and efficiency of the pro-
posed models. Two preprocessing configurations were used, one with only residuals and 
one with a combination of observations, linear model simulations, and residuals. ARIMA 
and SARIMA were used to simulate the linear part of the time series. Individual models 
such as SVR, GMDH and GEP were applied to model nonlinear patterns of time series. To 
capture the complexity of nonlinear patterns of precipitation, an ensemble of three models 
were used instead of each model outputs. The error-based methods, the least square regres-
sion method, optimization with GA, and artificial intelligence techniques such as SVR and 
ANN were used to combine the individual models.

2 � Materials and Methods

2.1 � Case Studies

To evaluate the performance of the proposed improved hybrid model, precipitation data 
of two weather stations in Iran, namely Tabriz, East Azerbaijan and Rasht, Gilan were 
used over 1992–2019. The mean annual precipitation is 279 mm in Tabriz and 1278 mm 
in Rasht. The coefficient of variation for precipitation is 0.25 and 0.2 in Tabriz and Rasht, 
respectively. Based on the hythergraphs, monthly precipitation is more variable in Rasht 
than Tabriz (Fig. 1b, d). The climate in Tabriz and Rasht is categorized as semi-arid and 
very humid, respectively based on De Martonne (1925), or cold dry and wet based on 
Emberger (1952).
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2.2 � Traditional Hybrid Models Based on Two Linear and Nonlinear Models

One of the main concepts in time series analysis is separating them into two linear and nonlin-
ear components, as in Eq. (1) (Chen and Wang 2007). The performance of the hybrid model 
depends on the estimated residuals, defined as the difference between observations and the 
linear ARIMA or SARIMA model outputs (Eq. 2). The nonlinear component, therefore, can 
be estimated using machine learning techniques such as SVR or ANN with different configu-
rations. The forecasted time series are obtained by summing estimated linear and nonlinear 
components (Zhang 2003).

(1)yt = Lt + Nt

(2)et = yt − L̂t

Fig. 1   a Location and b hythergraph of Tabriz weather station in the East Azerbaijan province and c loca-
tion and d hythergraph of Rasht weather station in the Gilan province in Iran over the 1992–2019 period
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where Lt is the linear component; Nt denotes the nonlinear component; and et is the error 
term or the residual component.

2.2.1 � Modeling the Linear Component of Time Series

ARIMA and its extension to represent seasonal variations (SARIMA) models can be 
expressed as in Eqs. (3) and (4) (Box and Jenkins 1976).

where ap(B), eq(B) and Ap(Bs) and EQ(Bs) are polynomials with orders p, q and P,Q for 
autoregressive and moving average terms, non-seasonal and seasonal terms, respectively. 
(1-B) and (1-Bs) are the regular and seasonal differencing operate, respectively. d is the 
number of differencing operations; D is the number of seasonal differencing. Yt is the 
observed value at time t; θ0 is a fixed term; and rt is a random error (Nwokike et al. 2020).

2.2.2 � Individual Models for Modeling Nonlinear Components of Time Series

Support Vector Regression  SVR is a machine learning methodology (Vapnik 1999), 
which is widely used in classification problems, regression estimation, pattern recognition 
and probability density function estimation. The general form of SVR is expressed as:

where w is the weight coefficients vector; �(x) is the map or kernel function to transform xi 
to a high-dimensional feature space; and b is an adjustable factor (Liu et al. 2014; Ghanbari 
and Goldani 2021). In other words, w and b act in the form of adjustable factors. The opti-
mization problem was used to estimate w and b as Eq. (6).

where w is the weight coefficients vector; C is the penalty parameter; ε is the insensitive 
loss function; �i, �∗i  are the slack variables; and n is the number of training data (Ghanbari 
and Goldani 2021).

The penalty parameter in SVR can control the tolerance of the systematic outliers. One 
step in training a SVR model is to select the best kernel functions. Usually, radial basis and 
sigmoid functions perform better than linear kernels (Xu et al. 2019; Zhu et al. 2018).

Group Method of Data Handling  GMDH, a polynomial neural network, is a self-organization 
technique (Jeddi and Sharifian 2020). The model has a set of neurons in which different pairs in 
each layer are connected through a polynomial. In each layer, new neurons are built up for the 
next layer. The discrete form of the Volterra functional series (Volterra 1959) were applied for 

(3)ap(B)(1 − B)dYt = �
0
+ eq(B)rt

(4)ap(B)Ap(B
s)(1 − B)d(1 − Bs)DYt = �

0
+ eq(B)EQ(B

s)rt

(5)y = f (x) = wT × �(x) + b

(6)

Min
1

2
‖w ‖2 + C

n∑
i=1

(�i + �∗
i
)

Subject to

⎧⎪⎨⎪⎩

yi − wT�(xi) − b ≤ � + �i
yi − wT�(xi) − b ≥ −� − �∗

i

�i, �
∗
i
≥ 0, i = 1, ..., n
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general connection between the inputs and outputs (Eq. 7). For modeling nonlinear input/output 
relationships, the Volterra series can be used (Marzocca et al. 2008).

where y is output variables; x is input variables; and a is a coefficient.

Gene Expression Programming  GEP was introduced by Ferreira (2001), and it is a data 
mining algorithm based on Darwin’s theory of evolution. GEP superiority to GA and GP 
is in its convergence speed and capability in solving complex problems. Chromosomes and 
expression tress are the main components of GEP. The start of GEP is based on the ran-
dom generation of chromosomes that form one or more genes in the sub-expression tree 
(sub-ET). The best solution is to link the sub-ETs through algebraic or Boolean (AND, 
OR, NOT) functions. Each sub-ET provides information about the given process less than 
the corresponding expression tree. Finally, the power of GP blocks is applied with GEP to 
model nonlinear pattern of a complex system through a multi gene structure (Yousefi et al. 
2017; DanandehMehr et al. 2019).

2.3 � Improved Hybrid Model Based on One Linear Model and an Ensemble 
of Nonlinear Models

One approach to increase the efficiency of the traditional hybrid model in simulating 
the nonlinear component is to utilize a combination of individual models to forecast 
residuals instead of using a single model. In this study, GEP, SVR and GMDH were 
used to model the residuals with two configurations, discussed below. The model fore-
casts were given weights and combined. The steps of the improved hybrid model struc-
ture proposed include (Fig. 2):

1.	 Applying stochastic models (i.e., ARIMA for annual and SARIMA for monthly time 
series) to simulate linear patterns of the precipitation ( ̂Lt).

2.	 Calculating residual subseries ( et ) based on Eq. (2) with observed values (yt) and esti-
mated linear time series in step 1 ( ̂Lt).

3.	 Determining two configurations to simulate residual subseries for annual (yan) and 
monthly (ymon) precipitation series. In these configurations, �t denotes the random error.

•	 The first configuration is based on residual subseries with different antecedent 
time steps (t-1), (t-2), (t-3), as the following:

•	 The second configuration is based on the linear component ( ̂Lt ), the original 
observed time series with antecedent time steps (yt-1 or yt-12), and the residual 
sub series with different antecedent time intervals from step 1 as follows:

(7)y = a0 +

n∑
i=1

aixi+

n∑
i=1

n∑
j=1

aijxixj +

n∑
i=1

n∑
j=1

n∑
k=1

aijkxixjxk + ...

et = f (et−1, et−2, et−3) + �t

yt−an = f (yt−1, yt−2, L̂t, et−1, et) + 𝜀t
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4.	 Forecasting residual subseries with the configurations in step 3 by each of GEP, SVR, 
and GMDH nonlinear models. The final output is obtained in the first configuration by 
summing up the estimated linear and nonlinear components derived from individual 
models such as GEP.

5.	 Obtaining weighted forecasts ŷn,ct  . We combine the forecasts of the three nonlinear 
models with the most reasonable weights (Song and Fu 2020). The general structure of 
weighted forecasts is expressed as in Eq. (8):

where n is the indicative of time step; 1 for monthly and 2 for annual; i represents type of 
the models, 1, 2 and 3 for GEP, SVR and GMDH, respectively; c represents the number of 
the configuration, 1 and 2;wi is the weight coefficient of ith individual model; and m is the 
total number of the models ( 

∑m

i=1
wi = 1).

The inverse variance method (Iv) is one of the weighted combining methods that are 
based on the inversion of the forecast errors of the corresponding models (Eq. 9). A similar 
method is the mean square error inverse (MSEI), which can be categorized as an error-
based method (Eq. 10, Adhikari and Agrawal 2014). The errors in Eqs. (9) and (10) are the 
sum of squared errors (SSE) as in Eq. (11) and the symmetric mean absolute percentage 
error (SMAPE) as in Eq. (12).

yt−mon = f (yt−1, yt−12, L̂t, et−1, et) + 𝜀t

(8)ŷn,c
t

=
∑m

i=1
wi .̂y

n,i,c

t

Fig. 2   The structure of hybrid model with linear and nonlinear components and improved hybrid model 
with combined weighted forecasts instead of using one single model to represent the nonlinear component
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The least-square regression (LSR) method is used in this study to minimize the sum of 
squared errors for a linear combination of weighted forecasts. The matrix form of Eq. (8) can 
be written as in Eq. (13). Therefore, sum of squared errors between observed and simulated 
( yi,ŷi ) values can be described as in Eq. (14). At the end, the weights vector can be obtained 
by minimizing SSE as in Eq. (15) (Frietas and Rodrigues 2006; Adhikari and Agrawal 2014).

The GA optimization method was used to find the weights so that the error between 
observed and simulated precipitation was minimized. The objective function and constraints 
are expressed as below (Prudêncio and Ludermir 2006).

(9)
wi =

e−1
i

m∑
i=1

e−1
i

(10)wi =
e
−

1

2

i

m∑
i=1

e
−

1

2

i

(11)ei = SSE =

n∑
t=1

(yt − ŷn,i,c
t

)2, i = 1, 2, ...,m

(12)ei = SMAPE =
1

N

n∑
t=1

|||yt − ŷ
n,i,c
t

|||
yt+ŷ

n.i,c
t

2

, i = 1, 2, ...,m

(13)Ŷ = UW U =

⎡
⎢⎢⎢⎢⎢⎢⎣

ŷ1
1
ŷ2
1
. . . ŷm

1

ŷ1
2
ŷ2
2
. . ŷm

2

.

.

.

ŷ1
n
ŷ2
n
. . ŷm

n

⎤
⎥⎥⎥⎥⎥⎥⎦

,w = [w1,w2, ...,wm]
T

(14)SSE = YTY − 2WTUTY +WTUTUW

(15)W = (UTU)−1 UTY

(16)
Minimize ∶

error(ŷ
n,c
t ) =

n∑
t=1

(yt − ŷt) =
n∑
t=1

(yt −
m∑
i=1

(wi.ŷ
n,i,c
t ))

(17)
Subject to ∶
m∑
i=1

wi = 1 and wi ≥ 0
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Additionally, forecasted precipitation by GEP, SVR, and GMDH are used as inputs to 
SVR to further improve the forecasts (Eq. 18). A sensitivity analysis is carried out based on 
the type of kernel functions and penalty parameters.

An ANN model was also used to improve the forecasts by GEP, SVR, and GMDH mod-
els (Eq. 19). A sensitivity analysis was carried out to obtain optimal number of neurons in 
the hidden layer and type of activation function.

2.4 � Evaluation of the Model Performance

The evaluation metrics are used in this study to compare the performance of the proposed 
improved hybrid models against the previous hybrid models. These metrics are mean 
square error (RMSE), relative root mean square error (RRMSE), mean absolute error 
(MAE), mean square error (MSE), Theil’s coefficient of U1, U2, residual predictive devia-
tion (RPD), absolute percentage bias (APB), modified index of agreement(dm), adapted 
mean absolute percentages error (AMAPE), accuracy improved (AI), and geometric mean 
error ratio (GMER).

(18)ŷn,c
t

= fSVR
(ker nal−penalty)

(ŷn,1,c
t

, ŷn,2,c
t

, ..., ŷn,m,c
t

)

(19)ŷn,c
t

= fANN
(neuron, activation function)

(ŷn,1,c
t

, ŷn,2,c
t

, ..., ŷn,m,c
t

)

(20)RMSE =
1

N

√√√√ N∑
i=1

(Oi − Pi)
2

(21)RRMSE =
RMSE

O

(22)
MSE =

N∑
i=1

�
Pi − Oi

�2

N

(23)U1 =
[
∑N

i=1
(Pi − Oi)

2
]0.5

[
∑N

i=1

�
Oi

�2
]0.5 + [

∑N

i=1
(Pi)

2
]0.5

(24)U2 =
[
∑N

i=1
(Pi − Oi)

2
]0.5

[
∑N

i=1

�
Oi

�2
]0.5

(25)MAE =
1

N

N∑
i=1

||||
Pi − Oi

Oi

||||
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where Pi is the predicted value, Oi is the observed value,O is the mean of observed value, 
S is MAE of the hybrid model, Sh is MAE of the improved hybrid model. Minimum val-
ues of RMSE, RRMSE, MAE, MSE, APB, and AMAPE indicate the similarity between 
forecasted and observed values (Ruiz-Aguilar et al. 2014; del Carmen Bas et al. 2017). 
Theil’s coefficient (Theil 1961, 1966) were used for evaluating models forecasting accu-
racy (U1) and quality of forecasting (U2). U1 = 0 and U2 = 0 are indicative of perfect fore-
casts. AI greater than 0 indicates the superior performance of the hybrid model, whereas 
AI less or equal to 0 shows that the hybrid model does not outperform any individual 
model (Chen and Zhu 2013). The NSE equal one indicates a perfect forecast. The RPD 
values less than 1.5 and greater than two show poor and high performance, respectively. 
The range of dm is between 0 and 1, where 1 is an indicative of high performance of 
the model (Duveiller et  al. 2016). GMER > 1 indicates overestimation and GMER < 1 
shows underestimation (Abdelbaki 2016). We used numerous evaluation criteria, which 
can confirm the reliability of the forecasted values as each metric shows specific aspects 
and characteristics of forecasts against observations.

(26)RPD =
SD

RMSE

(27)NSE = 1 −

n∑
i=1

(Pi − Oi)
2

n∑
i=1

(Oi − O)2

(28)
AMAPE =

1

n

n�
i=1

(
��Pi − Oi

��
1

n

n∑
i=1

Qi

) × 100

(29)APB =

n∑
i=1

�Pi − Oi �
n∑
i=1

Oi

× 100

(30)d
m
= 1 −

n∑
i=1

��Pi − Oi
��

n∑
i=1

(
���Pi − O

��� +
���Oi − O

���)

(31)AI =
S − Sh

S
× 100

(32)GMER = exp(
1

n

n∑
i=1

ln(
pi

Oi

))
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3 � Results

The observation period for precipitation data was 1964–2019 for annual and 2000–2019 
for monthly time series. The investigated dataset was split into three subsets, 80% for 
calibration, 10% for validation, and 10% for verification. To check the sufficiency of 
data length for modeling, the Hurst coefficient (Hurst et al. 1965) was determined 0.8 
and 0.6 in two Tabriz and Rasht stations, respectively above 0.5, the threshold for data 
length sufficiency.

3.1 � Modeling Linear Component of Precipitation Time Series

The presence of seasonality in precipitation time series was checked and assured using 
autocorrelation function and partial autocorrelation function. The autocorrelation function 
had intervals of 12, clearly proving that there is a seasonal cycle in the Rasht precipitation. 
Thus, seasonal differencing in SARIMA is required. Preprocessing steps in precipitation 
analysis were shown in Table 1. The tests of Kolmogorov–Smirnov (Kolmogorov 1933) 
and Shapiro and Wilk (1965) confirmed the normality of the precipitation time series in 
Tabriz. The significance level of the normality tests was less than the critical value for the 
Rasht precipitation time series. Therefore, a transformation of the time series was neces-
sary. After transformation, the significance level of the normality tests improved to reach 
about 0.2. Furthermore, the Augmented Dickey-Fuller (ADF) test (Said and Dickey 1984) 
was used to check the stationarity of the time series. The statistics tα was greater than 
the critical values (-3.6 and -2.57 for Tabriz and Rasht at 1% level), suggesting that both 
time series were non-stationary (Table  1). The Mann–Kendall test showed a significant 
decreasing trend in the observed precipitation for both stations. The ADF test was checked 
once again to assure the precipitation values to become stationarity. To find the orders of 
the models, a range of them was examined, p from 0 to 6, q from 0 to 5 for ARIMA and 
p,P, q,Q from 0 to 3 for SARIMA.

Out of many optional models, SARIMA(0,1,1) × (0,1,1)12 and ARIMA(0,1,2) had the 
minimum values of SBC and BIC for Rasht and Tabriz precipitation (Table 1). The SBC 
decreased from ARIMA(4,1,1) to ARIMA(0,1,2) by 6.6% and from SARIMA(1,1,0)
(0,1,0)12 to SARIMA(0,1,2)(0,1,1)12 by 28.5%.

Table 1   The results of stochastic modeling using different Box-Jenkins steps for each precipitation time 
series

Station Tabriz Rasht

Normality test Kolmogorov–Smirnov 0.157 0.000
Shapiro–Wilk 0.399 0.000

Stationarity test ADF -1.87 -0.34
Model identification Model ARIMA(0,1,2) SARIMA (0,1,1) × (0,1,1)12

SBC 347.31 456.88
BIC 8.47 2.55
Parameters e1 = 0.64, e2 = 0.5 e1 = 0.96, E12 = 0.9

Diagnostics P-value 0.002, 0.017 0.0001,0.0001
P-value 0.497 0.6
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3.2 � Modeling Nonlinear Component of Precipitation Time Series

A proper parameter estimation has an important role in the accuracy of precipitation 
forecasts. Therefore, a sensitivity analysis was conducted to identify the optimal param-
eters and kernel function types (e.g., Fig. 3). The parameters of models were summa-
rized in Table 2. The GEP model parameters include addition (+), mutation rate (0.06), 
one-point recombination rate (0.2), two-point recombination rate (0.3), gene recombina-
tion rate (0.2), and IS transposition rate (0.2).

Fig. 3   Sensitivity analysis of SVR model for two time series with respect to kernel function and penalty 
parameter

Table 2   Estimated parameters for each of the individual models of Gene Expression Programming (GEP), 
Support Vector Regression (SVR) and Group Method of Data Handling (GMDH)

model Parameters Tabriz Rasht

Configuration

First Second First Second

GEP Number of generations 1000 100 100 80
Chromosome length 50 50 50 50
Head size 8 7 7 7
Number of genes 4 3 3 3

SVR Kernel function radial basis 
function

sigmoid 
function

linear function radial 
basis 
function

Penalty parameter 0.5 1 0.5 2
GMDH Maximum number of neurons in a layer 5 10 10 10

Maximum number of layers 5 7 5 5
Selection pressure 0.6 0.5 0.6 0.1
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RMSE decreased by 15% when we switched the kernel function from sigmoid to radial 
basis function with C = 0.5 and by 8.8% when we changed the C parameter of the radial 
basis function from 2 to 0.5 in the Tabriz station and for the configuration one. Another 
comparison was conducted to show the performance of single individual models with two 
residual configurations (Fig. 4).

As shown in Fig.  4, the error criteria decreased from configuration one to two. For 
instance, the Theil’s coefficient of U2 decreased by 56% for GEP and 62% for GMDH 
from configuration one to two in Rasht. By considering all models and all error criteria 
the average percent decreasing in Tabriz was greater than Rasht (46%). The error crite-
ria increased by using GEP model. For instance, MAE decreased by 5% when GEP was 
replaced by SVR and by 24% when GEP was replaced by GMDH in the first configuration 
of Tabriz. In Rasht, U1 decreased by 42% when GEP was replaced by SVR and by 25% 
when GEP was replaced by GMDH in the second configuration. In general, the perfor-
mance of GMDH and SVR for Tabriz and Rasht precipitation forecasting was reasonably 
well, and the difference between the error values of SVR and GMDH for Rasht time series 
in the first configuration is low.

3.3 � Improved Hybrid Models

The performance of improved hybrid models with different combinations and weighting 
methods was compared against the traditional hybrid models, in which one linear is com-
posed with only one nonlinear model (Table 3 and Fig. 5).

As illustrated in Fig. 5, the error criteria degraded for the hybrid model using GEP 
as a single model (ARIMA + GEP in Table 3), relative to other single nonlinear hybrid 
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models or combined nonlinear hybrid models. The forecast accuracy was improved 
when the nonlinear models were combined in the form of the hybrid model. For 
instance, in the second configuration for Tabriz station, RMSE improved and reached 
43% decreasing when the ARIMA + GMDH hybrid model was replaced by the pro-
posed multi-nonlinear hybrid models such as Iv + SSE (Table  3). The three improved 
hybrid models with the highest performance in different stations and configurations 
are those combined with:1) Iv + SMAPE, GA and SVR methods for Tabriz station and 
the first configuration; 2) SVR, MSEI + SSE and ANN methods for Tabriz station and 
the second configuration; 3) SVR, MSEI + SMAPE and GA for Rasht station and the 
first configuration; and 4) GA, SVR and LSR methods for Rasht station and the second 
configuration.

In general, the hybrid models combined with SVR, GA, and the error-based methods 
performed better than the other methods. The average RPD criteria were 0.42 and 4.33 in 
the traditional hybrid model for Tabriz precipitation series in the first and second configu-
rations. These values were 1.17 and 3.11 for the Rasht station. The average of RPD criteria 
in proposed hybrid models combined with one linear and multiple nonlinear methods were 

Fig. 5   Performance of the hybrid models for the first configuration and the Rasht and Tabriz stations
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improved and reached 0.58 and 6.83 for Tabriz station and 1.26 and 4.9 for Rasht station in 
the first (Fig. 5) and second (Table 3) configurations.

For evaluating the performance of improved hybrid models, an AI criterion (Eq.  31) 
was calculated for the three best models. This calculation was compared with the best 
model of the traditional hybrid model. AI of Tabriz precipitation in the first configuration 
for the hybrid models combined with Iv + SMAPE and SVR methods was 44% and 19.3%, 
respectively. AI in the second configuration for the hybrid models combined with SVR was 
41%. AI of Rasht time series in the first configuration for the hybrid model combined with 
SVR was 6.7%. In the second configuration, AI was 35% for the hybrid models combined 
with SVR. Like other performance criteria, AI values for the proposed hybrid models were 
improved compared to the other traditional hybrid models. Among the error-based combi-
nations of three nonlinear methods, Iv + SMAPE and MSEI + SMAPE outperformed for 
Tabriz and Rasht stations for the first configuration and MSEI + SSE and Iv + SSE for the 
second configuration. The observed and forecasted precipitation series are shown in Fig. 6 
for the verification period and traditional and proposed hybrid models.

The maximum and minimum annual precipitation were observed in 2018 and 2017 
in Tabriz (Fig. 6a), which were preserved with all improved hybrid models combined 
with multiple error based and other combination methods. The observed monthly aver-
age of precipitation was 107  mm in Rasht, which was close to the monthly average 

Fig. 6   Comparison of observed and forecasted precipitation by 11 hybrid models for the second configura-
tion in the a Tabriz and b Rasht weather stations in Iran during the verification period
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forecasted by the hybrid model combined with GA (110 mm). The mean annual precipi-
tation observed was 1279 mm in Rasht and its associated forecasted value was 1317 mm 
according to the hybrid model combined with GA (Fig.  6b). The scatter plots of the 
two best improved hybrid models with the highest performance are illustrated in Fig. 7. 
These model outputs were compared against observations and the traditional hybrid 
models of ARIMA + GMDH and SARIMA + SVR.

The R-square of the lines fitted to ARIMA + GMDH as a hybrid model and SVR and 
MSEI + SSE as improved hybrid model outputs were respectively 0.96, 0.99 and 0.96 
in Tabriz and the R-square of the lines fitted to SARIMA + SVR as a hybrid model, and 
SVR and GA as improved hybrid models were respectively 0.87, 0.99 and 0.95 in Rasht. 
The R-square of the fitted line was increased using improved hybrid models 3 to 14%.

The forecasts of the hybrid (e.g., ARIMA + GMDH) and improved hybrid models 
(e.g., MESI + SSE, SVR, GA, and LSR) were compared in Fig. 8. These plots showed 
that observed precipitation matches with forecasts of the improved hybrid mod-
els (Fig.  8). From the point of lower and upper whisker view, a high similarity was 
observed between observed and the hybrid models combined with SVR. The median 
boxplot of observed and proposed hybrid models matched well. The same were true for 
observations and forecasts by the hybrid model combined with GA for the Rasht time 
series (Fig. 8).

Fig. 7   A scatter plot of observations against forecasted precipitation values in the a Tabriz and b Rasht 
weather stations with traditional hybrid models (ARIMA + GMDH and SARIMA + SVR) and two weighted 
hybrid models combined using support vector regression (SVR) and genetic algorithm (GA)
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4 � Discussion

The purpose of this study was to improve the accuracy of the traditional hybrid models. To 
achieve this, the following items must be considered: 1) a proper model of the linear com-
ponent of time series using ARIMA or SARIMA; 2) a precise selection of the structures of 
the two configurations, respectively with antecedent residual subseries; and with anteced-
ent observations and residual subseries and linear model simulations; 3) a proper selection 
of a model to represent residual subseries using an artificial intelligence technique (Liang 
2009; Chen et al. 2010; Moeeni et al. 2017); and 4) an accurate estimation of the param-
eters of the selected models. The average RMSE, MAE, U1, and U2 decreased from first to 
second configuration in GEP model for Tabriz and Rasht time series. The performance of 
SVR and GMDH was better than GEP model, consistent with a previous study on estima-
tion of monthly reference evapotranspiration in Iran (Ahmadi et al. 2021). A study inves-
tigates the performance of the multivariate regression spline, least-square support vector 
regression, GEP and ANN for estimation of monthly long-term rainfall and the best model 
was least square support vector regression (Mirabbasi et al. 2019). SVR model improved 
the forecasted error compared to ANN in the internal process of time variation analysis 
related to precipitation forecasting (Parviz 2020). The RMSE of the GEP model forecasts 

Fig. 8   Boxplot of observed and forecasted precipitation in the a Tabriz and b Rasht weather stations with 
traditional hybrid model (ARIMA + GMDH) and four weighted hybrid models combined using an error 
based MESI + SSE method, support vector regression (SVR), genetic algorithm (GA) and least square 
regression (LSR)
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decreased by 44% and 4% for the first configuration when we decreased generation number 
from 1000 to 100 was and head size from 8 to 7.

The hybrid models increased forecasting efficiency by combining two types of models 
and capturing linear and nonlinear patterns of time series. For example, in the first con-
figuration, MSE decreased by 8.5% when we replaced SARIMA with the hybrid model 
combined with SVR, by 44% when we replaced ARIMA with the hybrid model combined 
with GMDH. Improvement of precipitation forecasting by the monthly and annual hybrid 
models, relative to SARMIA model was observed in Rasht and Gorgan stations in Iran 
with 48% and 24% improvements in RMSE scores (Parviz and Rasouli 2019). Further-
more, the hybrid model structure was more important in forecasting. For instance, in a pre-
vious study, we showed that the two monthly hybrid models with a decomposition of pre-
cipitation time series into linear and nonlinear components had the minimum error (Parviz 
2020). Incorporation of neural networks models to the ARIMA model by Pérez-Alarcón 
et al. (2022) showed improvement of rainfall forecast.

The hybrid model performance in capturing the complex phenomena has drawbacks as the 
nonlinearity of the decomposed time series may be high, and one model is insufficient to cap-
ture all variabilities (Mo et al. 2018). Furthermore, the error series may have high volatility and 
irregularity (Chen et al. 2021). Therefore, the improvement of hybrid models is necessary. The 
main direction of the improved hybrid model was to combine the forecasts of single models 
with different methods instead of using one model in the nonlinear part of time series modeling. 
The combined methods for the integration of forecasts outperform individual models (Wang 
et al. 2020). All used combined methods improved the efficiency of the hybrid model. Adhikari 
and Agrawal (2014) indicated that the combination procedure significantly outperformed all 
individual methods based on the evaluation scores of the weighting schemes. But it is hard to 
select one combination method as an inclusive method. The integration of SARIMA for the 
linear component of time series with a combination of SVR, GEP and BP for nonlinear compo-
nents improved the results of the forecasts (Mo et al. 2018). The forecasts combination aims to 
integrate the competing forecasts to produce an ensemble of forecasts, which is superior to each 
of the composing individual models (Wang et al. 2020). By combining all the forecasts with a 
proper function, forecast combinations can fully use the information from each forecast model 
to improve the prediction accuracy and stability (Wang et al. 2019). The accuracy of combined 
forecasts depends on the weight of each forecast model. According to the evaluation metrics, 
the improved hybrid models with SVR, GA and error-based models had high performance. 
In the error-based methods, performance the type of error equation and the inversion method 
were different for each configuration. Therefore, there is a need to define a comprehensive error 
equation and an inversion method of the forecast errors from the corresponding models.

The average geometric standard deviation of the error for all improved hybrid mod-
els and all configurations in the Tabriz and Rasht time series was 1.4 and 2, respectively, 
which indicates forecasts overestimation.

5 � Conclusion

Analysis of precipitation time series can provide insight into its spatial and temporal com-
plexity. This study introduced improved hybrid models, which first separate linear and 
nonlinear components of precipitation time series and then extract the temporal patterns. 
High-performing machine learning methods were used for representing the nonlinear com-
ponent of the precipitation in two weather stations in humid and semi-arid climates in Iran. 
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We found that the improved hybrid models combined by SVR and GMDH showed a better 
performance than GEP in the Rasht and Tabriz weather stations.

In contrast to the traditional hybrid models of precipitation forecast, a combination of fore-
casts by multiple nonlinear models was applied in the structure of improved hybrid models in 
this study instead of using only one nonlinear model. An ensemble of forecasts with an appro-
priate weighting method and artificial intelligence techniques improved precipitation fore-
cast accuracy at annual and monthly time steps. The high performance was shown by all the 
improved hybrid methods. Among combination methods, the artificial intelligence techniques 
(e.g., SVR), the optimization methods (e.g., GA), and the error-based methods showed the 
highest performance. In the error-based methods, the type of error formulation and the structure 
of the inversion method had the most crucial role. In general, three factors have the main control 
on the precipitation ensemble forecast with data-driven methods used in this study: separating 
linear and nonlinear components and appropriately modeling the nonlinear component; assign-
ing appropriate weights to each ensemble member of the nonlinear modeling; and finally, the 
type of nonlinear models. One of the advantages of the improved hybrid model is that it can 
extract the nonlinear information from the original observations with high confidence. It uses 
an accurate forecast combination method embedded in its structure that can overcome the chal-
lenges in modeling the nonlinear processes in observed time series. The proposed improved 
hybrid model can be a powerful tool to increase precipitation forecast confidence across time 
scales by combining forecasts from sophisticated machine learning methods instead of relying 
on only individual models.
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