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Abstract
Group formation is a complex task requiring computational support to succeed. In
the literature, there has been considerable effort in the development of algorithms for
composing groups as well as their evaluation. The most widely used approach is the
Genetic Algorithm, as, it can handle numerous variables, generating optimal solutions
according to the problem requirements. In this study, a novel genetic algorithm was
developed for forming groups using innovative genetic operators, such as a modifica-
tion of 1-point and 2-point crossover, the gene and the group crossover, to improve
its performance and accuracy. Moreover, the proposed algorithm can be characterized
as domain-independent, as it allows any input regardless of the domain problem; i.e.,
whether the groups concern objects, items or people, or whether the field of applica-
tion is industry, education, healthcare, etc. The grouping genetic algorithm has been
evaluated using a dataset from the literature in terms of its settings, showing that the
tournament selection is better to be chosen when a quick solution is required, while
the introduced gene and group crossover operators are superior to the classic ones.
Furthermore, the combination of up to three crossover operators is ideal solution con-
cerning algorithm’s accuracy and execution time. The effectiveness of the algorithm
was tested in two grouping cases based on its acceptability. Both the students partic-
ipated in forming collaborative groups and the professors participated in evaluating
the groups of courses created were highly satisfied with the results. The contribution
of this research is that it can help the stakeholders achieve an effective grouping using
the presented genetic algorithm. In essence, they have the flexibility to execute the
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genetic algorithm in different contexts as many times as they want until to succeed
the preferred output by choosing the number of operators for either greater accuracy
or reduced execution time.

Keywords Domain-independent genetic grouping · Grouping genetic algorithm ·
Group formation · Optimal group recommendation

1 Introduction

Group formation is a complex task that is crucial in different domains where the
process of grouping is of great importance. Group formation is the process of building
a team that is adequate in terms of meeting its output goals, such as reliability of
outputs, functionality as well as the expectations of its members, or even its time
objectives. The better the way a team is formulated, the better its performance can be
achieved (Haq et al. 2021). As such, group formation is the forerunner of efficiency
and effectiveness of this team.

Indeed, group formation can be seen as indispensable procedure for group devel-
opment lifecycle. The idea of being applied automatically in different contexts and
environments has been of ever-increasing interest of many researchers (Sklab et al.
2021). The atomic process of group formation is influenced by a number of factors.
These factors can vary based on the traits of the group members, the setting of the
grouping process, or the methods utilized to create the groups (Zheng et al. 2018).

It is possible to develop environments that encourage the occurrence of meaningful
interactions, hence delivering strong outputs, by adequately choosing the members of
a group (either animate or inanimate). According to several researchers (e.g., Cruz and
Isotani 2014), poor group formation can demotivate animate members to collaborate
or impede the proper formation of groups of inanimate members.

There are different cases of group formation. Group formation can be targeted
at people to build adequate teams. For instance, the aim can be to create groups of
students to work together in computer-supported collaborative learning environments.
The optimal selection of students can improve the learning process and knowledge
acquisition. Another case can be the grouping of employees to work together in their
company environment. Through the adequate selection of individuals, employees can
work in homogeneous teams with better professional results in less time. Moreover,
a case in the field of medicine can be the grouping of patients or people who share
common characteristics and can become ill by similar pathogens. If adequate groups
are formulated, then people belonging to the same group and knowing that amember of
their teamgot sick, they canprotect themselves better (Mahdavi et al. 2021). In a similar
way, another example of a case is the grouping of objects in an e-shop. By creating
appropriate groups of objects, the customers can find the item they are looking to buy
more easily, effortlessly and in less time. In all grouping cases, the main aim is to find
the best way to create optimal groups regardless of group members’ characteristics.

In the literature, several algorithmic methods and techniques have been presented
to group formation problems. The most common computational techniques are prob-
abilistic algorithms (e.g., genetic and swarm intelligence algorithms), data mining
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techniques and multi-agent approaches. Probabilistic algorithms are algorithms that
rely on chance to determine the outcome or how the outcome is reached. Examples of
probabilistic algorithms used for group formation are: SimulatedAnnealingAlgorithm
(Adinarayanan et al. 2018; Forghani et al. 2020; Liu et al. 2021), Memetic algorithm
(Molina et al. 2010; Muruganandam et al. 2005; Yannibelli et al. 2011), Ant Colony
Optimization algorithm (Chen et al. 2022; Kellel and Chniter 2019; Graf and Bekele
2006), Hill Climbing algorithm (Bonfert-Taylor and Miller 2020; Cavanaugh et al.
2004; Fronita et al. 2018), Particle swarm optimization algorithm (Liu et al. 2021;
Haq et al. 2021; Ho et al. 2009) and Genetic algorithm (Krouska and Virvou 2019;
Sukstrienwong 2021; Sánchez et al. 2021). Data mining is the process of identifying
patterns and extracting information from big data sets using techniques that com-
bine machine learning, statistics, and database systems. An example of data mining
techniques used for group formation is the k-means algorithm (Troussas et al. 2019;
Talavera-Mendoza et al. 2022; Ramos et al. 2021). Finally, multi-agent approaches
include several intelligent interacting agents and can solve problems that are difficult
for a single agent or a monolithic system to address; they have also been used in the
literature for group formation purposes (Choi et al. 2010; Sklab et al. 2021; Tian et al.
2022).

However, in many review works (e.g., Cruz and Isotani 2014; Putro et al. 2018;
Ge et al. 2018), the genetic algorithm seems to be the most appropriate technique for
group formation, which brings considerable and positive outcomes. There are various
studies that have proposed genetic algorithm techniques to create effective groups that
maximize their output. They mainly focus on creating groups of humans, while the
main target is to compose heterogeneous or mixed groups (Krouska and Virvou 2019;
Sukstrienwong 2021; Sánchez et al. 2021; Putro et al 2020; Imbrie et al. 2020). When
referring to group formation of humans, their knowledge level is the primary factor
utilized to establish groups while communicative abilities and group-mate preferences
are also used for this purpose (Moreno et al 2012; Contreras and Salcedo 2017; Zheng
et al. 2018; Chniter et al. 2018; Flanagan et al. 2021; Wang et al 2011). On the other
hand, when referring to objects, their common characteristics (e.g., category) seem to
be the dominant determinants (Xiaohui 2022; Matviichuk et al. 2021; Hamrouni et al.
2020; Kumar and Sinha 2020; Chen et al. 2018; Tariq et al. 2009). Concerning the
genetic settings, the majority of the studies use well-known crossover operators, such
as order, one-point, or partially mapped, while other studies provide novel crossover
strategies (Krouska et al. 2019;Ge et al. 2018; Putro et al. 2018;Cruz and Isotani 2014).
Additionally, swap and displacement are the mutation operators that are employed the
most (Krouska et al. 2019; Ge et al. 2018; Putro et al. 2018; Cruz and Isotani 2014).

Recommender systems can be used to support group formation. In the literature, rec-
ommender systems have been explored for different domains. Some examples include
their use in e-learning settings (Marques et al. 2021; Amara and Subramanian 2020;
Fernández-García et al. 2020; Chrysafiadi et al. 2018), entertainment websites (Kan-
nikaklang et al. 2022; Gupta et al. 2020; Singla et al. 2020; Troussas et al. 2018),
social environments (Yang et al. 2020; Wongkhamchan et al. 2019; Mughaid et al.
2019; Liang et al. 2019), digital repositories (Troussas et al. 2021; Borovič et al. 2020;
Guan et al. 2019; Jomsri et al., 2018), tourism systems (Baker and Yuan 2021; Sri-
sawatsakul and Boontarig 2020; Chen et al. 2020; Kbaier et al. 2017). The algorithmic
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techniques that have been primarily used in the research papers, described above, are
collaborative filtering, model-based approaches, stereotypes, content-based filtering,
machine learning and hybrid approaches. According to a study of 2019 (Al-Ghuribi
and Mohd Noah 2019), for the majority of recommender systems, the primary source
for the recommendation process is a single-criterion rating (overall rating). Another
study of 2020 (Choi et al. 2020) shows that techniques that have been used extensively
in the literature in the development of recommender systems, such as collaborative
filtering, have a number of disadvantages, e.g., the cold start problem which prevents
the system from drawing conclusions about persons/objects for whom/which insuf-
ficient information has been obtained. To this end, the need for more research to the
direction of reinforcing recommender systems is apparent.

In this study, a novel genetic algorithm was developed for forming groups using
innovative genetic operators to improve its performance and accuracy. In particular, our
approach was designed in such a way that allows any input regardless of the domain
problem; i.e., whether the groups concern objects, items or people, or whether the
field of its application is industry, education, healthcare, etc. Therefore, the algorithm
can be characterized as domain-independent. This feature is based on the fact that
the meaning of the characteristics used by the genetic algorithms for producing the
optimal solution is immaterial, since the algorithm just handles normalized numerical
values. In more detail, the presented genetic algorithm is incorporated in a system that
offers a big number of genetic operators, while the user has the possibility to select the
settings of the algorithm. As such, the novelty of this paper is that our system can help
the stakeholders achieve an effective grouping. They have the flexibility to execute
the genetic algorithm as many times as they want until to succeed the output that they
want. Also, the system offers a range of operators, introducing some novel ones apart
from the classic ones, with the intention of optimizing the algorithm results. If they
select a large number of operators, then the execution time will be high, while the
accuracy may improve. If they select a small number of operators, then the execution
time will be shorter, while the accuracy may be reduced slightly.

2 Domain-independent GGA: problem representation and algorithm
description

In this study, a novel grouping genetic algorithm was developed incorporating innova-
tive genetic operators to optimize its results. Moreover, the proposed algorithm can be
considered as domain-independent, since its design allows any input regardless of the
domain problem; i.e., whether the groups refer to objects, items or people, or the field
of its application is industry, education, healthcare, etc. This feature arises from the
fact that the genetic algorithms handle normalized numerical values without playing
any role the meaning of the input data.

The genetic algorithm is a meta-heuristic based on Darwin’s theory of evolu-
tion, developed by John Holland in 1975 (Holland 1975); while in 1992, Emmanuel
Falkenauer introduced the Grouping Genetic algorithm, overcoming the difficulties
of traditional genetic algorithm in clustering issues (Falkenauer 1992). The genetic
algorithm is based on the encoding of the potential solutions of the problem using
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a chromosome-like data structure, which consists of genes, and the application of
several recombination operators on them for generating the optimal solution based
on a cost function. It should be mentioned that a chromosome refers to one possible
solution to the given problem, a gene is one element of a chromosome, while an allele
is the value a gene has in a particular chromosome.

The group formation problem consists of a set of n objects O = {o1, o2, o3, …,
on} that should be grouped in a set of k groups G = {g1, g2, g3, …, gk}. Each object
has a number of z attributes Ai = {ai, 1, a i, 2, a i, 3, …, a }, indicating the values of
the attributes of object i, based on which the groups are formed. Each object can be
in exactly one group and each group should have a number of m members (group
size). The group type can be: a. heterogeneous, where the attributes of the members
should have different values, b. homogeneous, where the members should have the
same attribute values, and c. mixed, where same attribute values should be different
and others the same. The objective of the grouping is to generate the optimal groups
based on the group type and objects’ attributes by optimizing a cost function, f (x). The
problem involves minimizing this function, since the lower the value of cost function,
the greater the fitness of the group. The optimal group has f (x) = 0.

The steps of the proposed algorithm for creating the optimal groups are as follows:

1. Import data Firstly, the input dataset with the population attributes has to be
uploaded to the system. The dataset should be a Comma Separated Values (CSV)
file, namely a plain text file with the list of data separated by commas. The first row
of the data should include the attributes’ names, while each following row should
include the corresponding attributes’ values of each object belonged to the popu-
lation. Moreover, the first attribute should refer to object key value, corresponded
to a unique identifier of each object (i.e., row of dataset).

2. Configure algorithm settings For executing the grouping genetic algorithm, it is
required the genetic parameters and operators to be set. Therefore, the user selects
the preferred selection and crossover operators, as well as the population and group
size, the number of generations, the probability of crossover and mutation, and the
elitism percentage.

3. Pre-process data The algorithm handles attributes with numerical values in a pre-
defined range. As such, firstly, a numerical discretization process is applied to all
categorical attributes. Afterward, all attributes are normalized in order all data to fit
in the same range for avoiding perturbations in the evaluation of fitness function.
The formula used for falling values between 0 and 1, is the following:

anorm = (a − amin)/(amax − amin) (1)

where anorm is the normalized value of a value pertained to the attribute ai, and
amin and amax is theminimum andmaximum values of the corresponding attribute.

4. Generate initial population In order the genetic operators to be applied, the group-
ing problem solution should be represented as chromosome, using a pre-defined
data structure. In this case, each solution (i.e., chromosome) is encoded as an array,
having size equal to the number of objects m. Each item of the array (namely gene)
includes the object id, while its index indicates the group to which the object is
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assigned. Thus, the formula given object’s group is the following:

object_group = (object_index div group_size)+ 1 (2)

Based on encoding scheme, the initial population is generated randomly. It should
be noted that the population includes a certain number of chromosomes, namely
feasible encoded solutions, equal to the defined population size. The random strat-
egy is chosen, since the population diversity is promoted and the convergence to
the best solution is enhanced.

5. Calculate chromosomes’ fitness Once the population has produced, the fitness of
each chromosome is computed, through calculating the fitness value of each chro-
mosome’s group. The fitness function is associated with the appropriateness of
groups formed, aiming to minimize their total variance. In this work, the fitness
function is defined based on Euclidean distance metric, which is one of the most
basic distance metrics and commonly used in genetic algorithms (Krouska et al.
2019). The system provides the capability for creating mixed groups, meaning
that homogeneity is applied for some attributes, while heterogeneity is applied for
other ones. Thus, let q and r be the numbers of attributes inwhich homogeneity and
heterogeneity is required, respectively; i.e., q+ r= z (z: total attributes). Homoge-
neous attributes mean that the objects grouped together should have similar values
for these characteristics. Thus, the similarity between two objects, namely oi and
oj, for q attributes is given by the following formula:

OS
(
oi , o j

) =
√√
√√

q∑

c=1

(
ai,c − a j,c

)2 (3)

where ai,c and aj,c indicate the attribute c of the objects oi and oj, respectively.

Figure 1 shows the encoding scheme, giving an example of 12 objects divided into
three groups.

Fig. 1 Encoding scheme
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It is obvious that minimizing the distance, the optimal similarity is achieved. The
homogeneity among the objects in a group is computed as:

GHomo (gt ) =
m−1∑

i=1

m∑

j=i+1

OS
(
oi , o j

)
(4)

On the other hand, heterogeneous attributes mean that the objects grouped together
should have different values for these characteristics. Thus, the difference between
two objects for r attributes is given by the following formula:

OD
(
oi , o j

) = 1−
√√
√√

r∑

c=1

(
ai,c − a j,c

)2 (5)

Apparently, the greater the distance is, the more different is the values. So, according
to the aforementioned formula, the optimal difference is obtained when OD function
is minimized. The heterogeneity among the objects in a group is formulated as:

GHete (gt ) =
m−1∑

i=1

m∑

j=i+1

OD
(
oi , o j

)
(6)

Based on the above, the group’s fitness is computed as follows:

GFitness(gt ) = GHomo(gt )+ GHete(gt ) (7)

It should also be noted that users can create homogeneous or heterogeneous groups,
instead of mixed ones, if no such attributes are indicated; i.e., the q or r values are
zero, so the GHomo and GHete are not calculated, correspondingly.

In order to achieve the optimal mixed group, the value of GFitness should be
minimized. Consequently, the optimization objective of this grouping problem is to
minimize chromosome fitness function, which is given by the following formula:

CFitness(c) =
k∑

i=1

GFitness(gi ) (8)

As such, the lower value the CFitness has, the better the solution, which the chro-
mosome c represents, is.

6. Create new population This is the most crucial step of the algorithm, since a
new population is created including new fitter chromosomes, with the intention to
converge toward the optimal solution. To achieve this, a series of genetic operations
is performed probabilistically, namely elitism, selection, crossover and mutation.
Regarding the elitism strategy used, the best chromosomes of the population in
a number equal to the elitism percentage are transmitted to the next generation,
ensuring that highly fit chromosomes remain during reproduction.
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Selection plays an important role in the evolution of the population. The selection
operators are based on the principle that the fittest survives and the suggestion that
the fittest generates better offspring. Therefore, they select using several techniques
the most suitable chromosomes, so they or a portion of them applying genetic
operators are preserved in the new population.
Crossover is vital to exploit the search space, aiming to improve thenewpopulation.
This operator combines two chromosomes, called parents chosen by selection
process, exchanging their genetic material, in order to produce fitter offspring
for the new generation. The two chromosomes with the best fitness between the
parents and offspring are inserted into the next population. Crossover is based on
the principle that suitable genes should preserve and performed with a crossover
probability.
Finally, mutation is applied to a chromosome changing a few genes based on a
mutation probability, in order to insert new genetic material into the next gener-
ation, avoiding converge to locally optimal solutions. There are several mutation
operators in literature; however, in this work, the well-known swap mutation is
used, where two randomly-selected genes exchange their positions. The reason
why this operator is adopted is due to its simplicity and effectiveness, as well as
the fact that it does not cause inconsistency in groups (e.g., groups with different
number of members or duplicate genes).
The system developed provides a variety of selection and crossover operators
described in the following section, as well as the possibility to choose the proba-
bility of genetic operations, in order users to setup the grouping process properly,
according to their problem context and desired performance.

7. Check termination condition The algorithm continues reproducing generations
until the search space is sufficiently explored. There are several termination con-
ditions used; however, in this case, the most common stopping criterion used. As
such, the algorithm is developed to terminate when a maximum number of itera-
tions reached. The number of generations is determined by the user at configuration
setup.

8. Export results After the execution of the developed grouping genetic algorithm
based on user’s configurations, the system exports the optimal solution of group
formation found.

Figure 2 illustrates the flowchart of the grouping genetic algorithm.

3 Combining genetic operators to optimize grouping
decision-making

In the presented group recommender system, the user can upload any dataset in the
format of containing at least two columns as attributes (i.e., object id and one char-
acteristic) and rows as objects’ data, more than the group size. Afterward, the system
shows the genetic grouping algorithm settings. The user can choose how to config-
ure them, depending on problem context and target group. For example, the user can
select the groups to have only heterogeneous features, creating heterogeneous groups,
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Fig. 2 The flowchart of grouping genetic algorithm

123



1122 A. Krouska et al.

Fig. 3 Screenshot of group recommender system settings

or only homogeneous features, creating homogeneous groups, or can combine them,
creating mixed groups. It is worth noting that it is not necessary for the user to use all
the attributes of the input dataset, but to select at least one in order the cost function
to be able to be calculated. Consequently, the genetic operators should be determined.
In particular, the user should choose one selection operator and at least one crossover
operator. Regarding the selection operator, the system supports the roulette-wheel
selection, the rank one, the elitism and the tournament one. Concerning the crossover
operators, one novelty of the system is the development of a variety of classic and
modified crossover operators, as well new ones, for optimizing the algorithm results.
As such, the system supports the 1-point crossover, the 2-point crossover, a modifica-
tion of 1-point crossover, a modification of 2-point crossover, the gene crossover and
the group crossover. Finally, the genetic algorithm parameters should be defined, i.e.,
the population size, the group size, the generations, the crossover/ mutation/ elitism
percentage. Figure 3 illustrates a screenshot of the system.
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3.1 Selection operators

The selection operators incorporated into the developed system in order to choose the
fittest chromosomes as parents to be evolved are the following:

• Roulette-wheel selection: Roulette-wheel selection is a stochastic technique, where
the probability for choosing a chromosome is proportional to its fitness. In particular,
for each chromosome, a selection probability is assigned, defined as the ration of
chromosome’s fitness to the total fitness of the population. Moreover, a cumulative
probability is calculated as the sum of chromosome’s selection probability and
this of all the previous chromosomes in the population. It should be noted that
the cumulative probability of the population is 1. As such, each chromosome gets
the corresponding portion of the roulette. Afterward, a random number between
0 and 1 is generated and depending on the roulette’s portion it belongs to, the
corresponding chromosome is chosen for evolution. It is obvious that the better
fitness a chromosome has, the bigger portion it possesses, and therefore it is more
likely to be selected. Figure 4 represents a case of roulette-wheel selection.

• Rank selection: Rank selection is an explorativemethod for selecting chromosomes.
It performs like the roulette-wheel selection, with the difference that the selection
probability, during its computation, considers also the rank of the chromosome in
the population. As such, the selection probability is adjusted properly, assigning
fairer portions of the pie at chromosomes than roulette-wheel selection, giving the
chance to all the chromosomes to be selected. Therefore, this method overcomes the
limitation of roulette-wheel selection when chromosomes’ fitness differs a lot; e.g.,
if a chromosome has with very high fitness, it possess a large portion of the roulette,
resulting on selecting it more times and consequently reducing the performance of
selection. Figure 5 represents the roulette of Fig. 4 before and after adjusting the
selection probability based on chromosomes’ ranking.

• Elitism selection: Elitism is the selection of the best chromosomes to be included
in the new population. As such, the elitism selection creates a pool with the elite
chromosomes, namely the chromosomes with the best fitness value. As the popula-
tion includes different chromosomes in each iteration, this pool is redefined. Thus,
the first parent is always picked from this list, while the other parent is selected ran-
domly from the population. Since the one parent is one of the best chromosomes, the
probability to generate optimal offspring is increased. Figure 6 shows the operation
of elitism selection.

• Tournament selection: In this operator, “tournaments” run in order to select the
parents. In particular, a tournament size is set, determining the number of chro-
mosomes that are chosen randomly from the population to compete against each
other. The winner is the chromosome with the best fitness, constituting the parent.
All chromosomes return into the population and are eligible to participate again in
other tournaments. Figure 7 represents how tournament selection works.
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Fig. 4 Roulette-wheel selection

Fig. 5 Rank selection

3.2 Crossover operators

The crossover operators provided by the system to combine parents’ genetic infor-
mation to produce the offspring are the following. It should be noted that apart from
the well-known crossover, namely 1-point and 2-point, modified and new approaches
have been incorporated with the intention to improve the quality of the offspring.

• 1-point crossover: A crossover point on both parents is selected randomly, swapping
the genetic material to the right of this point. As such, each offspring includes one
parent’s left part defining by this point and the right one of the other parent. In case
the chromosomes consist of unique genes that should not be repeated, the genes
of the right part that are not appeared in the left part are swapped, and then the
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Fig. 6 Elitism selection

Fig. 7 Tournament selection
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empty genes are filled by the remaining values. Figure 8 illustrates how the 1-point
crossover operator works.

• 2-point crossover: This operator performs like 1-point crossover, with the difference
that two crossover points are selected randomly on both parents and the genes
between these points are swapped. Figure 9 shows 2-point crossover.

• Modified 1-point crossover: In order to improve the effectiveness of 1-point
crossover, a modification is introduced where the crossover point is not a random
position in the whole chromosome, but it is picked from the worst group of parents
considering the groups’ fitness. This modification on point selection strategy may
lead to better groups, since at least the worst group will recombined and groups
with better fitness will preserve into next generation. In Fig. 10, an example of the
proposed modified 1-point crossover is presented.

• Modified 2-point crossover: Similarly to the modified 1-point crossover, this oper-
ator selects randomly the first crossover point from the worst group of one parent
and the other point from the worst group of the other parent. This approach may
prevent to lose fit groups, recombining at the same time the worst ones. Figure 11
depicts the functionality of the proposed modified 2-point crossover.

• Gene crossover: In this method, a random number is corresponded to each gene,
like rolling a die. If this number is even, then the parents swap the genes belonged
to this position; otherwise, the genes remain the same in the offspring. Similarly to
the other crossover operators, the genes cannot be repeated after the completion of
the process. Figure 12 illustrates the introduced gene crossover.

• Group crossover: The scope of this new operator is to expand the problem space and
avoid getting stuck at local minimum, introducing new genetic material into next
generation. As such, a multi-point crossover was developed, called group crossover,
where the genes of the worst groups between the parents are swapped. In particular,
firstly, the number of groups participated in the crossover is defined, and afterward
the corresponding worst groups of each parent are selected for crossover. In this
work, the 50% of chromosome’s groups are chosen for crossover. Hence, for these
groups, the offspring include the half genes of each parent, aiming this recombi-
nation to improve the total fitness. Figure 13 shows an example of the new group
crossover.

4 Evaluation results and discussion

To evaluate the effectiveness and efficiency of the proposed grouping genetic algo-
rithm, a series of experiments assessing the algorithm performance considering the
genetic settings was conducted, aiming to investigate the optimal configurations.
Furthermore, the algorithm was applied on two grouping problems measuring its
performance through the acceptability of group formation.

4.1 Evaluation of genetic operators

The aim of this evaluation process is to explore the effect of genetic operators on
algorithm performance. As such, firstly the values of the genetic parameters were set
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Fig. 8 1-point crossover

Fig. 9 2-point crossover

based on the literature, and afterward a sensitivity analysis approach was used in order
to evaluate algorithm output in response to changing operator settings. In particular,
the algorithm was run with different selection and crossover operators individually,
while the rest parameters remained stable. As such, the operators’ relative impact on
algorithm performance is estimated. The algorithm performance was measured based
on the execution time and fitness value, since the goal of the grouping formation is to
generate the optimal groups, meaning to minimize the cost function, in a short time.
Moreover, in order the experiments’ results to be comparable, the same computer
machine was used (Intel Core i7 12,700/16 GB DDR5/512 GB SSD), ensuring equal
computational resources, aswell as, the samedatasetwas utilized (Krouska et al. 2020).
In particular, the dataset used consisted of 100 objects and 5 attributes. The purpose
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Fig. 10 Modified 1-point crossover

Fig. 11 Modified 2-point crossover
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Fig. 12 Gene crossover

Fig. 13 Group crossover

of the problem was to form mixed groups of 5 members, having three heterogeneous
attributes and 2 homogeneous ones. The further description of the dataset is out of this
evaluation scope, where the algorithm’s settings are tested.

In the literature, there are many studies evaluating the genetic parameters regarding
the number of generations, the size of population, the crossover and mutation rate
(Krajčovič et al. 2019; Krouska and Virvou 2019; Mills et al. 2015). Based on these
researches, the values chosen for genetic parameters to conduct our experiments are
200 generations, 150 population size, 80% crossover rate and 5%mutation rate. These
values are considered as valid settings that cannot affect negatively the algorithm
performance, but can lead algorithm to optimal results. Moreover, as the grouping
genetic algorithm is a meta-heuristic approach exporting different solutions each time
it runs, each experiment was executed 15 times and the mean of the performance
measures was used in the evaluation process. This number of executions is chosen
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based on literature, being an acceptable one giving reliable results (Krouska andVirvou
2019; Zheng et al. 2018).

Sensitivity analysis led to a large number of experiments emerged from the com-
bination of selection and crossover operators provided by the system. However, in
Table 1, the most meaningful results were shown. Regarding the selection operators,
roulette-wheel and rank selection is more time consuming operators than elitism and
tournament one. Moreover, especially the rank selection outperforms the other oper-
ators, producing solutions with better fitness. This may be due to the larger diversity
in problem space that rank selection creates, as it readjusts the chromosome selection
probabilities, allowing more different chromosomes to be selected. However, since
tournament selection also leads to adequate group formation considering the fitness

Table 1 Evaluation results of genetic operators

Crossover operator Selection operator

Roulette-wheel Rank Elitism Tournament

(1) (2) (1) (2) (1) (2) (1) (2)

Gene 167 1519 171 1419 114 1547 109 1523

Group 196 1479 202 1327 132 1532 125 1504

1-point + Gene 278 1432 299 1387 214 1478 232 1462

2-point + Gene 305 1401 315 1314 256 1437 269 1429

Mod. 1-point +
Gene

394 1378 398 1365 325 1401 356 1411

Mod. 2-point +
Gene

418 1346 401 1304 367 1392 369 1376

1-point + Group 448 1385 456 1345 425 1387 439 1389

2-point + Group 491 1335 489 1324 434 1361 442 1358

Mod. 1-point +
Group

457 1331 465 1317 440 1378 438 1377

Mod. 2-point +
Group

463 1312 471 1301 459 1352 451 1348

Gene + 1-point +
Group

536 1308 531 1251 501 1302 514 1298

Gene +Mod.
2-point + Group

543 1289 529 1224 516 1274 526 1265

1-point +Mod.
2-point + Gene

478 1305 506 1297 469 1332 476 1325

1-point +Mod.
2-point + Group

481 1314 499 1303 478 1314 494 1305

1-point +Mod.
2-point + Gene
+ Group

705 1331 726 1314 657 1349 673 1337

(1) Execution time (sec), (2) Fitness
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output in shorter time, this operator may be a better choice when a quick solution is
required and/or more crossover operators are combined.

Comparing the crossover operators, the results reveal that the introduced gene and
group crossover can be characterized as effective operators, since they generate fit
groups in good execution time. Better fitness results are observedwhen combined three
crossover operators, and especially in current experiments the use of gene, modified
2-point and group crossover outperforms the other combinations. Whereas, blending
more than three operators does not significantly improve the quality of groups, but
greatly increases the execution time, making this option prohibitive. Moreover, it
seems that when combining more crossover operators, the selection operator plays a
minor role in results. It should be noted that using more crossover operators can lead
to a better solution; however, it greatly increases the completion time. Therefore, users
should consider the completion time of the algorithm and the quality of the results
they want to achieve according to the problem to be solved, in order to choose the
most suitable combination of operators that will produce the desired results. It is worth
mentioning that the algorithm performs very well giving reliable results even though
a small number of crossover operators combined.

The aforementioned results are in accordance with those emerged from the lit-
erature, where more complex and modified operators boost algorithm performance
(Krouska and Virvou 2019; Zheng et al. 2018; Ramos-Figueroa et al. 2021; Krouska
et al. 2020). Optimizing the process of genetic algorithm requires an efficient exami-
nation of the search space to identify the most promising chromosomes, as well as to
introduce more promising genes in the population. The proposed algorithm incorpo-
rates, apart from the classic genetic operators, novel ones that ensure the population
diversity and the introduction of new and optimal chromosomes in each interaction.
Moreover, they have developed combining the genetic material in such way, so that the
convergence in local optima to be avoided. As such, the exploration and exploitation
strategies used by the proposed algorithm increase the possibilities of coming to a
high-quality solution, as well as of outperforming other grouping genetic algorithm
approaches which run with simple genetic operators and without combining them.

4.2 Applications on grouping problems

In order to evaluate the user acceptance of group formation, the proposed algorithm
was applied to two case studies. After creating the groups, the users were asked to
assess the groups through a 5-point Likert scale online questionnaire (1: Strongly
disagree, 2: Disagree, 3: Neutral, 4: Agree, 5: Strongly agree). As such, the responses
were collected electronically and all the participants, in both experiments, completed
the questionnaire successfully, resulting in a 100% response rate.

In the first experiment, the system was used to create collaborative teams for the
completion of a project assigned to them as part of the teaching process of the course
“Python programming” in a Greek University. The participants were 60 s year under-
graduate students, namely 35 males and 25 females, separating into 15 groups of 4
members. All students had approximately equal age, ranging from 19 to 20 years
old, and previous knowledge, as being in the same year of study and having passed
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Fig.14 Survey results on collaborative group formation using the proposed algorithm

successfully the courses of the first year of their studies. Furthermore, they had the
same motivation in completing the project in order to pass the course, by achieving
the highest possible grade.

The structure of the groupswas selected to bemixed, having three homogeneous and
three heterogeneous attributes as shown in Fig. 3, in order to enhance group dynamics
for effective collaboration and better learning outcomes. The two professors of the
course, having about 10 years teaching experience, determined the structure of the
groups based on their requirements on teams’ characteristics. The teams formed were
working together for a semester on the project assigned to them, and all the teams
delivered the project successfully. After the completion of the project, the students
filled in the questionnaire regarding their experience on the collaborative team created
by the proposed grouping genetic algorithm. Figure 14 illustrates the survey results,
and Table 2 presents the descriptive statistics.

The results showed a high acceptance of the method used in forming the groups,
supporting the effectiveness of the developed system. In particular, 81.67% of students
stated that they enjoyed working collaboratively with other team members, indicating
a pleasant collaborative environment, essential to achieve their learning goals. The
mean of rating the enjoyment working collaboratively (Q1) is 3.92/5, the median is 4
and the mode is 5. The responses of Q1 had a standard deviation of 1.357. Moreover,
the formation of adequate groups using the proposed grouping genetic algorithm is
suggested by the fact that over 80%of participants found both the collaboration and the
decision-making among teammembers effective. The mean of rating the effectiveness
of collaboration (Q2) and the ease of decision-making (Q3) is 3.83/5 and 3.78/5
respectively, the median and mode is 4 in both cases, while the standard deviation is
1.209 and 1.236 correspondingly. Finally, the overall collaborative learning experience
was rated with the high degree of 4.1/5, having the value of 4 as median, 5 as mode
and 1.145 as standard deviation, indicating the positive attitude of students toward the
group formation.

The second experiment concerns the grouping of courses in order to provide inte-
grated learning outcomes and develop skills and competences. In particular, the 55
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Table 2 Descriptive statistics on results of collaborative group formation using the proposed algorithm

Q1 Q2 Q3 Q4

Mean 3.92 3.83 3.78 4.1

Standard Error 0.175 0.156 0.159 0.148

Median 4 4 4 4

Mode 5 4 4 5

Standard Deviation 1.357 1.209 1.236 1.145

Sample Variance 1.840 1.463 1.529 1.312

Kurtosis 0.164 0.836 – 0.214 1.013

Skewness – 1.193 – 1.273 – 0.907 – 1.322

Range 4 4 4 4

Minimum 1 1 1 1

Maximum 5 5 5 5

Sum 235 230 227 246

Count 60 60 60 60

courses being included in the curriculum of the Department of Informatics of a Greek
University were classified into 11 groups of 5 courses, aiming to create learning path-
ways that allow students to acquire integrated knowledge and improve their learning
outcomes. As such, 10 professors of the aforementioned department were participated
in this case study, determining the attributes of the courses and the structure of the
group, as well as evaluating the groups formed. Regarding the teaching experience of
the professors, 2 of them had up to 10 years, 5 of them had 10–20 years, while the rest
of them had more than 20 years. Moreover, their experience has been acquired at the
university where the experiment took place. Each professor has taught 5–8 courses of
the total 55 ones during their working experience. Based on the above, the professors
had the asset to categorize the courses and evaluate the groups formed.

The groups decided to consist of courses with 2 homogeneous characteristics,
namely prerequisite knowledge and subject area, and 2 heterogeneous ones, namely
difficulty level and provided skills. After forming the groups, the professors were
asked to evaluate the grouping regarding its appropriateness and acceptance, as well
as their attitude toward the proposed automatic group formation. Figure 15 depicts the
survey results, and Table 2 presents the descriptive statistics.

As shown, almost all the professors found the groups of courses suitable and they
were satisfied with the results of group formation. In particular, the mean of rating
group formation is 3.9, the median and the mode is 4, and the standard deviation is
0.994. The mean of rating user satisfaction is 3.9, with the value of 4 as median, 5 as
mode, and 1.101 as standard deviation. Finally, they stated that they intend to use the
system in future for automatically creating groups, indicating the system acceptance
(mean: 3.8, median: 4, mode: 3, standard deviation: 1.033). The above findings suggest
that the algorithm created adequate groups which met the characteristics set by the
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Fig.15 Survey results on objects’ group formation using the proposed algorithm

professors. In addition, its performance met the professors’ requirements, making
them intend to use it in other circumstances as well (Table 3).

The proposed algorithm can be characterized as an effective solution in grouping
problems, since it provides the capability to define the grouping characteristics, as
well as to configure the genetic settings, according to problem requirements. This
flexibility leads to the formation of efficient groups and enables it to be applied to a
multitude of problems. Moreover, the algorithm performs effectively to different case
studies, since it can handle efficiently data regardless of the problem domain.

Table 3 Descriptive statistics on
results of objects’ group
formation using the proposed
algorithm

Q1 Q2 Q3

Mean 3.9 3.9 3.8

Standard Error 0.314 0.348 0.327

Median 4 4 4

Mode 4 5 3

Standard Deviation 0.994 1.101 1.033

Sample Variance 0.989 1.211 1.067

Kurtosis – 0.157 – 1.236 – 0.896

Skewness – 0.610 – 0.388 – 0.272

Range 3 3 3

Minimum 2 2 2

Maximum 5 5 5

Sum 39 39 38

Count 10 10 10
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5 Conclusions

In this paper, a novel genetic algorithm for group formation is presented employing
innovative genetic operators, such as a modification of 1-point crossover, a modifi-
cation of 2-point crossover, the gene crossover and the group crossover, for greater
performance and accuracy. Specifically, it is a domain-independent approach, since
it is designed to allow any input regardless of the domain problem; i.e., whether the
groups concern items or people, or the field of its application is industry, education,
healthcare, etc. This feature is based on the idea that since the genetic algorithm only
works with normalized numerical values, the significance of the traits employed by
the algorithm to produce the best solution is irrelevant.

Regarding system evaluation, a series of experiments was conducted applying def-
erent generic grouping settings, in order to evaluate the performance and the accuracy
of the algorithm. The findings revealed that tournament selection is better to be chosen
when a quick solution is required and/or more crossover operators are used. More-
over, the introduced gene and group crossover operators produce adequate groups in
good execution time comparing to classic ones. Combining three crossover operators
can generate fitter groups; while the combination of more ones is useless since the
accuracy is not improved significantly and the execution time is greatly increased.
Concerning problem’s domain, the algorithm was applied to two case studies, namely
grouping people and items, and evaluated based on the acceptability of group for-
mation by the individuals involved. In first case, the students participated in creating
collaborative groups expressed their full satisfaction on group formation, enjoying the
collaboration with other members and working effectively together. In second case,
the professors who evaluated the groups of courses generated, found them suitable
learning paths and stated that they intend to use the system in other circumstances as
well, where automatic grouping is needed. To sum up, the experimentation results are
very encouraging and report great effectiveness of the presented group recommender
system in terms of the genetic settings and its application in different domains and
grouping problems.

The future work of this research includes the refinement of the algorithm to improve
its execution time and resources. More extensive experiments investigating the per-
formance of operators will take place. In addition, the scope of the algorithm will be
further expanded to test its performance in different contexts. Finally, the comparison
of the proposed algorithm with similar recommender systems, freely available on the
web, using accuracy, precision, recall, rank and other famous metrics, is part of our
future plans.
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