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Abstract
Recommender systems (RSs) have become key components driving the success of 
e-commerce and other platforms where revenue and customer satisfaction is depend-
ent on the user’s ability to discover desirable items in large catalogues. As the num-
ber of users and items on a platform grows, the computational complexity and the 
sparsity problem constitute important challenges for any recommendation algo-
rithm. In addition, the most widely studied filtering-based RSs, while effective in 
providing suggestions for established users and items, are known for their poor per-
formance for the new user and new item (cold-start) problems. Stereotypical model-
ling of users and items is a promising approach to solving these problems. A stereo-
type represents an aggregation of the characteristics of the items or users which can 
be used to create general user or item classes. We propose a set of methodologies for 
the automatic generation of stereotypes to address the cold-start problem. The nov-
elty of the proposed approach rests on the findings that stereotypes built indepen-
dently of the user-to-item ratings improve both recommendation metrics and com-
putational performance during cold-start phases. The resulting RS can be used with 
any machine learning algorithm as a solver, and the improved performance gains 
due to rate-agnostic stereotypes are orthogonal to the gains obtained using more 
sophisticated solvers. The paper describes how such item-based stereotypes can be 
evaluated via a series of statistical tests prior to being used for recommendation. The 
proposed approach improves recommendation quality under a variety of metrics and 
significantly reduces the dimension of the recommendation model.
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1  Introduction

The taxonomy and applications of recommender systems (RSs) have been widely 
studied, ranging from user-based collaborative filtering (CF)(Billsus and Pazzani 
1998; Breese et al. 1998; Goldberg et al. 1992, 2001; Herlocker et al. 1999, 2000, 
2002, 2004), to the alternative approach of content-based filtering (CBF) (Desh-
pande and Karypis 2004; Linden et al. 2003; Lops et al. 2011; Sarwar et al. 2001, 
2002). While user-driven CF methods rely on the opinions of similarly minded users 
to predict a rating, CBF systems look at preferences given to similar items. The 
main drawbacks of filtering-based recommendations include poor computational 
efficiency caused by the sparsity of the data, overspecialisation leading to a lack of 
novelty and serendipity, and the cold-start treatment (i.e. new user and new item 
problems).

Cold-start phase is defined as the situation in which the RS needs to cope with a 
new user first approaching the platform or a novel item being launched. While the 
majority of the literature focuses on user CF and CBF as well as hybrid approaches 
of the two, the review work of Jannach et al. (2012) has shown that less than 5% of 
the existing research addresses the new user and new item problems (see Schein 
et al. 2002).

Recently, the cold-start problem has been an active research subject, with several 
works addressing techniques tailored to handle either the new user or the new item 
problem (Felício et al. 2017; Frolov and Oseledets 2019; Kluver and Konstan 2014; 
Mirbakhsh and Ling 2015). For example, Fernández-Tobías et al. (2019) propose to 
solve the new user problem via latent rating patterns discovered using item metadata 
in a factorisation-based method. Deldjoo et al. (2019) focus instead on the new item 
problem, using innovative audio and video metadata in the movie recommendation 
domain. The emerging pattern is characterised by heavier use of the available meta-
data context of both items and users, coupled often with factorisation-based meth-
ods. The general findings suggest that during extreme cold starts it is difficult for 
any of the researched systems to significantly improve over basic baseline models. 
Moving away from pure cold start, the researched models improve over the baseline 
once the first few ratings have been collected. The present work seeks to quantify the 
potential for improvement in extreme cold start deriving from stereotypes.

During the cold-start phases, when there is little or no feedback for an item or 
a user, one can resort to finding similarities in the metadata of the new user (item) 
and the existing users (items). Thus, stereotypes can be built on the idea that users 
with similar features may also share similar broad-level preferences and that items 
with similar features may be preferred by certain types of users. Therefore, a stereo-
type can be viewed as an aggregation of the characteristics of the items or users that 
allow one to group items and users in general classes. The search for similarities 
between the new user or new item and the rest of the users and items population, 
when little is known about a user or an item, rests on the correct categorisation via 
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metadata. It would be unfeasible, and likely error-prone, to rely on expert human 
knowledge to correctly classify a new user or a new item to the platform.

In this research we study the possibility of improving RS performance during 
cold start by adopting a different point of view from those of previous works, that of 
rating agnostic stereotypes. We wish to demonstrate:

•	 how stereotypes can be built automatically for the most common types of fea-
tures, and most importantly in a way that is independent of the user-to-item pref-
erences.

•	 the benefits of building stereotypes independently of the user-to-item matrix, 
which result in a basis that improves the recommendation quality of a range of 
RS.

•	 the better recommendation quality during cold start which reaches beyond the 
simple improved accuracy, and it instead embraces several aspects that are 
deemed to determine positive recommendation characteristics.

•	 how a series of statistical tests can be formulated with the objective to evaluate 
the stereotypes as a base for a RS. In particular the stereotypes stability and their 
ability to capture user-to-item preference traits. This last characteristic is deemed 
important but it is often overlooked in techniques that are viewed as black boxes 
and RS driven by deep learning. We wish to gather whether the stereotypes 
learned have the ability to represent user preferences, in a way that is independ-
ent from assessing recommendations.

The paper is organised as follows: Section 2 reviews work related to addressing the 
cold-start problems. Section 3 presents the underlying ideas on how to generate rat-
ing and preference-independent item-based stereotypes. Section 4 shows the results 
of the automatic procedures for assembling stereotypes for the two datasets: the inte-
grated MovieLens/IMDb and the Amazon. Section 5 discusses a statistically driven 
approach to the evaluation of the stereotypes. The application of the stereotypes in 
the context of recommendation for new user and new item is given in Sect. 6. Sec-
tion  7 provides an assessment of the proposed systems against recommendations 
driven by standard factorisation methods as well as factorisation methods with the 
embedded item and user metadata. Finally, in Sect. 8, we draw our conclusions and 
identify future work.

2 � Related work and contribution

Elahi et  al. (2018) provides a comprehensive review of the recent developments 
in addressing the cold-start problems. Historically, cold-start phases have been 
addressed by implementing hybrid recommendation techniques, combining collab-
orative and content-based filtering (Adomavicius and Tuzhilin 2005; Barkan et al. 
2019; Burke 2002; Cella et al. 2017; Cohen et al. 2017; Frolov and Oseledets 2019; 
Ricci et al. 2015). Deshpande and Karypis (2004) argue that the new user and new 
item problems can be related to the sparsity of the rating matrices. Users can be 
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grouped based on the available information about them. For example, see the use of 
demographics information by Pazzani (1999) and Krulwich (1997).

Other works suggest extracting information about the new user from social 
media—for example, see Sedhain et al. (2014), Alahmadi and Zeng (2015) and Du 
et  al. (2017)—or linking across domains—for example, see Enrich et  al. (2013), 
Fernández-Tobías et  al. (2019) and Mirbakhsh and Ling (2015)—by using the 
knowledge of ratings and tags assigned by the users to items in an auxiliary domain 
(e.g. movie ratings) to model preferences in a target domain (e.g. book purchases). 
Fernández-Tobías et  al. (2016) proposed three strategies of user personality infor-
mation and applied them to CF to solve the new user problem, while Nasery et al. 
(2016) and Kalloori and Ricci (2017) incorporated feature-based preferences 
between items to alleviate the cold-start problem.

Special approaches for handling the new user and new item problems consist of 
requiring a first compulsory training period of the RS on every new user and new 
item before performing recommendations (see Elahi et al. 2014; Linden et al. 2003). 
Such works demonstrate the inherent difficulties of handling pure cold starts; they 
usually improve recommendations over simpler baseline models once the users and 
items become ‘known’ via a series of directly expressed preferences or, as Nasery 
et al. (2016) suggests, as indirect preferences expressed to features.

A range of techniques that increase efficiency by reducing the cardinality and 
sparsity of the rating and consumption matrix include those built upon the idea of 
factorisation of the user-to-item rating matrix (Braunhofer et  al. 2015; Frolov and 
Oseledets 2019; Koren 2008; Sarwar et al. 2000). These techniques, among which 
the singular value decomposition (SVD) is probably the most popular thanks to the 
success obtained in the Netflix grand prize (Koren et al. 2009; Koren 2009), aim to 
reduce the dimensionality of the rating matrix by projecting the ratings over a latent 
factor space. This process enables researchers to determine how users rate items. 
Most of the studies referenced in this work, when reaching the prediction stage, rely 
on factorisation techniques to reduce the dimensionality of the user-to-item matrix 
or to provide a latent space where clustering methods are applied (for example, see 
Braunhofer et al. 2015).

In addition to the above-mentioned methods, it is also preferable to use classes 
like stereotypes as a mechanism for generating recommendations for users in the 
cold-start scenario. A range of studies (Brajnik and Tasso 1994; Kay 1994a, b) fol-
lowed the ideas of user-based stereotyping presented by Rich (1979). Up until the 
late 90s, the construction of stereotypes had been almost exclusively manual and 
driven by expert knowledge. Lamche et  al. (2014) conducted an evaluation of the 
effectiveness of a user-based stereotypes recommender system for the mobile fash-
ion domain. However, the stereotypes were identified by the author beforehand. 
Kamitsios et al. (2018) presented a stereotype-based user model in an educational 
game to offer personalisation according to a player’s skill. Likewise, the stereotypes 
(i.e. mode of the game) were identified by the author. The effectiveness of stereo-
type-based RS in digital library ‘Sowiport’ was measured by Beel et al. (2017). The 
results were not encouraging as the authors assumed one class of stereotypes only 
(i.e. students and researchers). Thus, all Sowiport visitors were receiving similar 
recommendations related to specific topics. The work by ALRossais and Kudenko 
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(2018a) provides a first attempt at evaluating stereotype-based and non-stereotype-
based RS. Nevertheless, in such work, stereotypes were still built using expert 
knowledge.

The work of Paliouras et al. (1999) provides one of the first attempts to ‘learn’ the 
user and item classes via supervised learning techniques. Grouping of features, or 
clustering, was soon introduced as a way to address the sparsity of rating matrices, 
especially in the context of classifiers and probabilistic-based systems (Eskandanian 
et al. 2017; Khalaji et al. 2012; Ungar and Foster 1998). A wealth of research has 
focused on the application of classification and grouping methodologies to CF and 
CBF for clustering—see O’Connor and Herlocker (1999)—and for forests of trees—
see Koprinska et al. (2007). However, this research does not address the cold-start 
phases.

Adomavicius and Tuzhilin (2005) and Braunhofer et al. (2015) attempted to apply 
grouping methodologies to the cold-start phase and, in particular, to the new user 
case. In the extreme cold-start scenario, if no data is available, the system may rec-
ommend popular items or items with the highest average ratings, as discussed by 
Fernández-Tobías et al. (2016). Recent work on clustering for RS indicates its popu-
larity as a method for enhancing recommendation quality (Rimaz et al. 2019). It is 
important to note that the majority of the clustering-, similarity- and dimensional-
ity-reduction approaches developed for filtering-based systems or to solve cold-start 
problems all operate on the user-to-item preferences (or ratings) matrix (Du et al. 
2017; Felício et  al. 2016, 2017; Kluver and Konstan 2014; Mauro and Ardissono 
2019; Mirbakhsh and Ling 2018; O’Connor and Herlocker 1999; Sacharidis 2017; 
Sollenborn and Funk 2002; Shani et al. 2007; Wibowo et al. 2018). Recently, group-
ings of users and items have been performed via neural networks-driven text embed-
ding, like word2vec doc2vec, leading to an algorithm capable of grouping users and 
items via their metadata. These approaches have been tested for cold-start scenarios 
in (Misztal-Radecka et al. 2020).

The present work approaches the problem differently by investigating the pos-
sibility of obtaining a viable RS that uses stereotypes generated directly via the 
feature’s metadata similarities instead of ratings and preferences. The concepts of 
rating’s agnostic stereotype had been preliminary introduced in (ALRossais and 
Kudenko 2019), the present work builds on such concepts to derive a more formal 
definition and evaluation of stereotypes in the context of cold-start recommenda-
tions. Ratings- and preferences-agnostic stereotypes lead to significant dimensional-
ity reduction when the RS is trained but, at the same time, retain sufficient flexibility 
for capturing general preference traits in a population of users.

The main contribution of the present work is to highlight the benefit to the RS 
community of adopting stereotypes during cold start, especially those that have been 
built using item and user metadata relationships, not embedding past user-to-item 
preferences. Every result presented from Sect. 6 onward is data that is shown to cor-
roborate the ability of stereotypes to provide an alternative way to get better recom-
mendations (under several metrics) for the new user and new item phases. In exam-
ining the results the second most important finding arises, as a side product of the 
research, namely that the improvement in cold-start recommendations appears to be 
independent of the recommendation technique used, providing RS researchers with 
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an extra dimension for improvement. Other secondary novelty contributions are 
presented in the work, a formal test framework to evaluate stereotypes before using 
them in a RS, a metric to evaluate serendipity for complex categorical features.

3 � Constructing item‑based stereotypes

While stereotypes have been loosely introduced earlier in the paper, the objective 
here is to define associations between metadata features for both users and items. 
Such associations prove helpful to an RS in categorising both new users and new 
items to generate recommendations when few reviews are available. This section 
provides a general explanation of how such metadata-driven relationships may be 
discovered.

When considering a dataset that is complex and rich in item and user metadata, 
such as the combined dataset of MovieLens and IMDb (ALRossais and Kudenko 
2018b), one must consider a range of features, from simple numerical to categori-
cal and complex categorical. A categorical variable is defined as complex when (1) 
it cannot be easily translated into a numerical variable via encoding, (2) when the 
semantics of the categories play an important role in the optimal determination of 
stereotypes and (3) when it is multi-choice (e.g. there is no predefined minimum 
or maximum number of labels that describe the item or user). These variables can 
be viewed as multiple-choice answers on a questionnaire, with the underlying idea 
being ‘pick all that apply’. In the movie domain, typical examples of complex cat-
egorical features include the ‘genre’ and ‘keywords’ used for labelling movies. For 
instance, for one item the genre may be categorised as ‘drama’, whereas for another 
item might be ‘drama’ in addition to ‘romance’ and ‘historic’.

Clustering-based algorithms applied to item metadata provide a direct represen-
tation of stereotypes along with valuable insights into which features drive class 
separations. The main challenge in the application of a clustering algorithm resides 
in the standardisation of the data. Most clustering algorithms (e.g. k-means and its 
variations) work with Euclidean distances. For categorical features, the concepts of 
distance and order may be difficult to define and, when significant, may introduce 
unexpected false relationships.

The k-mode algorithm (Huang 1998) was introduced to deal with categorical 
data. The clustering cost function is minimised using a frequency-based method to 
update the modes. Several marginal improvements have been introduced (Aranga-
nayagi and Thangavel 2009; Sangam and Om 2015). The k-modes clustering algo-
rithm can be initialised in different ways. According to Huang (1998), the artefacts 
(i.e. the centroids) are placed randomly across the feature space, and according to 
Cao et al. (2009), they should be placed based on their initial estimated density. This 
work demonstrates that k-modes may not be the preferred choice for stereotyping, 
and we introduce an alternative approach.

Recently, Cao et  al. (2017) suggested an algorithm for clustering categorical 
set-valued data. However, the algorithm fails to consider the effect of correlation 
between labels. For providing recommendations, our proposed method rests on the 
effects of multi-label correlation.
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3.1 � Stereotypes for complex categorical features

For a complex categorical feature, there exist several entries where multiple labels 
are assigned to the same item. One can compute the correlation matrix between 
categories Ri,j (see Tsokos (2009) for the definition). Ad-hoc correlation groups, 
following Zimek (2008), can convey information about the similarities and dis-
similarities of the labels involved. However, to formalise further, the clustering of 
the correlation matrix can be performed. Hence, it is necessary to introduce both 
a metric defining distances between a pair of observations and a ‘linkage’ crite-
rion to define the similarities among groups (clusters) of observations. Suitable 
metrics from the correlation entries can be obtained in several ways (see Podani 
(2000) for a range of dissimilarity metrics examples). In the context of this study, 
a simple linear metric (also referred to as penalty P) is adopted.

In the hierarchical clustering literature, many alternative linkages have been pro-
posed (Friedman et al. 2001), with the single, complete and Ward linkages among 
the most widely used. The suggested method for automatically creating stereotypes 
for complex categorical features rests on the systematic truncation of the dendro-
gram of the hierarchical clustering procedure. One must choose which penalty func-
tion to adopt. A quadratic penalty tends to compress excessively toward 1.0 entries 
that have low correlations (e.g. less than 0.4 in absolute value). The resulting den-
drograms would appear too compressed when using correlation matrices that have 
low correlations in magnitude. Instead, the linear penalty  (1) is better suited for 
exploring scenarios where the correlations are low on average.

Dendrogram truncation criteria can be implemented by examining how the 
linkage merge iterations shape the clusters discovered, moving up the dendro-
gram branches from stronger links toward weaker ones. From a certain point 
forward, the discovered structures begin to merge toward a single cluster. This 
dynamic can be summarised by monitoring the average cluster size and the num-
ber of clusters formed up to a given iteration. Therefore, the cut-off procedure can 
be implemented via a dual criterion: (1) by looking for the last local plateau in 
the number of clusters as a function of the iteration and (2) by applying a reverse-
elbow procedure to the average cluster size. The two criteria can also be coupled 
by taking the ratio, at any iteration, of the average cluster size divided by the 
number of clusters formed, which is referred to as the dendrogram iteration ratio. 
The cut-off procedure then reduces to finding the highest iteration exhibiting a 
local minimum in the iteration ratio. The only scenario in which this idea would 
fail is in the case of a monotonically increasing dendrogram iteration ratio, which 
is found when no true underlying groups exist in the data (e.g. the data represents 
a collection of items that do not belong together, and it is grouped into a single, 
ever-growing cluster). In this special case, the conclusion is that the feature can-
not be split into stereotypes. The complete procedure to create stereotypes for 
complex categorical features is illustrated in Algorithm 1. 

(1)Pi,j = 1 − |Ri,j|
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3.2 � Stereotypes for numerical features

When working with numerical features, we are interested in creating generalisa-
tions that may be useful for an RS in identifying patterns. For example, in the movie 
domain, we may discover that users in their 40s like 80s movies, while teenag-
ers prefer high-budget movies. These basic examples show potential relationships 
between user age groups (a numerical feature) and other numerical features of the 
items (e.g. the year of production or the budget).

Numerical features can be discrete, continuous, or mixed and either single or 
multimodal. When a feature is multimodal, a natural method for creating numeri-
cal stereotypes is to select the most relevant modes and intervals around them. This 
definition seems operatively simple. However, the simplicity is challenged by the 
fact that distributions are derived via numerical approximations of the probability 
density functions, for example, via a kernel density estimation (KDE) (Chen 2017).

Numerical approximations often result in a ‘wiggled’ graph with each local max-
ima potentially indicative of a mode. An algorithm is required to automatically clas-
sify the peaks in a histogram (or KDE) according to their significance. This problem 
is not as simple as ranking local maxima in a function. Figure 1 shows an idealised 
fictitious probability distribution with four local modes. If the local maxima in the 
figure were ranked via their probability density (i.e. ranking them as A, B, C and 
D), the ranks would not be representative of the structures. In Fig. 1 it is notable 
that peak ‘A’ is the most significative effect, and peaks ‘D’ and ‘C’ are somewhat 
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lower-level effects that represent well-defined areas of the distribution. Peak ‘B’ 
likely represents noise around ‘A’.

A formal solution to this problem was provided in the mathematical branch of 
computational topology and particularly in the field of persistent homology (Edels-
brunner and Harer 2010). The concept of significance (i.e. persistence) can be used 
to such a scope. Persistence is better explained with a classic topology example: the 
function is analogous to a submerged mountain, with an initial water level above the 
global maximum A. As the level drops, whenever it reaches a local maximum, a new 
island is born, and whenever it reaches a local minimum, two islands merge (the 
lower island merges into the higher). The lifespan of an island is correlated to its 
significance, also called persistence. In Fig. 1, the persistence of each local maxima 
is shown via the vertical blue bars, which allows the desired ranking of the local 
maxima: (A, C, D and B).

In this study, numerical features are divided into two categories. Type I features 
are such that the sample distribution has a number of significant modes greater or 
equal to two, and the estimated proportion of the population sample that can be 
attributed to such modes is relevant (i.e. greater than or equal to 60%). Features that 
do not respect such conditions are called Type II features, and the stereotypes are 
built using percentile-driven intervals (e.g. quartiles).

4 � Stereotype creation experiment

To demonstrate and assess the proposed recommendation methodology, we per-
formed the cold-start experiments using two datasets: the integrated set of Mov-
ieLens with added metadata from the IMDb database and the publicly available 
dataset of reviews for item purchases from Amazon.com. The MovieLens dataset, 
one of the most popular datasets for recommendation problems, continues to be 
widely used in the research literature (Eskandanian et al. 2019; Harper and Konstan 
2016; Trattner and Jannach 2020; Wasilewski and Hurley 2019; Zheng et al. 2018). 
Fewer works have considered integrating the MovieLens dataset with the item-based 
metadata from IMDb. Two such recent works are Rana and Bridge (2018) and Bar-
kan et al. (2019). In this research, all the item metadata features available in IMDb 

Fig. 1   Fictitious probability 
density approximation
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are integrated into the MovieLens reviews, as discussed by ALRossais and Kudenko 
(2018b).

The second dataset from Amazon.com has also been the subject of intensive 
investigation, due to the high sparsity, both in the normal recommendation context 
(Musto et  al. 2017; Wibowo et  al. 2018) and in cold-start scenarios (Zheng et  al. 
2018). This research focuses on two subsets of the large Amazon dataset (He and 
McAuley 2016), namely: ‘Sport and Outdoors’ and ‘Clothing, Shoes and Jewellery’.

After addressing the users and items with poor or missing metadata, the resulting 
sizes of the datasets are summarised in Table 1. This section explains the stereotype 
creation experiments, showing key results for the MovieLens/IMDb dataset. Similar 
results were obtained for the Amazon.com dataset, which is not shown in this sec-
tion for brevity but used in later sections for recommendation purposes.

The two dataset selected with the scope of illustrating the proposed methodol-
ogy both display a range of features which span the types of numerical, categorical 
and complex categorical. These three metadata types can be thought of representing 
the most widely encountered features across a range of domains. They are not by 
any means an exhaustive set; several modern feature types exist that are specialised 
for each particular domain, for example, visual features for movies as discussed in 
Deldjoo and Cremonesi (2018) and references within. While such specialised fea-
tures may be critical for recommendations in their respective domains, they are not 
considered within this scope as to keep the introduction of our methodology as gen-
eral and domain independent as possible during the formulation. The specialisation 
of the proposed methodology to domain specific fields and features is the subject of 
future work.

4.1 � Results for complex categorical features

To illustrate the treatment of a complex categorical feature, we use the MovieLens/
IMDb ‘Genre’ feature as an example. Figure  2 shows the correlations among the 
feature labels after a simple grouping is performed via a greedy search algorithm. 
The grouping was performed to improve the display of data, and it does not affect 
what follows. The average in sample correlation for genre is low in absolute value. 
Therefore, a linear penalty and Ward linkage are used as suggested in Sect. 3. Fig-
ure 3 shows the resulting dendrogram (left) and dendrogram iteration ratio (right), 
with the iteration number highlighted where the algorithm suggests cutting the 
dendrogram.

Table 1   Statistics of the MovieLens/IMDb and Amazon datasets

Dataset  MovieLens /IMDb Amazon Sport & 
Outdoors

Amazon Clothing, 
Shoes & Jewellery

No. of items 3,827 478,898 1,136,004
No. of users 6,040 1,990,521 3,117,268
No. of ratings 1,000,209 3,268,695 5,748,920
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The stereotypes obtained for the genre feature are shown in Table 2. For refer-
ence, and to provide a comparison with an independent methodology, the clusters 
obtained by applying k-modes are also reported in the same table for k = 5, with 
both the initialisation procedures proposed by Huang (1998) and that by Cao et al. 
(2009). In the k-mode cases, there was not a single well-identified kink in the elbow 
plot relating to this methodology (plot not shown), making the choice of k arbitrary. 
It was observed that the frequency-based concepts underneath k-modes lead to the 
absence of lower-frequency labels. It can be argued that these labels should indeed 
be retained as they may represent specific niche user preferences and are required in 
the recommendation items coordinates as shown later in the paper. Similar results 

Fig. 2   Correlation matrix for the genre feature

Fig. 3   Genre dendrogram using linear dissimilarity and Ward linkage and the resulting iteration ratio
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were obtained for the feature keywords (not shown) and for Amazon.com’s complex 
categorical features (not shown), providing empirical evidence that Algorithm  1 
yields a better grouping approach than k-modes for the stereotype construction of 
complex categorical features.

4.2 � Results for numerical features

The concepts of persistence and barcode suggested in Sect. 3.2 were implemented 
in Python for a one-dimensional real valued sequence. In the MovieLens/IMDb ste-
reotype generation example, the numerical discretisation of the probability density 
function was performed using 20–40 bins. We can estimate that a jitter of +/- 2.5% 
is, in this case, the limit between signal and noise. Therefore, we disregard as not 
significative all modes associated with a population of less than 4%.

The stereotype construction procedure applied to the numerical features of the 
MovieLens/IMDb dataset identified seven features of Type I (stereotyped via the 
persistence procedure discussed in Sect. 3.2) and seven features of Type II (stereo-
typed via percentiles). For the features spanning several orders of magnitude (e.g. 
budget, revenue and vote count), the natural logarithm of the feature was used as a 
transformation to compress the scale. Table 3 shows two examples of stereotyped 
numerical features: one example of a Type I feature (budget) and one example of 
Type II feature (release year). For each feature, the table reports the following: (1) 
the feature mode (i.e. the local modes identified in the distribution of the feature, if 
any); (2) the barcode, expressed as a probability value that was attached to that mode 
if any was identified; (3) the fraction of the population that the mode is deemed 
to represent (or that the stereotype is deemed to represent in the case of Type II 
features); and (4) the lower and upper bounds associated with each stereotype. The 
numerical discretisation adopted in the presented case the limit between signal and 
noise is a jitter of +/- 2.5%. Therefore, all modes associated with a population of 

Table 2   Genre feature: stereotypes and k-modes resulting from centroids composition for five clusters

Stereotypes Centroid Composition (Huang) Centroid Composition (Cao)

1 [Music, Musical] [Drama, Comedy, Romance] [Family, Children’s, Animation]
2 [Fantasy, Animation, [Drama] [Drama]

Family, Children’s]
3 [Action, Adventure, [Adventure, Family, [Comedy, Adventure, Family,

Western] Children’s, Animation] Fantasy, Children’s]
4 [War, History] [Comedy] [Comedy]
5 [TV Movie, Documentary, [Thriller, Action] [Thriller, Action, Adventure,

Foreign] Science Fiction, Sci-Fi]
6 [Film Noir, Crime, Thriller,

Mystery]
7 [Romance, Comedy, Drama,

Horror]
8 [Science Fiction, Sci-Fi]
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less than 4% are deemed not significative. Budget falls into a bimodal example, lead-
ing to its categorisation as a Type I feature, with the following split in between low- 
and high-budget movies. The release year has no such statistical property. Thus, it 
is categorised as Type II and is stereotyped in the years group driven by percentile 
separations.

5 � Preliminary evaluation of stereotypes

In this section we introduce a series of comprehensive statistical tests that has been 
performed to evaluate the quality of stereotypes prior to recommendations. The test 
framework that follows can be viewed as an extra contribution to the automation 
of stereotypes creation. For each stereotype created on the in-sample data, the fol-
lowing statistical tests have been formulated to evaluate the stability, accuracy and 
predictive content of the stereotypes:

•	 A hard test (the most severe) that checks the entity of the discrepancies between 
the stereotypes discovered in training and those that would be independently dis-
covered on the ‘unseen’ test data.

•	 A soft test in which the stereotypes are generated over the aggregate dataset and 
used to obtain the ‘true’ stereotype coordinates for each metadata coordinate 
of every item in the test data. These coordinates can be used to benchmark the 
accuracy of the predicted stereotype.

•	 A predictive power test of the user’s preference traits. In this context, ratings and 
preferences are used to assess how each stereotype is capable of representing the 
user’s population preference traits.

The hard test consists of comparing the stereotypes obtained over the training 
data with the stereotypes obtained independently over the test data. For complex 

Table 3   Modes of the Type I feature (if the population is less than 4%, the mode is deemed not signifi-
cant) and Type II feature (using quartiles intervals)

Feature Mode Barcode 
(Probability)

Fraction of Population Stereotype Lower Bound Upper Bound

Type I Feature Example: log (budget + 1 [USD])
0.000 0.4903 0.52 True 0.000 4.024
16.096 0.1481 0.42 True 4.024 18.308
4.024 0.0013 not significative False – -
18.308 0.001 not significative False – -
Type II Feature Example: release year
– – 0.25 True 1918 1980
– – 0.25 True 1980 1993
– – 0.25 True 1993 1998
– – 0.25 True 1998 Present
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categorical features, this comparison is performed by scoring how close two 
sets of labels are. This provides a measure of precision by looking at one minus 
the ratio of the number of labels in the set difference between the labels of the 
stereotype examined and the reference stereotype to the total labels of the ref-
erence group. A similar measure of precision can be obtained for the numeri-
cal stereotypes by first measuring two quantities: (1) the normalised difference of 
how far the centre of probability masses are located from stereotypes that repre-
sent the same part of the population ( �Xsj,si

P
 ), where si, sj are the two stereotypes 

under comparison, and 2) the difference in probability masses ( �Psj,si ). Next, a 
proxy for precision is defined as ( 1 − �X

sj,si

P
)(1 − �Psj,si) . In both cases, the maxi-

mum precision is 1.0, with a 0.0 issued in the limit case of no match between the 
stereotypes.

Figure 4 displays the results of the more restrictive test; for each feature, the 
figure displays the average as well as the maximum and minimum precision val-
ues recorded across the stereotypes generated for that feature. The results of the 
comparison between the 8 stereotypes for genre feature is that there is an 88% 
accuracy (average match), with a median match of 100%—indicating that in most 
of the stereotypes there is a perfect one-to-one match between the stereotype 
composition derived on the training data vs those derive on the test data.

For most of the remaining features, the average precision is well above 80%, 
which indicates a remarkable stability of the stereotypes on unseen data for the 
dataset under examination. The Amazon experiment (not shown) displays even 
higher average and minimum values of precision.

Fig. 4   Restrictive test results: maximum, minimum and average precision values (for the precision 
metric of the hard test as defined in the text) recorded across the stereotypes generated for that feature. 
For example, for the feature genre, there is an 88% accuracy (average match), with a median match of 
100%—indicating that in most of the stereotypes there is a perfect one-to-one match between the stereo-
type composition derived on the training data vs those derived independently on the test data
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The soft test is instead performed by using a standard classification approach. 
Complex categorical features, given their set value property, require ad-hoc metrics 
for scoring how much the projected stereotype differs from the ‘true’ stereotypes. 
This classification is performed by introducing a mismatch ratio, defined for each 
item in the test data as the ratio of the number of predicted stereotype labels not 
matching the view of the ‘true’ stereotypes to the total stereotypes labels of the pair 
of stereotypes under comparison. The evaluation shown in Table 4 highlights that 
the distribution of the results over the items of test data is composed of a significant 
number of perfect matches and a smaller number of considerable mismatches. In 
most cases, a new item would be well categorised in its stereotypical representation. 
However, in the few cases where the stereotypical representation is not correct, it 
will be substantially inaccurate. For the soft test of numerical features, the standard 
metrics of accuracy and F1-score (Friedman et al. 2001) are presented in Table 5. 
Overall, the soft test confirms the remarkable stability of the structures discovered, 
thus paving the road to using such stereotypes in the context of recommendation. 
Comparable results with the same high level of accuracy were obtained for the Ama-
zon dataset (not shown).

The last statistical test examines the degree to which a user’s preference traits 
can be described via the stereotypes. One can test how biased a user’s selections 
are—i.e. does the user display a statistically significant positive or negative bias 
toward a stereotype compared to the item’s population distribution? For example, 

Table 4   Soft test: descriptive 
statistics of mismatch ratio for 
MovieLens/IMDb complex 
categorical features

Feature Average (%) Median (%) Number of 
nonzero

Average 
of nonzero 
(%)

Genre 3.5 0.0 56 73
Keywords 14 0.0 267 61

Table 5   Soft test: stereotypes 
evaluation for MovieLens/IMDb 
numerical features

Feature Name F1-score Accuracy (%)

Cast gender bias 1.0 100
Log (budget) 1.0 100
Cast popularity 0.77 75
Country 1.0 100
Director popularity 0.86 83
Log (revenue) 1.0 100
Log (vote count) 0.98 98
Popularity 0.99 98
Prod. comp. popularity 0.86 85
Release time of the year 1.0 100
Release year 0.98 98
Runtime 0.98 98
Vote avg. 1.0 100
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in a simplified scenario, suppose that all the items’ metadata could be described via 
three stereotypes: stereotype A accounts for 40% of items, B and C for 30% of items 
each. Suppose a user selects 50 items, 40 of type A and 10 of type C so that the 
user’s selections are 80% of type A, 0% of type B and 20% of type C. Based on the 
number of selections and numbers of items in the population, it is possible to con-
clude that types A and B show positive and negative preferences, respectively, while 
nothing can be said about type C. This type of reasoning can be applied via a sta-
tistical test whose null hypothesis is as follows: ‘For the stereotype investigated, the 
user consumed a proportion of items that is similar to the proportion expected if the 
stereotype had no influence in the user’s choice’. Rejecting the null means that the 
stereotype does indeed influence the shaping of the user’s preferences.

The mechanics of the test are carried out via the calculation of confidence inter-
vals for the difference of two proportions arising from binomial and multinomial 
distributions. This statistical problem was studied by Agresti and Coull (1998), and 
a formula for the confidence interval corresponding to a given statistical significance 
level was proposed in the same reference.

By examining the results of the Agresti and Coull (1998) test across the thou-
sands of users in the test dataset and across all features and stereotypes, one can 
develop an understanding of whether or not stereotypes describe user’s preferences. 
Preferences here indicate both positive and negative biases. For example, the fact 
that the Agresti and Coull (1998) test shows that it is statistically significant that a 
given user has not consumed a number of items falling into a particular stereotype 
(for example, low-budget movie items) still indicates valuable information for an 
RS.

Table  6 displays the results of the application of the Agresti and Coull (1998) 
test with 99% confidence. The table is ordered by the proxy of how significant the 
feature is for the user’s population and can be read as follows: for the feature genre, 
only 12.3% of users display no significative positive or negative preferences toward 
at least one of the genre stereotypes (i.e. 12.3% of the users have review sets for 
which no genre is positively or negatively preferred). Of the users displaying at least 
one positive preference (87.7% of the population), only 26% display a large posi-
tive preference (LPP) toward at least one stereotype, and 30% display a large nega-
tive preference (LNP) toward at least one stereotype (the two may not be mutually 
exclusive). The discovered stereotypes are indeed capable of describing positive 
and negative preference traits for over 70% of the users. The table also shows how, 
across feature types, the typical number of stereotypes with the ability of engaging 
user preferences are between 1 and 3. Some users may be more responsive to the 
stereotype of certain features than other users; for example, some users may be more 
engaged with the cast popularity of the movie and its budget, while other users with 
the movie genre.

When the same tests were performed on the Amazon dataset (not shown), we 
found that the number of users indifferent to all of the stereotypes of a given feature 
fell within a similar range as that identified for the MovieLens/IMDb dataset, with 
the most descriptive stereotyped features leaving just 16% of the population indiffer-
ent. The stereotypes of the less descriptive features of users preferences left 58% of 
the population of users indifferent. Furthermore, in the Amazon dataset, we found 
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that up to 70% of the users exhibited a strong positive or negative preference for at 
least one or more stereotypes.

This section concludes with two observations; the first is that, in the experiment 
under examination, the stereotypes obtained via the proposed methodology have 
been shown to be stable on out-of-sample data in both the hard and soft tests (i.e. 
they accurately describe the item population metadata with a reduced set of dimen-
sions, and they are capable of describing users’ positive and negative preferences). 
These tests are key to confirming that, for the problem at hand, one can proceed to 
embed the stereotypes as the base coordinates in an RS. The second observation is 
that the suite of test presented as a way to aid the preliminary evaluation of the ste-
reotypes can be considered among the contributions of this research.

6 � Stereotype‑based recommendation performance

Traditionally, RS research has focused on predicting the rating that users would give 
to each item. For the rating-prediction task, evaluation is usually based on error met-
rics such as root mean squared error (RMSE) or mean absolute error (MAE). Rat-
ing prediction continues to be an important performance evaluation aspect of RS 
and has been adopted by recent research (Mauro and Ardissono 2019; Wibowo et al. 
2018). Nevertheless, researchers have acknowledged that accuracy of rating pre-
dictions alone is not sufficient for identifying a quality RS, and the ongoing trend 
is to evaluate ranked lists of items, presenting users with ranked lists of items and 

Table 6   Summary for all MovieLens/IMDb features for the explanatory power of stereotypes via the 
Agresti-Coull test with a confidence level of 99%

Feature % Users 
indifferent

% Users 
with LPP

% Users with 
LNP

Avg of significant 
stereotypes

Total 
stereo-
types

Log (vote count) 1.1 97 95 3.0 4
Popularity 3.0 91 92 2.6 4
Log (budget) 4.3 85 93 2.0 3
Log (revenue) 4.4 85 93 2.2 3
Genre 12.3 26 30 3.3 8
Vote avg. 12.7 66 65 2.0 4
Keywords 18.0 53 46 3.0 25
Release year 22.1 49 57 2.1 4
Director popularity 23.4 19 0 2.03 5
Cast popularity 24.7 43 47 2.2 4
Runtime 25.7 53 28 2.0 4
Prod. comp. popularity 26.7 22 43 1.7 4
Release time of the year 65.4 13 2 1.3 5
Cast gender bias 70.2 6 3 1.3 4
Country 75.6 5 5 2.0 2
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evaluating which RS-derived lists possess qualities such as being relevant and novel 
to the user.

Our presentation of results includes a wide range of metrics, from ratings pre-
dictions and metrics describing the quality of ranked lists to metrics attempting to 
capture the serendipity of recommendations. Specifically, we first predict and rec-
ommend which items a user is likely to consume under cold-start scenarios. For 
this task, we benchmark the stereotype-based model against the same RS model 
using the primitive metadata features and then present the results in Sect. 6.1.1. In 
Sect.  6.1.2, we focus on the rating predictions. Using different machine learning 
approaches with increasing complexity and stereotypes as features, we benchmark 
several RSs against the same models using the primitive metadata features. Our 
main goal is to demonstrate that enriching the user and item metadata via stereo-
types, as described in the research, leads to better cold-start performance regardless 
of the RS algorithm chosen.

In Sect.  7, we benchmark the RS-driven by stereotypes against SVD-based RS 
with metadata. The latter is also known in the literature as a factorisation machine. 
Singular value decomposition with metadata remains a competitive and popular 
approach, especially in cold-start problems as well as when defining top-N recom-
mendations (Frolov and Oseledets 2019; Hadash et al. 2018; Zhang et al. 2017). The 
recommendations of these two approaches are studied under a variety of metrics 
that also comprise ranking quality, including hit rate (HR), mean reciprocal rank-
ing (MRR), mean average precision (MAP), normalised discounted cumulative gain 
(nDCG) and half-life utility (HLU). We also introduce an ad-hoc metric for complex 
categorical features that represent the variety and serendipity of recommendations.

6.1 � Preliminary experimental evaluation

The preliminary evaluation aims at demonstrating the benefits of using stereotypes 
over standard metadata and identifying the RS that is analysed in detail in Sect. 7.

In evaluating stereotypes recommendations, in the sections that follow, for each 
model, two experiments are performed:

•	 New User Experiment. The set of users is first filtered to exclude users that have 
less than 10 reviews. The remaining set of users (5544 in the MovieLens/IMDb 
case, 82622 in the Amazon case) are split into training and test sets. Each pair of 
training and test sets are in the ratio of 70% to 30%. 6 such sub-experiments are 
performed. Each experiment is set up selecting users for the test data randomly 
with the only constraint that each user must be in the test set of at least one 
experiment and it cannot be in the test set of more than two distinct experiments. 
For each experiment the system first generates stereotypes based on all the items, 
and all the users in the training dataset. The system fits the rating provided by the 
users in the training dataset over the model’s features (original metadata, stereo-
types). For each user in the test dataset the model generates recommendations 
and ranked recommendation lists as if the user had not rated any item, and the 
resulting recommendations are compared for each of those test set users to the 
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ones effectively expressed. The resulting metrics (consumption/non consump-
tion, rating value, rank) are reported in the new user experiments, according to 
the metric evaluated.

•	 New Item Experiment. The new item experiment follows a similar pattern. First 
the item group is filtered to exclude items that have received less than 10 reviews. 
The remaining set of items (3395 in the MovieLens/IMDb case, 139261 in the 
Amazon case) is used to generate training and test splits with 6 sub-experi-
ments in the same manner as for the new user experiment. If an item falls in the 
test dataset, all users that have rated those items have their rating removed in 
the training process. For each item in the test dataset (whose reviews had been 
blanked away from all users), the RS generates recommendations for every user.

The results reported are the average over six experiments in which the dataset was 
split in training and test in a 70–30 ratio, as previously described. Performance can 
be evaluated using the average and the distributions around the averages across all 
runs. In the item’s consumption case, the variable predicted is a binary variable 
expressing whether or not a user consumed an item, leading to a ‘user-to-item con-
sumption matrix’. In the rating case, the variable predicted is the rating, which is 
reported on a 1–5 scale for both datasets.

6.1.1 � Cold‑start assessment of item consumption

When performing predictions for an item’s consumption, one is not only interested 
in the class label (0,1), but also in obtaining an estimate of the probability that a user 
will consume an item. For such an experiment, a simple neural network with a sin-
gle layer of neurons and a softmax layer to rescale the output to a probability density 
was chosen as a classifier. Subsequently, this classifier will be referred to as the neu-
ral network with softmax recommender (NNSR).

Baseline Model and Stereotype-Based Models
Given the different nature of stereotypes for complex categorical features and 

numerical features, in this preliminary phase, the recommendations are indepen-
dently evaluated for the two types of stereotypes. This demonstrates that perfor-
mance improvements are intrinsic to the stereotypes approach and not due to a par-
ticular type of feature. For this evaluation, three models are examined:

•	 A baseline model ( NNSRb ) which uses all features available in the item and user 
metadata as they are in the original data.

•	 A complex categorical stereotype model ( NNSRc ) which uses the stereotypes 
for the complex categorical features and reverts to the standard features for the 
remaining features.

•	 A numerical stereotype model ( NNSRn ) which uses the stereotypes for the 
numerical features and reverts to the standard features for the categorical fea-
tures.

In this section, the baseline model serves as the reference model in terms of 
performance.
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Recommendation Results
Table 7 shows the metrics derived from the confusion matrices for the new user 

and new item experiments in the MovieLens/IMDb data. For evaluating the per-
formance of model, the area under the curve (AUC) for both the receiver operat-
ing characteristic (ROC) and the precision–recall (PRC) curves are reported. When 
the predicted classes are very unbalanced, as is the case in scenarios where users 
have consumed only few items compared to the total number of items (e.g. unbal-
anced presence of 0s over 1s in the data), predicting rare ‘1’ events (true positives) 
becomes more important than predicting ‘0’ (true negatives). In such cases, as 
prescribed by Saito and Rehmsmeier (2015), the AUC for the PRC may be more 
indicative of performance of model, although the latter is more difficult to interpret. 
Despite the use of features with lesser dimensions than the original metadata, it can 
be observed that the stereotype-based system provides an improvement in predicting 
items consumption, especially for the true positive metric and the PRC AUC. For 
example, by examining Table 7, the reader can notice that while the standard metrics 
of accuracy and precision might not reveal a substantial difference across systems, 
the true positive rate is improved, by using numerical stereotypes, by 4.5% compared 
to the base system (from 73.32% to 76.6%), and a similar improvement is recorded 
for both new user and new item experiments. In the PRC AUC the improvement 
driven by stereotypes is of the order of 5%, in the case of new item experiment, and 
it seems to be driven independently by both numerical and complex categorical fea-
tures stereotypes. For the new user case the improvement in PRC AUC is lower and 
of the order of 2% (moving the metric from 41.1% to 41.9%), but in a similar fashion 
as the new item experiment it appears to be driven by both numerical and complex 
categorical features.

This first analysis demonstrates that the improvements, which might not be 
noticeable in general precision metrics, are indeed present in the metrics that matter 
most in predicting consumption in the case where the consumed class is rare com-
pared to the catalogue, hinting that the dimension-reduction process intrinsically 
embeds elements of increased predictability during cold-start. This can be viewed as 
supporting evidence toward the use of stereotypes in cold-start phases.

Table 7   Classification-prediction metrics derived from the confusion matrices, including the area under 
the curve (AUC) for both the receiver operating characteristic (ROC) and the precision–recall curve 
(PRC) for the new-user and new-item experiments in the MovieLens/IMDb. (T.P. refers to true positive, 
and F.P. refers to false positive)

New user experiment New item experiment

NNSRb (%) NNSRc(%) NNSRn(%) NNSRb(%) NNSRc(%) NNSRn(%)

Accuracy 71.49 71.68 71.30 70.8 71.3 71.4
Precision 30.27 30.49 30.71 29.6 30.2 30.8
T.P. Rate 73.32 73.55 76.6 73.2 73.8 76.6 
F. P Rate 28.82 28.64 29.6 29.6 29.1 29.5
ROC AUC​ 79.6 80.0 79.8 79.3 80.1 80.9 
PRC AUC​ 41.1 41.8 41.9 40.2 42.2 41.9 
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It is widely recognised that one way to evaluate an RS is by examining the ranked 
lists of recommendations that are produced by truncating the list at N items, typ-
ically referred to as ‘top-N’. By construction, the NNSR systems can predict the 
probability of each item’s consumption by a given user. Later in the paper ranked 
lists will be examined via modern metrics of how useful the items recommended to 
the users are. In this context, we focus momentarily on the ability of stereotypes to 
better predict which items may be selected by which users.

For every new user, the top-N items ranked by probability of consumption are 
selected and crosschecked for actual consumption of those new users, and the preci-
sion metrics are computed for the various NNSR systems. Table 8 shows the sample 
statistics for precision. The table also provides the p-values obtained comparing the 
mean of the two samples. The null hypothesis is that the average precision obtained 
with the two methods are equal. So, rejecting the null hypothesis is equivalent to say 
that there is enough statistical significance that the two means are not the same. And 
when the mean of the stereotypes is higher than that of the base system it implies 
that the model with stereotypes performs better. For example, in the new user exper-
iment for the top 100 items, the base model scores an average precision of 42.44%, 
the stereotype-based model NNSRc 43.29% (an improvement of 2% over base with 
96% confidence) and the NNSRn 44.55% (an improvement of 4.9% over the base 
with over 99% confidence). While in the new item experiment the use of stereotypes 
leads to an improved ability to predict which new items a known user would end up 
selecting across all lists examined compared to the base, for the new user experi-
ment these results point to a statistically significant benefit for larger lists.

In the smallest of the top N lists, albeit the average precision is marginally higher 
using stereotypes, we cannot statistically conclude that they improve the predictions 
under exam. We can however conclude that in no case stereotypes-driven predic-
tions perform worse than the base model predictions.

Table 8   New user and new item top-N recommendations for MovieLens/IMDb including performance 
metrics of stereotype models NNSRc and NNSRn versus the baseline model NNSRb along with the perfor-
mance increase and p-value of the test on the significance of the performance increase due to stereotypes. 
Bold is meant to highlight large p-value for which we have no statistical significance

New user experiment New item experiment

Top50 Top100 Top150 Top50 Top100 Top150

NNSRb Avg Precision 25.70% 42.44% 56.53% 22.87% 41.93% 55.12%
Precision Std 15.9% 14.2% 13.2% 17.8% 14.8% 13.3%

NNSRc Avg Precision 26.16% 43.29% 57.13% 25.49% 43.08% 56.96%
Precision Std 16.0% 14.3% 13.3% 16.0% 14.1% 13.1%
Precision % 1.79% 2.03% 1.07% 11.4% 2.74% 3.34%
p-value 0.36 0.04 0.21 <0.01 0.09 0.04

NNSRn Avg Precision 25.82% 44.55% 58.33% 24.72% 44.74% 58.50%
Precision Std 16.8% 14.9% 13.6% 16.8% 14.9% 13.4%
Precision % 0.47% 4.85% 3.18% 8.09% 6.73% 6.13%
p-value 0.78 <0.01 0.01 0.04 <0.01 <0.01
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The prediction of item consumption is strongly affected by the imbalance in the 
class predicted (i.e. consumed) versus the majority of the observations (i.e. not con-
sumed). In extremely unbalanced datasets, in order to minimise error, classifiers 
have a negative incentive in predicting the rare class, and as a result lean to always 
predict ‘not consumed’. To deal with very unbalanced datasets (e.g. datasets where 
the minority class has a frequency below a few per cent, but above 0.1%) specialised 
techniques exist. The present research has resorted to using the Synthetic Minority 
Over-sampling Technique (Chawla et  al. 2002), for the MovieLens/IMDb dataset. 
While the MovieLens/IMDb dataset has a highly unbalanced class of rated versus 
not rated, with the average user having rated about 1% of the catalogue, in the Ama-
zon dataset the imbalance is even more extreme, with the typical user having just 1.7 
reviews on average. The average user-to-item rating is in the region of sub-0.001% 
of the catalogue. This level of imbalance is also outside the scope of techniques like 
the one referenced. We therefore do not investigate the item-consumption experi-
ment for the Amazon dataset.

6.1.2 � Cold‑start assessment of item ratings

Having demonstrated in Sect. 6.1.1 that the use of stereotypes improves the cold-
start predictions for item consumption and having also demonstrated that both 
numerical and complex categorical stereotypes provide independent sources of 
improvement, this section focuses on predicting rating with the full range of stereo-
typed features.

Given the nature of the rating variable, generally represented as a discontinu-
ous number with R possible values, two options are available: using a classification 
approach in R buckets or predicting the normalised, scaled dependent variable using 
a regression-like algorithm. The literature includes examples of both methods (Latif 
and Afzal 2016) for a classification example and (Spiegel et al. 2009) for a regres-
sion example. Section 6.1.1 demonstrates how stereotypes can be used in a classifi-
cation approach. In this part of the evaluation, the potential benefit of using stereo-
types versus original metadata is investigated using regression-like approaches.

Generally, user-to-item ratings exhibit biases (Bell and Koren 2007). Several 
techniques have been proposed in the literature to account for such biases, see, for 
example, (Bell and Koren 2007; Spiegel et al. 2009). In this study, ratings are nor-
malised per user by converting them to standard scores.

For each of the experiments—new user and new item—several machine learning 
algorithms capable of predicting a numerical target variable are tested, where the 
only difference between the setups evaluated consists of how the predictor features 
are treated. In the baseline model, all features are treated as they are in the original 
dataset. In the stereotype model, all features are treated via their stereotype represen-
tation. The algorithms tested and presented for this evaluation cover the full spec-
trum of algorithm complexity:

•	 A naive approach where a system is metadata unaware and involves either (a) 
predicting a rating that equals the average rating for the item considered (new 
user) with no regard to the specific user or (b) predicting a rating that equals the 
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average rating of the user considered, with no regard to the specific item (new 
item).

•	 A simple linear regression approach where the regression model is a standard 
least-square linear regressor.

•	 A neural network regression approach which is based on a single-layer neural 
network with a softmax layer.

•	 An XGBoost-driven regression where XGBoost stands for eXtreme Gradient 
Boosting and it was developed by Chen (2016) as an implementation of gradient-
boosted decision tree classifiers and regressors (Friedman 2001, 2002).

Rating Predictions and Recommendation Results
Tables 9 and 10 show the key performance metrics obtained for the new user and 

new item experiments, respectively, for the MovieLens/IMDb and Amazon datasets. 
The tables display prediction–accuracy metrics for the naive system and for the RS 
derived via the three different regression approaches, as well as the different treat-
ments of the metadata used by each regressor (original metadata indicated as base 
model versus stereotype model). As expected, using an RS capable of extracting 
rating relationships from metadata reduces the error in cold-start rating predictions 
compared to the naive approach. Furthermore, increasing the regressor’s ability to 
use the metadata improves the rating prediction (i.e. moving from a simple linear 
model to a more complex neural-network-driven regression).

Contrary to what intuition might have suggested, reducing the metadata feature 
space via the use of stereotypes improves rating prediction. For instance, in the new 
user experiment, the improvement in precision metrics gained from using stereo-
typed features is greater than the improvement in the same metrics that arises from 
switching from a simple linear regression model to a more complex one, such as 
a neural network regression. For example, for the Amazon dataset the improve-
ment obtained when using base coordinates vs stereotypes with a XGBoost solver 
is such that the RMSE is lowered from 0.612 to 0.593. That corresponds to a 3% 

Table 9   Performance metrics 
for the new user problem

Dataset MovieLens/IMDb Amazon

Model Base Stereotype Base Stereotype

RMSE Naive 0.963 – 0.76 –
Linear R. 0.940 0.938 0.616 0.604
Neural Net R. 0.918 0.906 0.614 0.598
XGBoost R. 0.913 0.901 0.612 0.593

MAE Naive 0.772 – 0.48 –
Linear R. 0.743 0.742 0.530 0.523
Neural Net R. 0.724 0.712 0.523 0.515
XGBoost R. 0.721 0.710 0.522 0.512

Time Linear R. 10.7 9.1 1.534 1.147
Neural Net R. 69.5 55.6 27.89 18.055
XGBoost R. 90.5 73.2 12.77 5.472
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improvement. Such improvement is larger than the one deriving from improvements 
in the recommendation model. For example, in the same experiment replacing the 
solver from a linear regression to XGBoost only yields an RMSE improvement 
from 0.616 to 0.612, or 0.6%. Hence using stereotypes, in this particular example, 
allows an improvement in RMSE that is of a factor of 5 the one that can be obtained 
improving the sophistication of the recommendation solver. The reader can verify 
in a similar manner for both Tables 9 and 10 that the pattern suggested in the exam-
ple persists, albeit with differing strength, across RMSE and MAE. Most impor-
tantly, the added precision obtained by using stereotypes does not seem to depend 
on the regression model used, suggesting that stereotypes offer an extra dimension 
for improving the quality of recommendations (at least in cold-start phases) that is 
independent of the rating-prediction algorithm used. This finding is one of the most 
important findings of the research justifying the use of stereotypes in the RS com-
munity as an extra ‘direction’ for improvement during cold-start phases.

Finally, with the adoption of stereotypes, the complexity reduction in the meta-
data features can be appreciated via the reduction of CPU time (in seconds) used 
for training a given regression approach. For the most complex regressors, the ste-
reotyped metadata allows for more than 20% improvement in CPU time. All experi-
ments are run on an Intel Core i7-7700K CPU @ 4.2 GHz with 64.0 GB RAM. 
In the experimental evaluation, the time of the Amazon experiment was less than 
that of the MovieLens/IMDb experiment, even though the dataset was larger overall. 
This difference is due to different numerical setups tested in the two experiments. 
For the MovieLens/IMDb experiment, the dataset (size and unbalance) was handled 
with standard storage of matrices. For the Amazon experiment, the vastness and 
sparsity of the dataset required us to introduce further improvements to the memory 
storage of the problem’s matrices, namely using the compressed rows storage (CRS) 
as a sparse matrix storage and operation technique to improve the CPU time.

In the Amazon case an increased complexity in the model underlying RS is not 
met by improvements as for the MovieLens/IMDb case. We attribute this to the 

Table 10   Performance metrics 
for the new item problem

Dataset MovieLens/IMDb Amazon

Model Base Stereotype Base Stereotype

RMSE Naive 1.01 – 0.80 –
Linear R. 0.939 0.934 0.585 0.570
Neural Net R. 0.928 0.917 0.584 0.563
XGBoost R. 0.926 0.918 0.585 0.550

MAE Naive 0.81 – 0.53 –
Linear R. 0.740 0.736 0.515 0.492
Neural Net R. 0.735 0.727 0.511 0.485
XGBoost R. 0.738 0.729 0.510 0.474

Time Linear R. 10.8 8.6 1.193 1.094
Neural Net R. 56.8 34.9 26.239 18.383
XGBoost R. 90.5 71.6 10.799 5.786



891

1 3

Improving cold‑start recommendations using item‑based…

characteristic rating distribution of the Amazon dataset, which are highly skewed 
toward a high rating. Approximately 60% of the ratings were equal to five (the maxi-
mum), and another 20% were equal to four, leaving only another 20% for ratings 
between one and three. Investigation of this particular aspect is outside the scope of 
this paper, and it does not affect our conclusion on the value added by stereotypes.

7 � Cold‑start assessment of recommendations driven by stereotype 
versus SVD‑based RS with metadata

Section 6 shows a broad evaluation of the benefits of introducing stereotypes over 
the original metadata during cold start, and it allows us to select a stereotype-based 
RS to benchmark against another well-known methodology. Matrix-factorisation 
techniques, particularly SVD and SVD++ methods, have gained substantial popu-
larity for addressing problems like sparsity and cold start (Frolov and Oseledets 
2019; Hadash et al. 2018; Zhang et al. 2017). Singular value decomposition repre-
sentation provides an ideal framework for dimensionality reduction. For the sake of 
completeness, we conduct an investigation and compare such techniques with the 
stereotype-driven approach. The standard, classic, formulation of the SVD algo-
rithm does not include the user or item metadata. However, it was shown in the pre-
vious section that without such information, particularly during cold-start phases, 
the recommendations provided would be uninformed. Therefore, a fair comparison 
with SVD and SVD++ should incorporate the user and item metadata in the factori-
sation procedure.

In Sect.  7.1, the concepts behind the incorporation of metadata into SVD and 
SVD++ are revised. In Sect. 7.2, an in-depth analysis of the recommendation qual-
ity of the two approaches (stereotypes and factorisation methods) is conducted; 
such analysis is not limited to recommendation accuracy, but it attempts to investi-
gate other aspects and desirable properties of recommendations, such as utility and 
novelty.

7.1 � SVD/SVD++‑based RS (with Metadata)

The intuition behind SVD and general matrix factorisation methods is that there 
should exist a latent space ( Pf  ) of dimensionality f that determines how a user rates 
an item. User-item interactions (i.e. ratings) are modelled as inner products in that 
space. For example, the user u’s rating of item i, which is denoted by rui , can be rep-
resented as the inner product of two arrays of length f leading to the estimate:

where each item i is associated with a vector qi ∈ Pf  and each user u is associated 
with a vector pu ∈ Pf  . To learn the factor vectors pu and qi (and therefore the latent 
space representations), the system minimises the regularised squared error on the set 
of known ratings. It is important to stress here that these are latent characteristics 
and do not necessarily correspond to the user and item metadata.

(2)rui = qT
i
∗ pu
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The SVD construct is usually expressed in terms of a simple scalar product which 
does not by construction allows the use of users or items metadata. Two enhance-
ments have been proposed to such construct to improve its performance in the cold-
start phase: (1) introducing user-and item-specific biases in the ratings, (2) adding 
user and item metadata.

Enhancements 1 and 2 lead to the decomposition of the rating of user u of item i, 
which is denoted by rui , as illustrated in Eq. 3:

where the terms � + bu + bi represent overall mean, user bias and item bias, respec-
tively. The vectors qi and pu represent the standard SVD terms not discussed here 
for brevity. To include the item’s metadata, a term is added to the right of qi . The 
metadata is encoded to a 1 to enne encoding, giving item i a set of attributes A(i) 
(e.g. genres, movie budget and revenue) via the vector ya . Similarly, a term for the 
user metadata representation via a set of attributes B(u) is added to the right of pu.

In the seminal work on factorisation machines (FM) Rendle (2010) demonstrates 
that a strong similarity exists between SVD++ and FM, with an extra term provided 
by FM for modelling extra users and movies interactions. Inspection of such extra 
term, from section V.B of Rendle (2010) and Eq. 3—which we refer to as SVD with 
metadata—reveals such a strong similarity that it is justified to refer to our SVD 
with metadata formulation as a special version of a FM.

A third enhancement, independent of the two previously discussed, led to the 
technique SVD++. As highlighted by Koren (2008) and Koren et  al. (2009), RSs 
can use implicit feedback to gain insight into user preferences. This step rests in the 
assumption that items that a user has not rated have implicit feedback content: if a 
user has not rated an item, the implicit feedback assumption postulates a negative 
preference.

7.2 � SVD with metadata versus stereotypes recommendations

In this section, the results obtained via SVD and SVD++-based RS (with meta-
data) are compared to the stereotype-based system driven by the XGBoost regres-
sion under the lenses of classical accuracy metrics and modern measures evaluating 
the usefulness of ranked recommendation lists. The results presented show further 
corroborating evidence that stereotypes-aided recommendations are superior to 
the other state-of-the-art systems during extreme cold-start phases. It is important 
to note that in the new user experiment, for the 30% of users in the test set, we 
assumed that no ratings were available, hence the SVD++ technique is not applica-
ble. It should be noted that in the current evaluation, the implicit feedback is incor-
porated in the MovieLens/IMDb experiment for the factorisation-driven RS, but it is 
not used for the stereotype-driven RS. Furthermore, given the sparsity of the Ama-
zon dataset, where the average user has rated 1.7 items on a catalogue with over one 
million items, we feel that the use of implicit feedback is not justified as users are 

(3)rui = � + bu + bi + (qi +
∑

a∈A(i)

ya)
T ∗ (pu +

∑

b∈B(u)

yb)
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simply unable to consume all the items they would like to consume given the time 
and given the financial means required.

Table 11 shows basic prediction accuracy metrics for both the new user and new 
item experiments. The stereotype-based model outperforms all of the SVD-driven 
methods in both RMSE and MAE with the only exclusion being the SVD++ with 
metadata in the MovieLens/IMDb case (i.e. the addition of the implicit feedback 
information in the new item problem). As noted previously, the stereotype-driven 
models do not make use of implicit feedback information.

We move next to the study of performance in ranked lists recommendations. 
The number of reviews is sparse for MovieLens/IMDb, with the average user hav-
ing reviewed around 1% of the catalogue, and extremely sparse for Amazon, with 
the average user having reviewed less than 0.01% of the catalogue. Therefore, it is 
important to note that the disparity between the number of reviews available for the 
average user compared to the number of items in the catalogue naturally leads to 
rank-accuracy metrics that are not comparable across datasets. In what follows we 
show how stereotypes-driven recommendations have a superior performance, with 
an overall high statistical confidence, according to the most widespread metrics for 
evaluation of ranked list; for each metric we present the rationale of the metric and 
discuss the results. For the case of ‘serendipity’, where there is little agreement in 
the RS community on how to quantitatively frame such concept, we introduce a 
novel definition of serendipity (or list variety) that fits well the scope of item com-
plex categorical features—which are to be seen often as the most descriptive fea-
tures of items metadata. Also according to our definition of serendipity we obtain 
further evidence corroborating the adoption of stereotypes in RS addressing cold 
starts.

Hit Rate (HR). The simplest way to evaluate top-N recommendation is HR, 
which measures the proportion of successfully recommended items in top-N rec-
ommendations. The hit rate is evaluated at different N (10, 20 and 30), and the 
results are shown in Tables 12 and 13 for the new user and new item experiments, 
respectively.

For both the new user and new item experiments and both the MovieLens/IMDb 
and Amazon datasets, the tables attain a statistically significant improvement over 

Table 11   New user and new 
item cold-start comparisons 
between the recommendation 
model (with stereotypes) and the 
SVD-driven models (with and 
without metadata)

Dataset MovieLens/
IMDb

Amazon

Model RMSE MAE RMSE MAE

New user Stereotype 0.901 0.710 0.593 0.512
SVD without metadata 0.961 0.768 0.733 0.542
SVD with metadata 0.924 0.736 0.613 0.534

New item Stereotype 0.918 0.729 0.550 0.474
SVD without metadata 1.059 0.861 0.773 0.529
SVD with metadata 0.932 0.748 0.588 0.511
SVD++ with metadata 0.905 0.727 – –
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Table 12   Ranking of accuracy metrics for the new user problem as indicated by the model with stereo-
types and the SVD with metadata

For each metric, the p-value of testing the null hypothesis ‘the difference in the metric value between the 
stereotype and the SVD with metadata is not significant’. Low p-value indicates the need to reject the 
null. Bold is meant to highlight large p-value for which we have no statistical significance

n MovieLens/IMDb Dataset Amazon Dataset

Stereotype SVD w. 
metadata

p-value Stereotype SVD w. metadata p-value

HR 10 34% 26% ≪0.01 3.16% 1.50% ≪0.01
20 29% 22% ≪0.01 3.13% 1.47% ≪0.01
30 26% 21% ≪0.01 2.96% 1.44% ≪0.01

MRR - 66% 66% 0.86 4.97% 2.80% ≪0.01
MAP 10 22% 15% ≪0.01 2.89% 2.25% <0.05

20 17% 11% ≪0.01 2.99% 2.55% <0.05
30 14% 9% ≪0.01 3.22% 2.66% <0.05

nDCG 10 61% 57% <0.05 5.80% 3.40% <0.01
20 60% 55% ≪0.01 7.50% 4.20% <0.01
30 60% 54% ≪0.01 8.70% 4.80% <0.01

HLU 10 48 44 <0.05 2.52 1.54 <0.05
20 42 39 <0.05 2.41 1.49 <0.05
30 40 35 <0.05 2.29 1.44 <0.05

Table 13   Ranking of accuracy metrics for the new item problem, including the model with stereotypes 
and SVD (SVD++) with metadata

For each metric, the table reports the p-value of testing the null hypothesis ‘the difference in the values 
between the stereotype and the SVD with metadata is not significant’. A low p-value indicates the need to 
reject the null. Bold is meant to highlight large p-value for which we have no statistical significance

n MovieLens/IMDb Dataset Amazon Dataset

Stereotype SVD++ w. 
metadata

p-value Stereotype SVD w. metadata p-value

HR 10 23% 20% ≪0.01 2.53% 1.40% ≪0.01
20 21% 14% ≪0.01 2.54% 1.45% <0.01
30 21% 11% ≪0.01 2.66% 1.61% <0.01

MRR - 51% 55% ≪0.01 3.66% 2.28% ≪0.01
MAP 10 12% 9% ≪0.01 2.52% 2.08% <0.01

20 10% 6% ≪0.01 2.71% 2.13% <0.01
30 9% 4% ≪0.01 2.77% 2.66% <0.05

nDCG 10 49% 52% <0.05 3.31% 2.90% <0.1
20 49% 51% <0.05 4.47% 4.10% <0.1
30 49% 51%  0.13 6.00% 5.60% <0.1

HLU 10 36 32 <0.01 2.33 1.14 <0.01
20 29 28  0.11 2.30 1.13 <0.01
30 26 26  0.58 2.29 1.12 <0.01



895

1 3

Improving cold‑start recommendations using item‑based…

the baseline with respect to HR. Two noteworthy observations are illustrated. The 
first concerns the new user case for which as N increases the HR decreases; this 
is due to the number of hits identified in the lists being higher in the ranks. There-
fore, as the list grows, the denominator of the HR definition increases faster than the 
numerator, indicating that the discovered hits tend to fall in the high-ranking portion 
of the list. The second observation clarifies the fact that, for the Amazon dataset, 
despite the slightly higher RMSE of the new item case compared with the new user 
case, the latter displays a higher HR. This fact can be explained by the mechanics 
of the experiment: while in the new user case every user is scored against all of the 
items (whether items were rated or not), in the new item case, only 30% of the items 
are retained in the new item test set. The reduced set of items, many of which are not 
reviewed, is responsible for reducing the likelihood that a recommended item will 
actually be reviewed by any of the users.

One extra observation concerns the difference in the values of the metrics 
obtained in the two datasets, where the Amazon values are generally one order of 
magnitude lower than the same metrics for the movie dataset. The explanation for 
this rests on the much larger Amazon catalogue (two orders of magnitude larger than 
the movie catalogue and two orders of magnitude more unbalanced), under such a 
condition a fixed length list is expected to produce lower statistical rank accuracy 
metrics.

Mean Reciprocal Rank and Mean Average Precision. Mean reciprocal rank 
(MRR) is another measure for evaluating systems that return a ranked list (Baeza-
Yates and Ribeiro-Neto 2011), which accounts for the rank of the position of the 
first correctly identified recommendation. While MRR can be thought of as a score 
for evaluating only the top hit, the mean average precision (MAP) provides a more 
suitable measure for ranking the quality of a list rather than just the highest-ranking 
hit. The MAP metric provides a single summary of the user’s ranking preferences as 
described by Baeza-Yates and Ribeiro-Neto (2011). The terminology used is ‘MAP 
@N’ to describe the relevance of the list of the N recommended items.

The results for the MRR and MAP in the cold-start experiments are shown in 
Tables 12 and 13. For the new user case, if only the quality of the top hit is exam-
ined (via MRR), in the MovieLens/IMDb case there is no statistically significant 
difference between the stereotype and the SVD with-metadata RS. For the Ama-
zon dataset, the MRR confirms the improvement brought by stereotypes in the new 
user case. In the new item case, the RS based on SVD++ with metadata displays a 
higher-quality top hit in the case of MovieLens/IMDb. This suggests that, for this 
particular dataset, the use of implicit feedback indeed provides valuable informa-
tion for improving the quality of the top recommendation. Once focus is extended 
past the single top recommendation to a basket of recommendations (HR and MAP), 
then the recommendations provided by the stereotype-based approach constitute a 
statistically significant improvement over the SVD with metadata techniques.

Normalised Discounted Cumulative Gain. The nDCG is a single-number meas-
ure of the effectiveness of a ranking algorithm that allows non-binary judgments 
of relevance. nDCG uses graded relevance, which is accumulated starting at the 
top of the ranking and may be reduced, or discounted, at lower ranks (Jarvelin and 
Kekalainen 2002).
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The results obtained for the two cold-start scenarios comparing the stereotype-
based models and the models based on matrix factorisation with metadata are 
reported in Tables 12 and 13. nDCG confirms the results obtained with the other 
ranking metrics analysed by measuring the average usefulness of our recom-
mendations to the users. The model with stereotypes outperforms the SVD-with-
metadata-based RS with a confidence level of over 95% across all the nDCG tests 
for the new user case and both datasets. For the new item case, the stereotype-
based system was slightly less performant in the MovieLens/IMDb experiment 
and slightly more performant than the SVD with metadata in the Amazon dataset. 
As N grows, the statistical confidence on the nDCG of the SVD++ outperform-
ing that of stereotypes wanes. Our interpretation of this result in the MovieLens/
IMDb data is that it arises due to the use of implicit feedback. Giving a score of 
zero to items that no users in the training sample watched prevents these items 
from being recommended.

Half-life Utility Metric. The HLU was introduced by Breese et al. (1998) on 
the premise that a user presented with a ranked list of results, is unlikely to 
browse deeply into the list. The HLU evaluation metric postulates that the proba-
bility of a user selecting a relevant item drops exponentially as they move further 
down the list. The metric examines an unbounded recommendation list contain-
ing all the items. Given such a list, an item at position j has a probability of 2

(j−1)

(a−1)
 

of being selected, where a is a half-life parameter.
The utility is defined as the difference between the user’s rating for an item 

and the ‘default rating’ for an item (Breese et  al. 1998), with the default rating 
generally assumed to be a neutral or slightly negative rating. As represented in 
Eq. 4, Ru is the expected utility of recommendations given to user u, ruj represents 
the rating of user u on item j of the ranked list, d is the default rating and a is the 
half-life factor (or decay factor).

Figure  5 displays the HLU for the new user and new item experiments using the 
MovieLens/IMDb data for the stereotype model with a decay factor a ranging 
between 3 and 10 and a default rating equal to the median rating in the dataset (three 

(4)Ru =
∑

j

max(ruj − d, 0)

2(j−1)∕(a−1)

Fig. 5   Half-life utility (R) new user and (L) new item cases as a function of the a decay factor (x-axis) 
for the MovieLens/IMDb dataset
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in the MovieLens/IMDb dataset). The HLU increases with the decay factor (assum-
ing that a user is also interested in items further down the list).

Tables 12 and 13 show the comparison between the HLU value at a decay fac-
tor of three using the model with stereotypes versus the SVD-with-metadata-based 
RS. This metric displays a different picture for the two datasets used in this study. 
In the MovieLens/IMDb case, for the new user case, we can assert that the model 
with stereotypes outperforms the factorisation RS with a confidence level over 95% 
and an improvement of approximately 10%. However, for the new item case, the 
HLU values are considerably closer and, given the p-values, we cannot assert that 
the values are statistically different. This behaviour can be ascribed once more to 
the presence of implicit feedback in the MovieLens/IMDb data. When we focus on 
the Amazon dataset, the HLU improvements provided by stereotypes are significant 
with HLU values for the stereotype-based RS as much as double those of the factor-
isation-driven RS. These values are corroborated by a high statistical significance, 
with a confidence level greater than 95% in the new user case and 99% in the new 
item case.

Serendipity. Various definitions have been proposed for this concept in the rec-
ommender systems domain. For example, Herlocker et al. (2004) define serendipity 
as a measure of the extent to which the recommended items are both attractive and 
surprising to the users. To date, various definitions and evaluation metrics for meas-
uring serendipity have been proposed, and there is no wide consensus on a single 
definition. For a comprehensive review of the various definitions and challenges, see 
(Kotkov et al. 2016). Authors often suggest that the definition should adapt to the 
field of application.

The complex categorical features of a dataset enable the introduction of a proxy 
for serendipity by measuring how variegated the top-N recommendation lists are 
concerning such features. We first introduce our proxy for serendipity via an exam-
ple and then generalise to any complex categorical feature. Based on the Mov-
ieLens/IMDb data, it is evident that the genre—a complex categorical feature for 
such a dataset—plays a key role in the selection process for many users. If a sys-
tem obtained high prediction accuracy but did so by always recommending the same 
genre to a given stereotyped user (e.g. a male in his 40s who likes only thriller and 
action movies), then recommendations would not be variegated despite the high 
accuracy that one may achieve. The union of labels for complex categorical features 
in all entries of a top-N list can illustrate the variety within the list. One complica-
tion is the fact that some items are categorised with many labels. It can be argued 
that an item with a well-specified label has more information content (e.g. movie A: 
Drama) than an item categorised with many labels for different genres (e.g. movie 
B: drama, war, history, romance, documentary). The weight of a movie in repre-
senting a genre should be inversely proportional to the number of labels used (i.e. 
a movie whose categorisation represents all 24 genres would add a weight of 1/24 
to each genre, and a movie with many genres would not significantly represent any 
single genre). Therefore, for all items in the top-N list, one can compute the sum of 
the weight contributions of each label (e.g. genre).

The operative definition for a generic complex categorical feature arises naturally 
from the example discussed: assembling a top-N recommendation list and counting 
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all labels represented in the list. Each label is weighted according to its contribution 
to the item representation it is attached to. The sum of all weights for each label pro-
vides a spectrum of how many labels and which aggregate weight they are covered 
in the top-N list. This definition can be applied to any complex categorical feature. 
One RS will be more novel and serendipitous than another if its top-N list covers 
more of those labels.

A parameter k is introduced to represent the minimum value of the score required 
to claim that a certain label was represented. The examination of the abundance of 
labels in the top-N recommendation list at various k-score thresholds can provide a 
detailed picture of the variety in the list. Hence, there is an increased possibility of 
discovering novel and unexpected recommendations. The most representative cat-
egorical feature in each dataset (genre in the MovieLens/IMDb dataset and product 
category in Amazon dataset) are depicted in Fig. 6. The figure shows the number of 
labels covered in the top-N recommendation list (y-axis) as a function of the grow-
ing value of the threshold k (the significance cut off, x-axis) for the stereotype-based 
models. The results obtained for the model with stereotypes for the new user case 
for three different N values, namely Top 10, 20 and 30 are shown in the figure. As 
the list of recommendation increases in size, moving from top 10 to 20 and 30, the 
variety increases, as expected from a serendipitous RS. Each curve can be seen as 
a representation of the potential serendipity of the list recommended, for a given k 
and a given top-N, the higher the number of labels covered the more the potential 
novelty of the list.

Figure 7 shows the comparison in label diversity (number of labels covered) for 
the top 10 recommendation lists produced by the model with stereotypes and the 
SVD-based RS with metadata. If one agrees that a low k value should be in the range 
of 0.5–1, then the model with stereotypes outperforms the SVD model in this proxy 
of novelty and serendipity on both datasets and by a substantial amount (in terms of 
increased novelty provided by a larger number of labels covered). For instance, for 
the top 10 list, a k value of one means there must be at least one item that fully rep-
resents such a label or two items with such a label represented at 50%. The novelty 
tends to align for higher values of k as expected. With these findings, we can con-
clude that a stereotype-based recommendation should be more serendipitous than 

Fig. 6   Diversity (the number of distinct categorical features such as genre and product category) recom-
mended for the model with stereotypes in the MovieLens/IMDb and Amazon datasets
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(or at least as equally serendipitous as) the cold-start recommendations derived from 
factorisation-based SVD with metadata.

Model Complexity and Computation Time. Given a recommendation problem 
with u users, i items, a single-user dimension of encoded features of size uf  and an 
item size of if  , we proceed to estimate the order of magnitude of the models’ com-
plexity. For the stereotype model, the clustering of metadata features has a complex-
ity O(i2

f
+ u2

f
) , and it results in stereotype coordinates of the order su and si for users 

and items, respectively. Hence, the complexity of the learning model applied to the 
stereotyped coordinates is O[max(i ⋅ si, u ⋅ su)]3 . The latter is based on the neural net-
work with one-layer solver—the one with the highest complexity among those 
tested.

The complexity of the SVD with metadata is of O{k1(u ⋅ uf )2(i ⋅ if ) + k2(i ⋅ if )
3} 

(Gene H. Golub 2013). For example, in a simplified scenario similar to that of the 
MovieLens/IMDb dataset, with 1000 users (u) and 1000 items (i), with an encoded 
users features of 20 ( uf  ) and an encoded items features of 100 ( if  ), the stereotype 
generation process has an initial value with a complexity on the order of 202 + 1002 , 
or 10400 operations. The stereotype generation process reduces the encoded user 
features and the item features by a factor between 4 and 5 (this appears to be the 
case in both of the dataset used), leading, for example, to an su of 5 and an si of 
25. The learning model has complexity on the order of [max(1000 ⋅ 5, 1000 ⋅ 25)]3 , 
or roughly 1.5 ⋅ 1013 operations. In the same example, the SVD with metadata 
would require an order of operations (omitting the first user term for simplicity) of 
(1000 ⋅ 100)3 or 1015 operations.

8 � Conclusion and future work

In this paper, we propose a method for automatically discovering item stereotypes 
for different data types. We demonstrate that clustering metadata, when performed 
independently of the user-to-item matrix, provides new metadata features (stereo-
types) which allow for improved recommendation in cold-start phases. The contri-
butions of this paper are twofold. First, enriching the user and item metadata via 
stereotypes leads to enhanced cold-start performance regardless of the machine 

Fig. 7   Comparison of diversity for the model with stereotypes and the SVD-based RS (with metadata) in 
the MovieLens/IMDb and Amazon datasets
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learning algorithm chosen to fit the user-to-item preferences. Second, the improve-
ment via stereotypes is greater than the improvement realised when moving from 
a basic learning algorithm (e.g. linear regression) to a more sophisticated learning 
algorithm (e.g. neural network). The improvement achieved when using stereotypes 
is orthogonal compared to that obtained by refining the underlying solver mecha-
nism. This is the key finding of the research and it suggests that our method can be 
employed in other contexts (e.g. in a deep learning algorithm).

To validate the proposed approach on a movie and retail sales datasets factori-
sation machines, SVD, SVD++, were used as benchmarks, in addition to baseline 
models that employed the primitive features. The satisfactory results have demon-
strated the effectiveness of employing stereotypes in cold-start phases under widely 
applied performance metrics. The limitation of the current methodology is intrinsi-
cally embedded in the simplification and generalisation that the stereotypes intro-
duce. When a user or an item are better known (i.e. past the extreme cold-start 
phase), the generalisations are not as predictive as more detailed and specific rec-
ommendations driven by the information acquired about a user or item. Stereotype-
based recommendations should be phased out from the RS as more personalised 
information about the new user or item is acquired by the system. However, given 
the findings on the various labels of complex categorical features when discussing 
stereotype serendipity, we argue that stereotypes could also be used beyond cold-
start phases to add elements of novelty to recommendation lists.

Several lines of future work arise from the present research, including (1) the pos-
sibility of embedding implicit feedback into the stereotype-based RS learning pro-
cess; (2) the application of the methodology to further datasets, and its extension to 
domain specific features that fall outside the three general types discussed; (3) using 
the stereotypes as base coordinates in more sophisticated deep learning algorithms 
for recommendation; and (4) further investigating the application of stereotypes 
for restoring novelty to recommendation lists when overspecialisation of an RS is 
detected.
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