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Abstract
There is a need for effective methods to teach critical thinking (CT). One instructional 
method that seems promising is comparing correct and erroneous worked examples (i.e., 
contrasting examples). The aim of the present study, therefore, was to investigate the effect 
of contrasting examples on learning and transfer of CT-skills, focusing on avoiding biased 
reasoning. Students (N = 170) received instructions on CT and avoiding biases in reasoning 
tasks, followed by: (1) contrasting examples, (2) correct examples, (3) erroneous exam-
ples, or (4) practice problems. Performance was measured on a pretest, immediate posttest, 
3-week delayed posttest, and 9-month delayed posttest. Our results revealed that partici-
pants’ reasoning task performance improved from pretest to immediate posttest, and even 
further after a delay (i.e., they learned to avoid biased reasoning). Surprisingly, there were 
no differences in learning gains or transfer performance between the four conditions. Our 
findings raise questions about the preconditions of contrasting examples effects. Moreover, 
how transfer of CT-skills can be fostered remains an important issue for future research.

Keywords Critical thinking · Heuristics and biases · Transfer of learning · Example-based 
learning · Erroneous examples · Contrasting examples

Introduction

Every day, we reason and make many decisions based on previous experiences and exist-
ing knowledge. To do so we often rely on a number of heuristics (i.e., mental shortcuts) 
that ease reasoning processes (Tversky & Kahneman, 1974). Usually, these decisions are 
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inconsequential but sometimes they can lead to biases (i.e., deviating from ideal norma-
tive standards derived from logic and probability theory) with severe consequences. To 
illustrate, a forensic expert who misjudges fingerprint evidence because it verifies his or 
her preexisting beliefs concerning the likelihood of the guilt of a defendant, displays the 
so-called confirmation bias, which can result in a misidentification and a wrongful convic-
tion (e.g., the Madrid bomber case; Kassin et al., 2013). Biases occur when people rely on 
heuristic reasoning (i.e., Type 1 processing) when that is not appropriate, do not recognize 
the need for analytical or reflective reasoning (i.e., Type 2 processing), are not willing to 
switch to Type 2 processing or unable to sustain it, or miss the relevant mindware to come 
up with a better response (e.g., Evans, 2003; Stanovich, 2011). Our primary tool for rea-
soning and making better decisions, and thus to avoid biases in reasoning and decision 
making, is critical thinking (CT), which is generally characterized as “purposeful, self-reg-
ulatory judgment that results in interpretation, analysis, evaluation, and inference, as well 
as explanation of the evidential, conceptual, methodological, criteriological, or contextual 
considerations on which that judgment is based” (Facione, 1990, p. 2).

Because CT is essential for successful functioning in one’s personal, educational, and 
professional life, fostering students’ CT has become a central aim of higher education 
(Davies, 2013; Halpern, 2014; Van Gelder, 2005). However, several large-scale longitudi-
nal studies were quite pessimistic that this laudable aim would be realized merely by fol-
lowing a higher education degree program. These studies revealed that CT-skills of many 
higher education graduates are insufficiently developed (e.g., Arum & Roksa, 2011; Flores 
et  al., 2012; Pascarella et  al., 2011; although a more recent meta-analytic study reached 
the more positive conclusion that students’ do improve their CT-skills over college years: 
Huber & Kuncel, 2016). Hence, there is a growing body of literature on how to teach CT 
(e.g., Abrami et al., 2008, 2014; Van Peppen et al., 2018, 2021; Angeli & Valanides, 2009; 
Niu et al., 2013; Tiruneh et al., 2014, 2016).

However, there are different views on the best way to teach CT; the most well-
known debate being whether CT should be taught in a general or content-specific man-
ner (Abrami et  al., 2014; Davies, 2013; Ennis, 1989; Moore, 2004). This debate has 
faded away during the last years, since most researchers nowadays commonly agree 
that CT can be seen in terms of both general skills (e.g., sound argumentation, evaluat-
ing statistical information, and evaluating the credibility of sources) and specific skills 
or knowledge used in the context of disciplines (e.g., diagnostic reasoning). Indeed, 
it has been shown that the most effective teaching methods combine generic instruc-
tion on CT with the opportunity to integrate the general principles that were taught 
with domain-specific subject matter. It is well established, for instance, that explicit 
teaching of CT combined with practice improves learning of CT-skills required for 
unbiased reasoning (e.g., Abrami et al., 2008; Heijltjes et al., 2014b). However, while 
some effective teaching methods have been identified, it is as yet unclear under which 
conditions transfer of CT-skills across tasks or domains can be promoted, that is, the 
ability to apply acquired knowledge and skills to some new context of related materials 
(e.g., Barnett & Ceci, 2002).

Transfer has been described as existing on a continuum from near to far, with lower 
degrees of similarity between the initial and transfer situation along the way (Salomon & 
Perkins, 1989). Transferring knowledge or skills to a very similar situation, for instance 
problems in an exam of the same kind as practiced during the lessons, refers to ‘near’ 
transfer. By contrast, transferring between situations that share similar structural features 
but, on appearance, seem remote and alien to one another is considered ‘far’ transfer.
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Previous research has shown that CT-skills required for unbiased reasoning consistently 
failed to transfer to novel problem types, i.e., far transfer, even when using instructional 
methods that proved effective for fostering transfer in various other domains (Van Peppen 
et al., 2018, 2021; Heijltjes et al., 2014a, 2014b, 2015, and this also applies to CT-skills 
more generally, see for example Halpern, 2014; Ritchhart & Perkins, 2005; Tiruneh et al., 
2014, 2016). This lack of transfer of CT-skills is worrisome because it would be unfeasible 
to train students on each and every type of reasoning bias they will ever encounter. CT-
skills acquired in higher education should transfer to other domains and on-the-job and, 
therefore, it is crucial to acquire more knowledge on how transfer of these skills can be 
fostered (and this also applies to CT-skills more generally, see for example, Halpern, 2014; 
Beaulac & Kenyon, 2014; Lai, 2011; Ritchhart & Perkins, 2005). One instructional method 
that seems promising is comparing correct and erroneous worked examples (i.e., contrast-
ing examples; e.g., Durkin & Rittle-Johnson, 2012).

Benefits of studying examples

Over the last decades, a large body of research has investigated learning from studying 
worked examples as opposed to unsupported problem solving. Worked examples consist of 
a problem statement and an entirely and correctly worked-out solution procedure (in this 
paper referred to as correct examples; Renkl, 2014; Renkl et al., 2009; Sweller et al., 1998; 
Van Gog et al., 2019). Typically, studying correct examples is more beneficial for learn-
ing than problem-solving practice, especially in initial skill acquisition (for reviews, see 
Atkinson et al., 2003; Renkl, 2014; Sweller et al., 2011; Van Gog et al., 2019). Although 
this worked example effect has been mainly studied in domains such as mathematics and 
physics, it has also been demonstrated in learning argumentation skills (Schworm & Renkl, 
2007), learning to reason about legal cases (Nievelstein et  al., 2013) and medical cases 
(Ibiapina et al., 2014), and novices’ learning to avoid biased reasoning (Van Peppen et al., 
2021).

The worked example effect can be explained by cognitive load imposed on work-
ing memory (Paas et  al., 2003a; Sweller, 1988). Cognitive Load Theory (CLT) suggests 
that—given the limited capacity and duration of our working memory—learning materials 
should be designed so as to decrease unnecessary cognitive load related to the presenta-
tion of the materials (i.e., extraneous cognitive load). Instead, learners’ attention should be 
devoted towards processes that are directly relevant for learning (i.e., germane cognitive 
load). When solving practice problems, novices often use general and weak problem-solv-
ing strategies that impose high extraneous load. During learning from worked examples, 
however, the high level of instructional guidance provides learners with the opportunity to 
focus directly on the problem-solving principles and their application. Accordingly, learn-
ers can use the freed up cognitive capacity to engage in generative processing (Wittrock, 
2010). Generative processing involves actively constructing meaning from to-be-learned 
information, by mentally organizing it into coherent knowledge structures and integrating 
these principles with one’s prior knowledge (i.e., Grabowski, 1996; Osborne & Wittrock, 
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1983; Wittrock, 1974, 1990, 1992, 2010). These knowledge structures in turn can aid 
future problem solving (Kalyuga, 2011; Renkl, 2014; Van Gog et al., 2019).

A recent study showed that the worked example effect also applies to novices’ learning 
to avoid biased reasoning (Van Peppen et  al., 20211): participants’ performance on iso-
morphic tasks on a final test improved after studying correct examples, but not after solv-
ing practice problems. However, studying correct examples was not sufficient to establish 
transfer to novel tasks that shared similar features with the isomorphic tasks, but on which 
participants had not acquired any knowledge during instruction/practice. The latter finding 
might be explained by the fact that students sometimes process worked examples superfi-
cially and do not spontaneously use the freed up cognitive capacity to engage in generative 
processing needed for successful transfer (Renkl & Atkinson, 2010). Another possibility 
is that these examples did not sufficiently encourage learners to make abstractions of the 
underlying principles and explore possible connections between problems (e.g., Perkins 
& Salomon, 1992). It seems that to fully take advantage of worked examples in learning 
unbiased reasoning, students should be encouraged to be actively involved in the learning 
process and facilitated to focus on the underlying principles (e.g., Van Gog et al., 2004).

The potential of erroneous examples

While most of the worked-example research focuses on correct examples, recent research 
suggests that students learn at a deeper level and may come to understand the principles 
behind solution steps better when (also) provided with erroneous examples (e.g., Adams 
et al., 2014; Barbieri & Booth, 2016; Booth et al., 2013; Durkin & Rittle-Johnson, 2012; 
McLaren et al., 2015). In studies involving erroneous examples, which are often preceded 
by correct examples (e.g., Booth et al., 2015), students are usually prompted to locate the 
incorrect solution step and to explain why this step is incorrect or to correct it. This induces 
generative processing, such as comparison with internally represented correct examples 
and (self-)explaining (e.g., Chi et al., 1994; McLaren et al., 2015; Renkl, 1999). Students 
are encouraged to go beyond noticing surface characteristics and to think deeply about how 
erroneous steps differ from correct ones and why a solution step is incorrect (Durkin & Rit-
tle-Johnson, 2012). This might help them to correctly update schemas of correct concepts 
and strategies and, moreover, to create schemas for erroneous strategies (Durkin & Rittle-
Johnson, 2012; Große & Renkl, 2007; Siegler, 2002; Van den Broek & Kendeou, 2008; 
VanLehn, 1999), reducing the probability of recurring erroneous solutions in the future 
(Siegler, 2002).

However, erroneous examples are typically presented separately from correct examples, 
requiring learners to use mental resources to recall the gist of the no longer visible correct 
solutions (e.g., Große & Renkl, 2007; Stark et  al., 2011). Splitting attention across time 
increases the likelihood that mental resources will be expended on activities extraneous to 
learning, which subsequently may hamper learning (i.e., temporal contiguity effect: e.g., 
Ginns, 2006). One could, therefore, argue that the use of erroneous examples could be opti-
mized by providing them side by side with correct examples (e.g., Renkl & Eitel, 2019). 
This would allow learners to focus on activities directly relevant for learning, such as struc-
tural alignment and detection of meaningful commonalities and differences between the 

1 This study investigated effects of interleaved practice (as opposed to blocked practice) on students’ learn-
ing and transfer of unbiased reasoning. Given that interleaved practice seems to impose high cognitive load, 
which may hinder learning, it was additionally tested whether this effect interacts with the format of the 
practice tasks (i.e., correct examples or practice problems).
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examples (e.g., Durkin & Rittle-Johnson, 2012; Roelle & Berthold, 2015). Indeed, studies 
on comparing correct and erroneous examples revealed positive effects in math learning 
(Durkin & Rittle-Johnson, 2012; Kawasaki, 2010; Loibl & Leuders, 2018, 2019; Siegler, 
2002).

The present study

We already indicated that it is still an important open question, which instructional strategy 
can be used to enhance transfer of CT skills. To reiterate, previous research demonstrated 
that practice consisting of worked example study was more effective for novices’ learning 
than practice problem solving, but it was not sufficient to establish transfer. Recent research 
has demonstrated the potential of erroneous examples, which are often preceded by cor-
rect examples. Comparing correct and erroneous examples (from here on referred to as 
contrasting examples) when presenting them side-by-side, seems to hold a considerable 
promise with respect to promoting generative processing and transfer. Hence, the purpose 
of the present study was to investigate whether contrasting examples of fictitious students’ 
solutions on ‘heuristics and biases tasks’ (a specific sub-category of CT skills: e.g., Tver-
sky & Kahneman, 1974) would be more effective to foster learning and transfer than study-
ing correct examples only, studying erroneous examples only, or solving practice problems. 
Performance was measured on a pretest, immediate posttest, 3-week delayed posttest, and 
9-month delayed posttest (for half of the participants due to practical reasons), to examine 
effects on learning and transfer.

Based on the literature presented above, we hypothesized that studying correct examples 
would impose less cognitive load (i.e., lower investment of mental effort during learning) 
than solving practice problems (i.e., worked example effect: e.g., Van Peppen et al., 2021; 
Renkl, 2014; Hypothesis 1). Whether there would be differences in invested mental effort 
between contrasting examples, studying erroneous examples, and solving practice prob-
lems, however, is an open question. That is, it is possible that these instructional formats 
impose a similar level of cognitive load, but originating from different processes: while 
practice problem solving may impose extraneous load that does not contribute to learn-
ing, generative processing of contrasting or erroneous examples may impose germane 
load that is effective for learning (Sweller et al., 2011). As such, it is important to consider 
invested mental effort (i.e., experienced cognitive load) in combination with learning out-
comes. Secondly, we hypothesized that students in all conditions would benefit from the 
CT-instructions combined with the practice activities, as evidenced by pretest to immediate 
posttest gains in performance on instructed and practiced items (i.e., learning: Hypoth-
esis 2). Furthermore, based on cognitive load theory, we hypothesized that studying cor-
rect examples would be more beneficial for learning than solving practice problems (i.e., 
worked example effect: e.g., Van Peppen et al., 2021; Renkl, 2014). Based on the afore-
mentioned literature, we expected that studying erroneous examples would promote gener-
ative processing more than studying correct examples. Whether that generative processing 
would actually enhance learning, however, is an open question. This can only be expected 
to be the case if learners can actually remember and apply the previously studied informa-
tion on the correct solution, which arguably involves higher cognitive load (i.e., temporal 
contiguity effect) than studying correct examples or contrasting examples. As contrasting 
can help learners to focus on key information and thereby induces generative processes 
directly relevant for learning (e.g., Durkin & Rittle-Johnson, 2012), we expected that con-
trasting examples would be most effective. Thus, we predict the following pattern of results 
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regarding performance gains on learning items (Hypothesis 3): contrasting examples > cor-
rect examples > practice problems. As mentioned above, it is unclear how the erroneous 
examples condition would compare to the other conditions.

Furthermore, we expected that generative processing would promote transfer. Despite 
findings of previous studies in other domains (e.g., Paas, 1992), we found no evidence in a 
previous study that studying correct examples or solving practice problems would lead to a 
difference in transfer performance (Van Peppen et al., 2021). Therefore, we predict the fol-
lowing pattern of results regarding performance on non-practiced items of the immediate 
posttest (i.e., transfer, Hypothesis 4): contrasting examples > correct examples ≥ practice 
problems. Again, it is unclear how the erroneous examples condition would compare to the 
other conditions.

We expected these effects (Hypotheses 3 and 4) to persist on the delayed posttests. As 
effects of generative processing (relative to non-generative learning strategies) sometimes 
increase as time goes by (Dunlosky et al., 2013), they may be even greater after a delay. 
For a schematic overview of the hypotheses, see Table 1.

Method

We created an Open Science Framework (OSF) page for this project, where all materi-
als, the dataset, and all script files of the experiment are provided (osf.io/8zve4/).

Participants and design

Participants were 182 first-year ‘Public Administration’ and ‘Safety and Security Manage-
ment’ students of a Dutch university of applied sciences (i.e., higher professional educa-
tion), both part of the Academy for Security and Governance. These students were approxi-
mately 20  years old (M = 19.53, SD = 1.91) and most of them were male (120 male, 62 
female). Before they were involved in these study programs, they completed secondary 
education (senior general secondary education: n = 122, pre-university: n = 7) or went to 
college (secondary vocational education: n = 28, higher professional education: n = 24, uni-
versity education: n = 1).

Of the 182 students (i.e., total number of students in these cohorts), 173 students (95%) 
completed the first experimental session (see Fig.  1 for an overview) and 158 students 
(87%) completed both the first and second experimental session. Additionally, 83 of these 
students (46%) of the Safety and Security Management program completed the 9-month 
delayed posttest during the first mandatory CT-lesson of their second study year (we had no 

Table 1  Schematic overview of the hypotheses

For the latest two hypotheses, it is unclear how the erroneous examples condition would compare to the 
other conditions. We expected that erroneous examples would promote generative processing more than 
studying correct examples. Whether that generative processing would actually enhance learning is an open 
question, depending on the cognitive load involved

Learning outcomes Hypothesis: pretest to immediate posttest gains in all conditions
Hypothesis: contrasting examples > correct examples > practice problems

Transfer Hypothesis: contrasting examples > correct examples ≥ practice problems
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access to another CT-lesson of the Public Administration program). The number of absen-
tees during a lesson (about 15 in total) is quite common for mandatory lessons in these pro-
grams and often due to illness or personal circumstances. Students who were absent during 
the first experimental session and returned to the second experimental session could not 
participate in the study because they had missed the intervention phase.

We defined a priori that participants would be excluded in case of excessively fast read-
ing speed. Considering that even fast readers can read no more than 350 words per min-
ute (e.g., Trauzettel-Klosinski & Dietz, 2012), and the text of our instructions additionally 
required understanding, we assumed that participants who spent < 0.17 s per word (i.e., 
60 s/350 words) did not read the instructions seriously. These participants were excluded 
from the analyses. Due to drop-outs, we decided to split the analyses to include as many 
participants as possible. We had a final sample of 170 students (Mage = 19.54, SD = 1.93; 
57 female) for the pretest to immediate posttest analyses, a subsample of 155 students for 
the immediate to 3-week delayed posttest analyses (Mage = 19.46, SD = 1.91; 54 female), 
and a subsample of 82 students (46%) for the 3-week delayed to 9-month delayed post-
test (Mage = 19.27, SD = 1.79; 25 female). We calculated a power function of our analyses 
using the G*Power software (Faul et al., 2009) based on these sample sizes. The power for 
the crucial Practice Type × Test Moment interaction—under a fixed alpha level of 0.05 and 
with a correlation between measures of 0.3 (e.g., Van Peppen et al., 2018)—for detecting a 
small (ηp

2 = .01), medium (ηp
2 = .06), and large effect (ηp

2 = .14) respectively, is estimated 
at .42, > .99, and 1.00 for the pretest to immediate posttest analyses; .39, > .99, and 1.00 for 
the immediate to 3-week delayed posttest analyses; and .21, .90, and > .99 for the 3-week 
to 9-month delayed posttest. Thus, the power of our study should be sufficient to pick up 
medium-sized interaction effects.

Students participated in a pretest-intervention–posttest design (see Fig. 1). After com-
pleting the pretest on learning items (i.e., instructed and practiced during the practice 
phase), all participants received succinct CT instructions and two correct worked examples. 
Thereafter, they were randomly assigned to one of four conditions that differed in prac-
tice activities during the practice phase: they either (1) compared correct and erroneous 
examples (‘contrasting examples’, n = 41; n = 35; n = 20); (2) studied correct examples (i.e., 
step-by-step solutions to unbiased reasoning) and explained why these were right (‘correct 
examples’, n = 43; n = 40; n = 21); (3) studied erroneous examples (i.e., step-by-step incor-
rect solutions including biased reasoning) and explained why these were wrong (‘errone-
ous examples’, n = 43; n = 40; n = 18); or (4) solved practice problems and justified their 
answers (‘practice problems’, n = 43; n = 40; n = 23). A detailed explanation of the practice 
activities can be found in the CT-practice subsection below. Immediately after the practice 
phase and after a 3-week delay, participants completed a posttest on learning items (i.e., 
instructed and practiced during the practice phase) and transfer items (i.e., not instructed 
and practiced during the practice phase). Additionally, some students took a posttest after 
a 9-month delay. Further CT-instructions were given (in three lessons of approx. 90 min) 

Pretest
Background variables

Learning items

Practice phase
CT-instructions

Practice activities

Immediate 
posttest

Learning items
Transfer items

Three-week 
delayed posttest

Learning items
Transfer items

Nine-month 
delayed posttest

Learning items
Transfer items

Session 1 Session 2 Session 3

Fig. 1  Overview of the study design. The four conditions differed in practice activities during the practice 
phase
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in-between the second session of the experiment and the 9-month follow up. In these les-
sons, for example, the origins of the concept of CT, inductive and deductive reasoning, and 
the Toulmin model of argument were discussed. Thus, these data were exploratively ana-
lyzed and need to be interpreted with caution.

Materials

In the following paragraphs, the used learning materials, instruments and associated meas-
ures, and characteristics of the experimental conditions are described.

CT‑skills tests

The CT-skills tests consisted of classic heuristics and biases tasks that reflected important 
aspects of CT. In all tasks, belief bias played a role, that is, when the conclusion aligns 
with prior beliefs or real-world knowledge but is invalid or vice versa (Evans et al., 1983; 
Markovits & Nantel, 1989; Newstead et al., 1992). These tasks require that one recognizes 
the need for analytical and reflective reasoning (i.e. based on knowledge and rules of logi-
cal reasoning and statistical reasoning) and switches to this type of reasoning. This is only 
possible when heuristic responses are successfully inhibited.

The pretest consisted of six classic heuristics and biases items, across two categories 
(see Online Appendix A for an example of each category): syllogistic reasoning (i.e., logi-
cal reasoning) and conjunction (i.e., statistical reasoning) items. Three syllogistic reason-
ing items measured students’ tendency to be influenced by the believability of a conclusion 
that is inferred from two premises when evaluating the logical validity of that conclu-
sion (adapted from Evans, 2002). For instance, the conclusion that cigarettes are healthy 
is logically valid given the premises that all things you can smoke are healthy and that 
you can smoke cigarettes. Most people, however, indicate that the conclusion is invalid 
because it does not align with their prior beliefs or real-world knowledge (i.e., belief bias, 
Evans et  al., 1983). Three conjunction items examined to what extent the conjunction 
rule (P(A&B) ≤ P(B))—which states that the probability of multiple specific events both 
occurring must be lower than the probability of one of these events occurring alone—is 
neglected (Tversky & Kahneman, 1983). To illustrate, people have the tendency to judge 
two things with a causal or correlational link, for example advanced age and occurrence of 
heart attacks, as more probable than one of these on its own.

The posttests consisted of parallel versions (i.e., structurally equivalent but different sur-
face features) of the six pretest items which were instructed and practiced and, thus, served 
to assess differences in learning outcomes. Additionally, the posttests contained six items 
across two non-practiced categories that served to assess differences in transfer perfor-
mance (see Online Appendix A for an example of each category). Three Wason selection 
items measured students’ tendency to disprove a hypothesis by verifying rules rather than 
falsifying them (i.e., confirmation bias, adapted from Stanovich, 2011). Three base-rate 
items examined students’ tendency to incorrectly judge the likelihood of individual-case 
evidence (e.g., from personal experience, a single case, or prior beliefs) by not considering 
all relevant statistical information (i.e., base-rate neglect, adapted from Fong et al., 1986; 
Stanovich & West, 2000; Stanovich et al., 2016; Tversky & Kahneman, 1974). These trans-
fer items shared similar features with the learning categories, namely, one category requir-
ing knowledge and rules of logic (i.e., Wason selection tasks can be solved by applying 
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syllogism rules) and one category requiring knowledge and rules of statistics (i.e., base-
rate tasks can be solved by appropriate probability and data interpretation).

The cover stories of all test items were adapted to the domain of participants’ study pro-
gram (i.e., Public Administration and Safety and Security Management). A multiple-choice 
(MC) format with different numbers of alternatives per item was used, with only one cor-
rect alternative for each item.

CT‑instructions

All participants received a 12 min video-based instruction that started with emphasizing 
the importance of CT in general, describing the features of CT, and explaining which skills 
and attitudes are needed to think critically. Thereafter, explicit instructions on how to avoid 
biases in syllogistic reasoning and conjunction fallacies followed, consisting of two worked 
examples that showed the correct line of reasoning. The purpose of these explicit instruc-
tions was to provide students with knowledge on CT and to allow them to mentally correct 
initially incorrect responses on the items seen in the pretest.

CT‑practice

Participants performed practice activities on the task categories that they were given 
instructions on (i.e., syllogistic reasoning and conjunction tasks). The CT-practice con-
sisted of four practice tasks, two of each of the task categories. Each practice task was 
again adapted to the study domain and started with the problem statement (see Online 
Appendix B for an example of a practice task of each condition). Participants in the correct 
examples condition were provided with a fictitious student’s correct solution and explana-
tion to the problem, including auxiliary representations, and were prompted to explain why 
the solution steps were correct. Participants in the erroneous examples condition received a 
fictitious student’s erroneous solution to the problem, again including auxiliary representa-
tions. They were prompted to indicate the erroneous solution step and to provide the cor-
rect solution themselves. In the contrasting examples, participants were provided fictitious 
students’ correct and erroneous solutions to the problem and were prompted to compare 
the two solutions and to indicate the erroneous solution and the erroneous solution step. 
Participants in the practice problems condition had to solve the problems themselves, that 
is, they were instructed to choose the best answer option and were asked to explain how the 
answer was obtained. Participants in all conditions were asked to read the practice tasks 
thoroughly. To minimize differences in time investment (i.e., the contrasting examples con-
sisted of considerably more text), we have added self-explanation prompts in the correct 
examples, erroneous examples, and practice problem conditions.

Mental effort

After each test item and practice-task, participants were asked to report how much effort 
they invested in completing that task or item on a 9-point subjective rating scale rang-
ing from (1) very, very low effort to (9) very, very high effort (Paas, 1992). This widely 
used scale in educational research (for overviews, see Paas et al., 2003b; Van Gog & Paas, 
2008), is assumed to reflect the cognitive capacity actually allocated to accommodate the 
demands imposed by the task or item (Paas et al., 2003a).
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Procedure

The study was run during the first two lessons of a mandatory first-year CT-course in 
two, very similar, Security and Governance study programs. Participants were not given 
CT-instructions in between these lessons. They completed the study in a computer class-
room at the participants’ university with an entire class of students, their teacher, and the 
experiment leader (first author) present. When entering the classroom, participants were 
instructed to sit down at one of the desks and read an A4-paper containing some general 
instructions and a link to the computer-based environment (Qualtrics platform). The first 
experimental session (ca. 90 min) began with obtaining written consent from all partici-
pants. Then, participants filled out a demographic questionnaire and completed the pretest. 
Next, participants entered the practice phase in which they first viewed the video-based 
CT-instructions and then were assigned to one of the four practice conditions. Immedi-
ately after the practice phase, participants completed the immediate posttest. Approxi-
mately 3 weeks later, participants took the delayed posttest (ca. 20 min) in their computer 
classrooms. Additionally, students of the Safety and Security Management program took 
the 9-month delayed posttest during the first mandatory CT-lesson of their second study 
year,2 which was exactly the same as the 3-week delayed posttest. During all experimental 
sessions, participants could work at their own pace and were allowed to use scrap paper. 
Time-on-task was logged during all phase and participants had to indicate after each test 
item and practice-task how much effort they invested. Participants had to wait (in silence) 
until the last participants had finished before they were allowed to leave the classroom.

Data analysis

All test items were MC-only questions, except for one learning item and one transfer 
items with only two alternatives (conjunction item and base-rate item) that were MC-
plus-motivation questions to prevent participants from guessing. Items were scored for 
accuracy, that is, unbiased reasoning; 1 point for each correct alternative on the MC-only 
questions or a maximum of 1 point (increasing in steps of 0.5) for the correct explana-
tion for the MC-plus-motivation question using a coding scheme that can be found on our 
OSF-page. Because two transfer items (i.e., one Wason selection item and one base-rate 
item) appeared to substantially reduce the reliability of the transfer performance measure, 
presumably as a result of low variance due to floor effects, we decided to omit these items 
from our analyses. As a result, participants could attain a maximum total score of 6 on the 
learning items and a maximum score of 4 on the transfer items. For comparability, learning 
and transfer outcomes were computed as percentage correct scores instead of total scores. 
Participants’ explanations on the open questions of the tests were coded by one rater and 
another rater (the first author) coded 25% of the explanations of the immediate posttest. 
Intra-class correlation coefficients were 0.990 for the learning test items and 0.957 for the 
transfer test items. After the discrepancies were resolved by discussion, the primary rater’s 
codes were used in the analyses.

Cronbach’s alpha on invested mental effort ratings during studying correct exam-
ples, studying erroneous examples, contrasting examples, and solving practice problems, 

2 We had no access to another CT-lesson of the Public Administration program, so due to practical reasons, 
students of this program were not administered to the 9-month delayed posttest.
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respectively, was .87, .76, .77, and .65. Cronbach’s alpha on the learning items was .21, 
.42, .58, and .31 on the pretest, immediate posttest, 3-week delayed posttest, and 9-month 
delayed posttest, respectively. The low reliability on the pretest might be explained by the 
fact that a lack of prior knowledge requires guessing of answers. As such, inter-item corre-
lations are low, resulting in a low Cronbach’s alpha. Cronbach’s alpha on the transfer items 
was .31, .12, and .29 on the immediate, 3-week delayed, and 9-month delayed posttest, 
respectively. Cronbach’s alpha on the mental effort items belonging to the learning items 
was .73, .79, .81, and .76 on the pretest, immediate posttest, 3-week delayed posttest, and 
9-month delayed posttest, respectively. Cronbach’s alpha on the mental effort items belong-
ing to the transfer items was .71, .75, and .64 on the immediate posttest, 3-week delayed 
posttest, and 9-month delayed posttest, respectively. However, caution is required in inter-
preting the above values because sample sizes as in studies like this do not seem to produce 
sufficiently precise alpha coefficients (e.g. Charter, 2003). Cronbach’s alpha is a statistic 
and therefore subject to sample fluctuations. Hence, one should be careful with drawing 
firm conclusions about the precision of Cronbach’s alpha in the population (the parameter) 
based on small sample sizes (i.e., in reliability literature, samples of 300–400 are consid-
ered small, see for instance Charter, 2003; Nunally & Bernstein, 1994; Segall, 1994).

There was no significant difference on pretest performance between participants who 
stayed in the study and those who dropped out after the first session, t(172) = .38, p = .706, 
and those who dropped out after the second session, t(172) = − 1.46, p = .146. Furthermore, 
there was no significant difference in educational background between participants who 
stayed in the study and those who dropped out after the first session, r(172) = .13, p = .087, 
and those who dropped out after the second session, r(172) = − .01, p = .860. Finally, there 
was no significant difference in age between participants who stayed in the study and those 
who dropped out after the first session, t(172) = − 1.51, p = .134, but there was a difference 
between participants who stayed in the study and those who dropped out after the second 
session, t(172) = − 2.02, p = .045. However, age did not correlate significantly with learn-
ing performance (minimum p = .553) and was therefore not a confounding variable.

Additionally, participants’ performance during the practice phase was scored for accu-
racy, that is, unbiased reasoning. In each condition, participants could attain a maximum 
score of 2 points (increasing in steps of 0.5) for the correct answer on each problem (either 
MC-only answers or MC-plus-explanation answers), resulting in a maximum total score of 
8. The explanations given during practice were coded for explicit relations to the princi-
ples that were communicated in the instructions (i.e., principle-based explanations; Renkl, 
2014). For instance, participants earned the full 2 points if they explained in a conjunction 
task that the first statement is part of the second statement and that the first statement there-
fore can never be more likely than the two statements combined. Participants’ explanations 
were coded by the first author and another rater independently coded 25% of the expla-
nations. Intra-class correlation coefficients were 0.941, 0.946, and 0.977 for performance 
in the correct examples, erroneous examples, and practice problems conditions respec-
tively (contrasting examples consisted of MC-only questions). After a discussion between 
the raters about the discrepancies, the primary rater’s codes were updated and used in the 
exploratory analyses.

For all analyses in this paper, a p-value of .05 was used a threshold for statistical signifi-
cance. Partial eta-squared (ηp

2) is reported as an effect size for all ANOVAs (see Table 3) 
with ηp

2 = .01, ηp
2 = .06, and ηp

2 = .14 denoting small, medium, and large effects, respec-
tively (Cohen, 1988). Cramer’s V is reported as an effect size for chi-square tests with (hav-
ing 2 degrees of freedom) V = .07, V = .21, and V = .35 denoting small, medium, and large 
effects, respectively.
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Results

Preliminary analyses

Check on condition equivalence

Before running any of the main analyses, we checked our conditions on equivalence. Pre-
liminary analyses confirmed that there were no a-priori differences between the conditions 
in educational background, χ2(15) = 15.57, p = .411, V = .18; gender, χ2(3) = 1.21, p = .750, 
V = .08; performance on the pretest, F(3, 165) = 0.42, p = .739, ηp

2 = .01; time spent on 
the pretest, F(3, 165) = 0.16, p = .926, η2 < .01; and mental effort invested on the pretest, 
F(3, 165) = 0.80, p = .498, η2 = .01. Further, we estimated two multiple regression models 
(learning and transfer) with practice type and performance on the pretest as explanatory 
variables, including the interaction between practice type and performance on the pre-
test. There was no evidence of an interaction effect (learning: R2 = .07, F(1, 166) = .296, 
p = .587; transfer: R2 = .07, F(1, 166) = .260, p = .611) and we can, therefore, conclude that 
the relationship between practice type and performance on the posttest does not depend on 
performance on the pretest.

Check on time‑on‑task

The Levene’s test for equality of variances was significant, F(3, 166) = 9.57, p < .001. 
Therefore, a Brown–Forsythe one-way ANOVA was conducted. This analysis revealed 
a significant time-on-task (in seconds) difference between the conditions during prac-
tice, F(3, 120.28) = 16.19, p < .001, η2 = .22. Pairwise comparisons showed that time-on-
task was comparable between erroneous examples (M = 862.79, SD = 422.43) and cor-
rect examples (M = 839.58, SD = 298.33) and between contrasting examples (M = 512.29, 
SD = 130.21) and practice problems (M = 500.41, SD = 130.21). However, time-on-task 
was significantly higher in the first two conditions compared to the latter two conditions 
(erroneous examples = correct examples > contrasting examples = practice problems), all 
p’s < .001. This should be considered when interpreting the results on effort and posttest 
performance.

Main analyses

Descriptive and test statistics are presented in Table 2, 3, and 4. Correlations between sev-
eral variables are presented in Table 5. It is important to realize that we measured mental 
effort as an indicator of overall experienced cognitive load. It is known, though, that the 
relation with learning depends on the origin of the experienced cognitive load. That is, if it 
originates mainly from germane processes that contribute to learning, high load would pos-
itively correlate with test performance, if it originates from extraneous processes, it would 
negatively correlate with test performance. Caution is warranted in interpreting these cor-
relations, however, because of the exploratory nature of these correlation analyses, which 
makes it impossible to control for the probability of type 1 errors. We also exploratively 
analyzed invested mental effort and time-on-task data on the posttest; however, these 
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analyses did not have much added value for this paper and, therefore, are not reported here 
but will be provided on our OSF-project page.

Performance during the practice phase

As each condition received different prompts during practice, performance during the 
practice phase could not be meaningfully compared between conditions and, therefore, we 
decided to report descriptive statistics only to describe the level of performance during the 
practice phase per condition (see Table 2). Descriptive statistics showed that participants 
earned more than half of the maximum total score while studying correct examples or 
engaging in contrasting examples. Participants who studied erroneous examples or solved 
practice problems performed worse during practice.

Mental effort during learning

A one-way ANOVA revealed a significant main effect of Practice Type on mental effort 
invested in the practice tasks. Contrary to hypothesis 1, a Tukey post hoc test revealed 
that participants who solved practice problems invested significantly less effort (M = 4.28, 
SD = 1.11) than participants who engaged in contrasting examples (M = 5.08, SD = 1.29, 
p = .022) or studied erroneous examples (M = 5.17, SD = 1.19, p = .008). There were no 
other significant differences in effort investment between conditions. Interestingly, invested 
mental effort during contrasting examples correlated negatively with pretest to posttest per-
formance gains on learning items, indicating that the experienced load originated mainly 
from extraneous processes (see Table 5).

Test performance

The data on learning items were analyzed with two 2 × 4 mixed ANOVAs with Test 
Moment (pretest and immediate posttest/immediate posttest and 3-week delayed post-
test) as within-subjects factor and Practice Type (correct examples, erroneous examples, 
contrasting examples, and practice problems) as between-subjects factor. Because transfer 
items were not included in the pretest, the data on transfer items were analyzed by a 2 × 4 
mixed ANOVA with Test Moment (immediate posttest and 3-week delayed posttest) as 
within-subjects factor and Practice Type (correct examples, erroneous examples, contrast-
ing examples, and practice problems) as between-subjects factor.

Performance on  learning items In line with Hypothesis 2, the pretest-immediate post-
test analysis showed a main effect of Test Moment on performance on learning items: par-
ticipants’ performance improved from pretest (M = 27.26, SE = 1.43) to immediate posttest 
(M = 49.98, SE = 1.87). In contrast to Hypothesis 3, the results did not reveal a main effect 
of Practice Type, nor an interaction between Practice Type and Test Moment. The second 
analysis (N = 154)—to test whether effects are still present after 3 weeks—showed a main 
effect of Test Moment: participants performed better on the delayed posttest (M = 55.54, 
SE = 2.16) compared to the immediate posttest (M = 50.95, SE = 2.00). Again, contrary to 
our hypothesis, there was no main effect of Practice Type, nor an interaction between Prac-
tice Type and Test Moment.
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Performance on transfer items The results revealed no main effect of Test Moment. More-
over, in contrast to Hypothesis 4, the results did not reveal a main effect of Practice Type, 
nor an interaction between Practice Type and Test Moment.3

Exploratory analyses

Participants from one of the study programs were tested again after a 9-month delay. 
Regarding performance on learning items, a 2 × 4 mixed ANOVA with Test Moment 
(3-week delayed posttest or 9-month delayed posttest) as within-subjects factor and Prac-
tice Type (correct examples, erroneous examples, contrasting examples, and practice prob-
lems) as between-subjects factor revealed a main effect of Test Moment (see Table 2): par-
ticipants’ performance improved from 3-week delayed posttest (M = 53.30, SE = 2.69) to 
9-month delayed posttest (M = 63.00, SE = 2.24). The results did not reveal a main effect of 
Practice Type, nor an interaction between Practice Type and Test Moment.

Regarding performance on transfer items, a 2 × 4 mixed ANOVA with Test Moment 
(3-week delayed posttest and 9-month delayed posttest) as within-subjects factor and 
Practice Type (correct examples, erroneous examples, contrasting examples, and practice 
problems) as between-subjects factor revealed a main effect of Test Moment (see Table 2): 
participants performed lower on the 3-week delayed test (M = 19.25, SE = 1.60) than the 
9-month delayed test (M = 24.84, SE = 1.67). The results did not reveal a main effect of 
Practice Type, nor an interaction between Practice Type and Test Moment.

Discussion

Previous research has demonstrated that providing students with explicit instructions com-
bined with practice on domain-relevant tasks was beneficial for learning to reason in an 
unbiased manner (Heijltjes et  al., 2014a, 2014b, 2015), and that practice consisting of 
worked example study was more effective for novices’ learning than practice problem solv-
ing (Van Peppen et al., 2021). However, this was not sufficient to establish transfer to novel 
tasks. With the present study, we aimed to find out whether contrasting examples—which 
has been proven effective for promoting transfer in other learning domains—would pro-
mote learning and transfer of reasoning skills.

Findings and implications

Our results corroborate the finding of previous studies (e.g., Heijltjes et  al., 2015; Van 
Peppen et  al., 2018, 2021) that providing students with explicit instructions and prac-
tice activities is effective for learning to avoid biased reasoning (Hypothesis 1), since we 
found considerable pretest to immediate posttest gains on practiced items. Moreover, our 
results revealed that participants’ performance improved even further after a 3-week and 

3 We also exploratively analyzed the learning and transfer data for each individual measurement point 
and we analyzed performance on single learning and transfer items. The outcomes did not deviate mark-
edly from the findings on sum scores (i.e., no effects of Practice Type were found). Test statistics can be 
found on our OSF-project page and the descriptive statistics of performance per single item can be found in 
Table 4.
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a 9-month delay, although the latter finding could also be attributed to the further instruc-
tions that were given in courses in-between the 3-week and 9-month follow up. That stu-
dents improved in the longer term seems to indicate that our instructional intervention trig-
gered active and deep processing and contributed to storage strength. Hence, our findings 
provide further evidence that a relatively brief instructional intervention including explicit 
instructions and practice opportunities is effective for learning of CT-skills, which is prom-
ising for educational practice.

In contrast to our expectations, however, we did not find any differences among condi-
tions on either learning or transfer (Hypothesis 3). It is surprising that the present study did 
not reveal a beneficial effect of studying correct examples as opposed to practicing with 
problems, as this worked example effect has been demonstrated with many different tasks 
(Renkl, 2014; Van Gog et  al., 2019), including heuristics-and-biases tasks (Van Peppen 
et al., 2021).

Given that most studies on the worked example effect use pure practice conditions 
or give minimal instructions prior to practice (e.g., Van Gog et al., 2019), whereas the 
current study was preceded by instructions including two worked examples, one might 
wonder whether this contributed to the lack of effect. That is, the effects are usually not 
investigated in a context in which elaborate processing of instructions precedes practice, 
as in the current (classroom) study, and this may have affected the results. It seems pos-
sible that the CT-instructions already had a substantial effect on learning unbiased rea-
soning, making it difficult to find differential effects of different types of practice activi-
ties. This suggestion, however, contradicts the relatively low performance during the 
practice phase. Moreover, one could argue that if these instructions would lead to higher 
prior knowledge, it should render the correct worked examples less useful (cf. research 
on the ‘expertise reversal effect’) and should help those in the other practice conditions 
perform better on the practice problems, but we did not find that either. Furthermore, 
these instructions were also provided in a previous study in which a worked example 
effect was found in two experiments (Van Peppen et  al., 2021). A major difference 
between that prior study and this one, however, is that in the present study, participants 
were prompted to self-explain while studying examples or solving practice problems. 
Prompting self-explanations, however, seems to encourage students to engage in deep 
processing during learning (Chi et al., 1994), especially for students with sufficient prior 
knowledge (Renkl & Atkinson, 2010). In the present study, this might have interfered 
with the usual worked-example effect. However, the quality of the self-explanations was 
higher in the correct example condition than in the problem-solving condition (i.e., per-
formance during the practice phase scores), making the absence of a worked example 
effect even more remarkable. Given that the worked example effect mainly occurs for 
novices, one could argue that participants in the current study had more prior knowl-
edge than participants in that prior study; however, it concerned a similar group of stu-
dents and descriptive statistics showed that students performed comparable on average 
in both studies.

Another potential explanation might lie in the number of practice tasks, which differed 
between the prior study (nine tasks: Van Peppen et al., 2021) and present study (four tasks), 
and which might moderate the effect of worked examples. The mean scores on the pretests 
as well as the performance progress in the practice problem condition was comparable with 
the previous study, but the progress of the worked example condition was considerably 
smaller. As it is crucial for a worked example effect that the worked-out solution proce-
dures are understood, it might be that the effect did not emerge in the present study because 
participants did not get sufficient worked examples during practice.
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This might perhaps also explain why contrasting examples did not benefit learning or 
transfer in the present study. Possibly, students first need to gain a better understanding 
of the subject matter with heuristics-and-biases tasks before they are able to benefit from 
aligning the examples (Rittle-Johnson et al., 2009). In particular the lack of transfer effects 
might be related to the duration or extensiveness of the practice activities; even though 
students learned to solve reasoning tasks, their subject knowledge may have been insuf-
ficient to solve novel tasks. As such, it can be argued that establishing transfer needs longer 
or more extensive practice. Contrasting examples seem to help students extend and refine 
their knowledge and skills through engaging in comparing activities and analyzing errors, 
that is, they seem to help them to correctly update schemas of correct concepts and strate-
gies and to create schemas for erroneous strategies reducing the probability of recurring 
erroneous solutions in the future. However, more attention may need to be paid to the 
acquisition of the new knowledge and integration with wat students already know (see the 
Dimensions of Learning framework; Marzano et  al., 1993). Potentially, having contrast-
ing examples preceded by a more extensive instruction phase to guarantee a better under-
standing of logical and statistical reasoning would enhance learning and establish transfer. 
Another possibility would be to provide more guidance in the contrasting examples, as has 
been done in previous studies by explicitly marking the erroneous examples as incorrect 
and prompting students to reflect or elaborate on the examples (e.g., Durkin & Rittle-John-
son, 2012; Loibl & Leuders, 2018, 2019). It should be noted though, that the lower time 
on task in the contrasting condition might also be indicative of a motivational problem; 
whereas the side-by-side presentation was intended to encourage deep processing, it might 
have had the opposite effect that students might have engaged in superficial processing, 
just scanning to see where differences in the examples lay, without thinking much about 
the underlying principles. This idea is confirmed by the finding that invested mental effort 
during comparing correct and erroneous examples correlated negatively with performance 
gains on learning items, indicating that the experienced load originated mainly from extra-
neous processes. It would be interesting in future research to manipulate knowledge gained 
during instruction to investigate whether prior knowledge indeed moderates the effect of 
contrasting examples and to examine the interplay between contrasting examples, reflec-
tion/elaboration prompts, and final test performance.

Another possible explanation for the lack of a beneficial effect of contrasting examples 
might be related to the self-explanations prompts that were provided in the correct exam-
ples, erroneous examples, and practice problems conditions. Although the prompts differ, 
it is important to note that the explicit instruction to compare the solution process likely 
evokes self-explaining processes as well. The reason we added self-explanation prompts to 
the other conditions was to rule out an effect of prompting as such, as well as a potential 
effect of time on task (i.e., the text length in the contrasting examples condition was con-
siderably longer than in the other conditions). The positive effect of contrasting examples 
might have been negated by a positive effect of the self-explanation prompts given in the 
other conditions. However, had we found a positive effect of comparing, as we expected, 
our design would have increased the likelihood that this was due to the comparison process 
and not just to more in-depth processing or higher processing time through self-explaining. 
Unexpectedly, we did find time-on-task differences between conditions during practice, 
but this does not seem to affect our findings. Time-on-task during practice was not cor-
related with learning and transfer posttest performance. This also becomes apparent from 
the condition means, i.e., the conditions with the lowest time-on-task means did not differ 
on learning and transfer compared to the conditions with the highest time-on-task means.
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The classroom setting might also explain why there were no differential effects of con-
trasting examples. This study was conducted as part of an existing course and the learn-
ing materials were relevant for the course/exam and. Because of that, students’ willing-
ness to invest effort in their performance may have been higher than is generally the case 
in psychological laboratory studies: their performance on such tasks actually mattered 
(intrinsically or extrinsically) to them. As such, students in the control conditions may 
have engaged in generative processing themselves, for instance by trying to compare the 
given correct (or erroneous) examples with internally represented erroneous (or correct) 
solutions. Therefore, it is possible that effects of generative processing strategies such as 
comparing correct and erroneous examples found in the psychological laboratory—where 
students participate to earn required research credits and the learning materials are not part 
of their study program—might not readily transfer to field experiments conducted in real 
classrooms.

The absence of differential effects of the practice activities on learning and transfer may 
also be related to the affective and attitudinal dimension of CT. Attitudes and perceptions 
about learning affect learning (Marzano et  al., 1993), probably even more so in the CT-
domain than in other learning domains. Being able to think critically relies heavily on the 
extent to which one possesses the requisite skills and is able to use these skills, but also on 
whether one is inclined to use these skills (i.e., thinking dispositions; Perkins et al., 1993).

The present study raises further questions about how transfer of CT-skills can be pro-
moted. Although several studies have shown that to enhance transfer of knowledge or 
skills, instructional strategies should contribute to storage strength by effortful learn-
ing conditions that trigger active and deep processing (desirable difficulties; e.g., Bjork 
& Bjork, 2011), the present study—once again (Van Peppen et al., 2018, 2021; Heijltjes 
et al., 2014a, 2014b, 2015)—showed that this may not apply to transfer of CT-skills. This 
lack of transfer could lie in inadequate recall of the acquired knowledge, recognition that 
the acquired knowledge is relevant to the new task, and/or the ability to actually map that 
knowledge onto the new task (Barnett & Ceci, 2002). Following this, a further study should 
elucidate what the underlying mechanism(s) is/are to shed more light on how to promote 
transfer of CT-skills.

Limitations and strengths

One limitation of this study is that our measures showed low levels of reliability. Under 
these circumstances, the probability of detecting a significant effect—given one exists—
are low (e.g., Cleary et  al., 1970; Rogers & Hopkins, 1988), and subsequently, the 
chance that Type 2 errors have occurred in the current study is relatively high. In our 
study, the low levels of reliability can probably be explained by the multidimensional 
nature of the CT-test, that is, it represents multiple constructs that do not correlate with 
each other. Performance on these tasks depends not only on the extent to which that 
task elicits a bias (resulting from heuristic reasoning), but also on the extent to which a 
person possesses the requisite mindware (e.g., rules or logic or probability). Thus, sys-
tematic variance in performance on such tasks can either be explained by a person’s use 
of heuristics or his/her available mindware. If it differs per item to what extent a correct 
answer depends on these two aspects, and if these aspects are not correlated, there may 
not be a common factor explaining all interrelationships between the measured items. 
Moreover, the reliability issue may have increased even more since multiple task types 
were included in the CT-skills tests, requiring different, and perhaps uncorrelated, types 
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of mindware (e.g., rules of logic or probability). Future research, therefore, would need 
to find ways to improve CT measures (i.e., decrease measurement error), for instance 
by narrowing down the test into a single measurable construct, or should utilize meas-
ures known to have acceptable levels of reliability (LeBel & Paunonen, 2011). The lat-
ter option seems challenging, however, as multiple studies report rather low levels of 
reliability of tests consisting of heuristics and biases tasks (Aczel et  al., 2015; West 
et al., 2008) and revealed concerns with the reliability of widely used standardized CT 
tests, particularly with regard to subscales (Bernard et  al., 2008; Bondy et  al., 2001; 
Ku, 2009; Leppa, 1997; Liu et al., 2014; Loo & Thorpe, 1999). This raises the question 
whether these issues are related to the general construct CT. To achieve further progress 
in research on instructional methods for teaching CT, more knowledge on the construct 
validity of CT in general and unbiased reasoning in particular is needed. When the aim 
is to evaluate CT as a whole, one should perhaps move towards a more holistic meas-
urement method, for instance by performing pairwise comparisons (i.e., comparative 
judgment; Bramley & Vitello, 2018; Lesterhuis et al., 2017). If, however, the intention 
is to measure specific aspects of CT, one should indicate specifically which aspect of 
CT to measure and select a suitable test for that aspect. Mainly considering that indi-
vidual aspects of CT may not be as strongly correlated as thought and then could not be 
included in one scale.

Another point worth mentioning, is that we opted for assessing invested mental effort, 
which reflects the amount of cognitive load students experienced. This is informative when 
combined with their performance (for a more elaborate discussion, see Van Gog & Paas, 
2008). Moreover, research has shown that it is important to measure cognitive load imme-
diately after each task (e.g., Schmeck et al., 2015; Van Gog et al., 2012) and the mental 
effort rating scale (Paas, 1992) is easy to apply after each task. However, it unfortunately 
does not allow us to distinguish between different types of load. It should be noted, though, 
that it seems very challenging to do this with other measurement instruments (e.g., Skul-
mowski & Rey, 2017). Also, instruments that might be suited for this purpose, for example 
the rating scale developed by Leppink et  al. (2013), would have been too long to apply 
after each task in the present study.

A strength of the current study is that it was conducted in a real educational setting as 
part of an existing CT course, which increases ecological validity. Despite the wealth of 
worked examples research, classroom studies are relatively rare. Interestingly, (multi-ses-
sion) classroom studies on math and chemistry have also failed to find the worked example 
effect, although—in contrast to the present study—worked examples often did show clear 
efficiency benefits compared to practice problems (McLaren et al., 2016; Van Loon-Hillen 
et al., 2012). In line with our finding, a classroom study by Isotani et al. (2011) indicated 
that (high prior knowledge) students did not benefit more from studying erroneous exam-
ples than from correct examples or practice problems. As discussed earlier in the discus-
sion, the classroom setting might explain the absence of generative processing strategies on 
learning and transfer. This suggests a theoretical implication, namely that beneficial effects 
of such strategies might become smaller when the willingness to invest increases and vice 
versa.
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Conclusion

To conclude, based on the findings of the present study, comparing correct and erroneous 
examples (i.e., contrasting examples) does not seem to be a promising instructional method 
to further enhance learning and transfer of specific—and specifically tested—CT skills. 
Consequently, our findings raise questions about the preconditions of contrasting exam-
ples effects and effects of generative processing strategies in general, such as the setting in 
which they are presented to students. Further research on the exact boundary conditions, 
through solid laboratory and classroom studies, is therefore recommended. Moreover, this 
study provides valuable insights for educational practice. That is, providing students with 
explicit CT-instruction and the opportunity to practice with domain-relevant problems in a 
relatively short instructional intervention has the potential to improve learning. The format 
of the practice tasks does not seem to matter much, although a prior study did find a benefit 
of studying correct examples, which might therefore be the safest bet. Finally, this study 
again underlines the great difficulty of designing instructions to enhance CT-skills in such 
a way that these would also transfer across tasks/domains.
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