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In recent years, deep neural networks have achieved remarkable performance in sev-
eral tasks related to perception and control. Nevertheless, their usage in safety-criti-
cal systems is quite problematic due to a number of reasons.

First, during inference, the execution time of a neural network can be subject to 
high variations, which may be caused by the specific computing platform, hardware 
accelerator, or the framework used to manage the execution of the various network 
nodes. Second, neural models have been shown to be prone to adversarial attacks, 
which can induce a wrong prediction through imperceptible perturbations applied 
to the input. Such adversarial attacks have been shown to be also applicable in the 
real world through properly crafted patches that can be printed and placed on physi-
cal objects, so without accessing the vision system. Third, the prediction of a neural 
model can also be compromised by inputs that are out of the typical distribution 
of the data samples used during training. Detecting or neutralizing such adversarial 
attacks or out-of-distribution inputs may have a significant impact on the overall 
execution time of the neural model.

This special issue includes three selected articles that cover well three sub-top-
ics related to “Predictable Machine Learning”: timing vs. accuracy tradeoffs, safe 
and predictable implementation of machine learning algorithms for embedded sys-
tems, and predictability of machine learning algorithms in autonomous driving 
frameworks.

The first article “Scheduling IDK Classifiers with Arbitrary Dependences to 
Minimize the Expected Time to Successful Classification” by Abdelzaher et al. con-
siders a model specialized for classification-based machine perception problems to 
trade off accuracy and execution duration to meet timing constraints while maximiz-
ing accuracy.
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The second article “Extending a predictable machine learning framework with 
efficient GEMM-based convolution routines” by De Albuquerque Silva et al. focuses 
on the safe real-time implementation of the inference phase of feed-forward deep 
neural networks on embedded platforms, with the objective of being compliant with 
avionics requirements.

The third article “Main Sources of Variability and Non-Determinism in AD Soft-
ware: Taxonomy and Prospects to Handle Them” by Alcon et al. analyzes the source 
of variability and non-determinism in autonomous driving software, with a focus on 
the Apollo autonomous driving framework.
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