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Abstract
The standard cognitive explanation for the emergence of human communication is 
that it rests largely on the expression and attribution of communicative intentions 
which are, in turn, enabled by complex metarepresentations of mental states. This 
complexity is at odds with the limited metapsychological abilities of infants. But 
mentalistic metarepresentations are neither necessary nor sufficient in explaining 
communication. Coded ostensive signals (e.g., eye contact) and established chan-
nels (e.g., speech) allow that communicative episodes be identified through decod-
ing rather than metarepresentational inferences. Thus, some metarepresentations 
may be unnecessary. However, metapsychology is also insufficient for explaining 
communication: the logic of instrumental actions permits interpreting their effect 
as following from intentions, yet the effect of communicative actions is often un-
available for inferring meaning. Moreover, current evidence for the developmental 
trajectory of communication and mental state attribution does not support the emer-
gence of the former from the latter. My proposal is that our primitive concept of 
communication targets, instead, representational action. When we communicate, we 
typically convey a propositional content that is detached from our acts—a property 
absent in ordinary goal-directed actions. This view additionally raises the possibility 
that metarepresentational capacities evolved for representing external, communica-
tive representations and were only later exapted for other purposes.
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1 Introduction

Humans are unique in their metarepresentational capacities (Cosmides & Tooby, 
2000; Sperber, 2000; Suddendorf, 1999). Metarepresentation allows us not only 
to represent the world directly, as other animals do, but also to represent, reason 
about, and learn from other representations. These embedded representations could 
be of a mental nature. Metarepresenting mental representations enables predicting 
and explaining the behaviors of other organisms, typically by postulating beliefs and 
desires that could act as the causal drivers of those behaviors (Dennett, 1987). It was 
in the context of such “theory of mind1” (Premack & Woodruff, 1978) capacities 
that the term metarepresentation gained currency (Pylyshyn, 1978). It is, thus, no 
wonder that metarepresentation is often taken as synonymous with theory of mind. 
Yet, undeniably, external representations, too, can be objects of representing minds, 
and humans are no less skillful at those. From markings (Ittelson, 1996), animations 
(Revencu & Csibra, 2021), and other types of depiction (Clark, 2016) to the more 
regularly used words and gestures, we exploit perceivable means to convey relevant 
information to one another. Both types of metarepresentation develop early and are 
instrumental in our social lives.

Another seemingly unique feat, ostensive (or Gricean) communication (Sperber 
& Wilson, 1995) is widely acknowledged to be linked to metarepresentation (Malle, 
2002; Woensdregt & Smith, 2017). This is a communicative system that utilizes an 
open-ended range of entities (e.g., actions and objects) to transmit an open-ended 
range of messages2. We can, for example, turn any object-directed action into a dem-
onstration on the fly and thereby convey numerous ways of handling the object (e.g., 
see Király et al., 2013). This open-endedness likely implies that the same productive 
system is at work across modalities, giving rise to conventional and ad-hoc means of 
communication.

Since Grice’s landmark paper (1957), intentionalism (Harris, 2019) in its vari-
ous forms became the dominant account of human communication in philosophy, 
linguistics, and cognitive science. According to this account, communication largely 
consists in the expression and attribution of communicative intentions by interlocu-
tors. Mentalistic metarepresentation was then expectedly taken to be at play in com-
munication, explaining both its development and evolution (Scott-Phillips, 2014; 
Sperber & Wilson, 2002). But this approach has proved to be fraught with difficul-
ties, mainly having to do with the complexity of the cognitive processes it accredits to 
infants and ancestral hominins. According to an opposing camp (e.g., Geurts, 2021), 
on the other hand, this picture takes things reversely: it is language and the capacities 
it affords that permit the development and evolution of metarepresentation.

Therefore, a central question in the study of human communication is the causal 
direction between mentalizing, on the one hand, and language and communication, 

1  In this paper, I use theory of mind, metapsychology, mindreading, and mentalizing more or less synony-
mously to refer to metarepresentation of mental states.
2  Open-ended communication is only the output of the system and, as such, the explanandum in my 
account. But I will provide functional definitions of ostensive communication, including what enables 
open-endedness, in § 3 and § 5.
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on the other. What is often missing in this debate is the role of representations of a 
public nature. Whichever stance we take on the ontogenetic and phylogenetic origins 
of human communication, we must offer an account of metarepresentation in com-
munication, namely the necessary employment of external representations for the 
communicative transfer of information. This neglect, I will argue in this paper, leads 
to problems deeper than mere cognitive load and complexity.

After reviewing the predominantly Gricean approaches, the different roles they 
impute to metarepresentation in human communication, and the common problems 
that stem from them (§ 2), I discuss how in many contexts higher-order metarepre-
sentation of mental states might not be necessary (§ 3) and, more crucially, why it 
is not sufficient in explaining the emergence of human communication (§ 4). Then 
I sketch out an alternative account of the developmental and evolutionary origin 
of human communication according to which ostensive communication involves a 
primitive concept that is irreducible to a configuration of mentalistic propositional 
attitudes and requires instead a capacity to identify external representations and their 
detached content (§ 5). Lastly, I speculate that, if human communication does not 
necessitate mentalizing, metarepresentation might have evolved to enable the use of 
communicative, external representations (§ 6).

2 Metarepresentation in the Gricean approach

In his 1957 paper, Grice noted a fundamental difference between our uses of the word 
“meaning”. For example, when we say,

The smoke means fire.

we are concerned with a factive sense of the word, to the effect that “x means p” 
entails p. If the smoke means fire, then what we have is indeed fire. He labeled this 
use of the word natural meaning. In contrast, when we say,

Her utterance means “there is fire”.

we are using the word in an entirely different sense. Here we cannot unproblem-
atically conclude p from “x means that p.” Such non-factive uses involve what 
Grice termed nonnatural meaning (meaningNN, for short), and this is the sense that 
theories of human communication must address. Grice’s first proposal for analyz-
ing meaningNN was that “x meantNN something” could be taken to be true if x was 
intended by the utterer U to induce a belief in an audience. (Note that it is here that the 
Gricean reduction of the concept of communication to intentions and beliefs origi-
nates.) Grice notes immediately that this is not sufficient. For instance, if A leaves 
B’s handkerchief by the scene of a murder to induce in a detective the belief that B is 
the murderer, we cannot say that the handkerchief meantNN anything. This is a case 
of hidden authorship, rather than communication (Grosse et al., 2013; Tomasello, 
2008). For communication to take place, the intention behind the act must be overt 
(Strawson, 1964). (Note now that overtness, including the problems associated with 
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it, applies only if one adheres to the above-mentioned reduction.) Thus, “x meansNN 
something” would be true if somebody intended the utterance of x to produce a cer-
tain effect in an audience by means of the recognition of this intention. This seems 
to involve a self-referential intention (Bach, 1987). It sounds as though the audience 
should already know what U’s intention is in order to recognize it. Likely in fear of 
such a “reflexive paradox” (Grice, 1957) and following Strawson’s suggestion, Grice 
later (1969) formulated his analysis in terms of “iterative” intentions (Bach, 2012). 
Therefore,

U meant something by uttering x if and only if, for some audience A, U uttered 
x intending.

(I) A to produce a particular response r
(II) A to think (recognize) that U intends (I)
(III) A to fulfil (I) on the basis of his fulfillment of (II).

Condition (III) is added to rule out what Grice took to be counterexamples to a sim-
pler formulation: King Herod presents Salome with the head of Saint John the Baptist 
on a charger intending her to believe that Saint John is dead and intending her to 
recognize this intention; and someone shows his bandaged leg to convey that he has 
a bandaged leg (as opposed to, say, he cannot play squash). Grice wanted neither of 
these to be included by his concept of meaningNN, for he believed that in such cases 
the attribution of intention is incidental to the response—that is, the evidence itself is 
enough to make the required inferences. Besides these, Grice’s definition gave rise to 
an industry of counterexamples to the formulation, most notably by Strawson (1964) 
and Schiffer (1972). I will return to these below.

In developing relevance theory, Sperber and Wilson (1995; Wilson & Sperber, 
2012) placed Gricean pragmatics within the framework of the emerging cognitive 
sciences and so spelled out most explicitly the representational requirements of com-
munication. Rejecting the necessity of sub-intention (III) in Grice’s formulation, they 
suggest that at least two intentions are expressed in communication. The first inten-
tion, corresponding to Grice’s sub-intention (I), is:

informative intention: to inform an audience of something.

This is embedded in a second-order intention, corresponding to Grice’s sub-intention 
(II):

communicative intention: to inform the audience of one’s informative intention.

They point out two potential difficulties in processing these intentions (Sperber, 2000; 
Sperber & Wilson, 2002): Firstly, the inferences required for interpreting utterances, 
as envisaged by traditional Gricean accounts, seem to demand complex belief-desire 
reasoning on the part of the audience. In his other seminal work, Grice (1975) sug-
gested that this is done by the expectation that interlocutors observe a cooperative 
principle which allows the audience to eliminate interpretations that are incompatible 
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with the principle—a rational process which necessitates sophisticated metapsychol-
ogy. Secondly, specifying the processes involved in the recognition of communica-
tive intentions reveals several layers of metarepresentation. As an example, when 
Mary is ostensively picking berries to convey to Peter that the berries are edible, 
to fully grasp this, Peter must entertain a fourth-order metarepresentation (Sperber, 
2000):

Mary intends4
 Peter should believe3
  Mary intends2
   Peter should believe1
    these berries are edible.

This metarepresentational format is what permits Mary’s informative intention to be 
overt (or “mutually manifest”). Moreover, because of their inherent ambiguity, our 
utterances underdetermine the intended meaning, that is, there is a systematic gap 
between what is explicitly said and what is intended. This underdetermination would 
be resolved if the utterance is taken only as a piece of evidence for the intended 
meaning. The audience ultimately forms a metarepresentation of the speaker’s mean-
ing in the interpretive process. And yet another reason for such high orders of meta-
representation is that, if there is doubt in the competence and benevolence of the 
communicator, the audience can still interpret the communication appropriately. In 
such cases, although the informative intention may not succeed and, as a result, the 
audience does not believe the content, he will nevertheless recognize the communica-
tive intention. That is, metarepresentation separates comprehension from acceptance 
(Heintz & Scott-Phillips, 2023). However, if the communicator is trustworthy, there 
would be no need for such a metarepresentational distance (Sperber, 1994b).

Metarepresentation enjoys thus a central role in relevance theory; so much so, 
indeed, that “the very act of ostensive communication, in both production and com-
prehension, is an exercise in reading others’ minds” (Scott-Phillips, 2014). Therefore, 
the causal direction clearly goes from (mentalistic) metarepresentation to ostensive 
communication. Consequently, the reason humans but no other great apes can com-
municate ostensively (but for a recent defense of “proto-ostension” in non-human 
primates see Sperber, 2019) is mainly a metapsychological advantage (Scott-Phillips, 
2015). Being more than a code-based signaling system, it is argued, language could 
not have emerged without the metapsychological capability to attribute higher-order 
informative intentions. However, the complexity of the necessary computations, on 
the one hand, and the ease and early developmental emergence of communication, 
on the other, suggest that a sub-module of our mindreading mechanism might have 
evolved to exploit the regularities in the domain of communication (Sperber, 2000; 
Sperber & Wilson, 2002). Particularly, this comprehension module is licensed to 
assume that the utterance is optimally relevant, that is, it is sufficiently relevant to be 
worth the audience’s attention and is as relevant as is compatible with the utterer’s 
abilities and preferences. Then, the audience can follow a path of least effort in con-
structing interpretive hypotheses and stop when his expectations of relevance are 
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satisfied. As such, although the output of this process may be attributed as a metarep-
resentation of the speaker’s meaning, the process need not be metarepresentational.

Recently there have been several other attempts at either simplifying or qualifying 
the standard formulations to allow that prelinguistic human and non-human animals 
possess some form of ostensive communication. In one such attempt, Breheny (2006) 
states the developmental dilemma as a conflict between the assumption that commu-
nication involves attributing propositional attitudes like intentions and beliefs and the 
then widely acknowledged finding that, although capable of adult-like communica-
tion, children below the age of four are unable to represent propositional attitudes—
as evidenced by their failure to appreciate others’ false beliefs (Wellman et al., 2001; 
Wimmer & Perner, 1983). This appears especially problematic for accounts that place 
mindreading at the center of language development (Bloom, 2000; Tomasello, 2008). 
Drawing on some of the ideas in relevance theory, he proposes that basic commu-
nication might not require mentalizing, but rather the ability to recognize instances 
of communication based on an action concept, and the use of a relevance-guided 
procedure to identify the referent. But an alternative account of children’s mindread-
ing, according to which their failure at standard false-belief tasks is due to processing 
demands rather than a conceptual shortcoming (Fodor, 1992; Leslie et al., 2004), has 
received more empirical support in recent years (Onishi & Baillargeon, 2005; Surian 
et al., 2007; but see Rakoczy & Behne, 2019). Thus, one strategy has been to use 
these results to deny that the complexity of communicative intentions poses a fatal 
blow to Gricean approaches (Thompson, 2014).

Another strategy for mitigating the inferential complexity is to hold that, while the 
Gricean approach is generally correct, one can reduce the representations involved 
in the analysis without missing the main insights. Like Breheny, Moore (2014, 2016, 
2018) finds the dependence of the dominant views on a concept of belief problematic, 
as this could imply that neither infants nor non-human primates communicate osten-
sively. The issue is partially resolved in directive communication which is aimed 
at producing an action in the audience. However, informative communication too 
may not always necessitate changing belief-states: communication can be directed at 
changing perceptual states such as seeing. As for the metarepresentational complex-
ity of communicative intentions, Moore remarks that even ten-year-old children have 
difficulty with entertaining fourth-order metarepresentations. Any Gricean account 
of the origin of human communication must therefore explain how creatures with-
out such sophisticated capacities can nevertheless develop ostensive communication. 
Following Gómez (1994, 1996), Moore’s response to this challenge is that a minimal 
Gricean account without the demanding metarepresentations is possible if one admits 
a functional reading of Grice’s formulation. According to such a reading, the first 
clause in the formulation can be enacted by sign production, which refers to com-
municative behavior (e.g., pointing) with the purpose of eliciting some response r 
from the audience. The second clause can then be enacted by functionally separate 
acts of address. These are performed to direct the audience’s attention to the action 
(e.g., through eye contact), thus fulfilling the overtness requirement of Gricean com-
munication. This functional separation considerably reduces the number of metarep-
resentations in the analysis. Adapting the above example, in addressing her gesture to 
Peter’s attention through, say, an attention-getter:
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Mary intends1
 Peter attends and responds to her gesture.

And in pointing at berries:

Mary intends1
 Peter looks at berries.

Therefore, two pairs of metarepresentation would be enough for comprehending such 
forms of communication. As the communicator does not need to represent her own 
intention, producing minimally Gricean acts does not involve metarepresentations 
at all. In a similar vein, Tomasello (2008) analyses communication in terms of two 
intentions: the referential intention that the audience attend to something and the 
social intention that the audience know or do something because of that attending. 
Since these intentions do not target beliefs, they are likely not metarepresentational. 
Both these minimal accounts may therefore permit the emergence of communication 
in preverbal infants and possibly non-human primates. If so, one could be justified 
in positing that sophisticated forms of metarepresentation evolved culturally from 
simpler forms by exploiting linguistic tools (Moore, 2021).

Another strategy in tackling the complexity of Gricean communication is to argue 
that there exist intermediate cases that share some features with full-blown ostensive 
communication but are simpler in structure (e.g., Green, 2019; Planer, 2017a, b). 
Identifying these intermediate cases, the argument goes, makes the task of explaining 
the transition from coded animal signals to mentalistic communication much easier. 
Thus, while postulating non-Gricean intermediate links, many of these accounts take 
issue more with the Gricean nature of early communication than with the validity 
of the Gricean analysis itself. As will become clear, I take the opposite path: while 
Grice’s insights about the explanandum were correct, his intentionalist analysis does 
not provide a sufficient account of the emergence of human communication.

But, besides the present account, several alternatives to the Gricean picture have 
been proposed (Armstrong, 2023; Bar-On, 2013; Geurts, 2022; Millikan, 1987). 
Bar-On, for instance, suggests that expressive behaviors (e.g., distress calls) permit 
organisms to share their states of mind about the world, absent the Gricean intentions. 
These behaviors may then have been replaced by linguistic expressive vehicles. And 
Armstrong proposes minded communication as a system that can functionally coor-
dinate communicators’ mental states without requiring Gricean metarepresentations. 
This system could, nonetheless, provide a platform for the evolution of metarepre-
sentation (cf. § 6). However, rather than mental representations, my account focuses 
on representational action as an evolutionarily novel concept that enables open-ended 
communication. Of course, such action must be mentally represented by the interac-
tants, but its primary function need not be expressing or changing mental states.

To summarize, Grice accounted for the distinction between natural and nonnatural 
meaning by suggesting that human communication involves complex, overt inten-
tions. Such intentions in turn build upon multi-layered metarepresentations of mental 
states. The complexity of such metarepresentational inferences creates difficulties 
for psychologically plausible accounts of the emergence of human communication 
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in ontogeny and phylogeny. These difficulties have usually been addressed by quali-
fying or minimizing the representational demands of communication. In the next 
sections, I will discuss the degree and kind of metarepresentations required for a 
parsimonious account of the concept of communication.

3 Higher-order metarepresentations are not necessary

The higher-order intentions in Gricean formulations serve mainly to distinguish 
communicative from non-communicative behavior (e.g., hidden authorship). The 
audience should, for instance, infer that the communicator wants him to believe that 
she has a message (i.e., an informative intention) for him. Therefore, most of the 
complexity of the representations stems from such inferences to the communicative 
nature of behavior. However, proponents of the theory of natural pedagogy have 
argued that human children are innately sensitive to a set of ostensive signals which, 
among other things, indicate to them the occurrence of communicative episodes (Csi-
bra, 2010; Csibra & Gergely, 2006, 2009, 2011). These signals (e.g., eye contact, 
infant-directed speech, and contingent responsivity) allow caregivers to impart useful 
knowledge to infants by exploiting the infants’ tendency to interpret such episodes as 
involving generic information. One of the implications of these signals is that, rather 
than metarepresentationally infer the presence of communication, infants can simply 
decode the signals to identify communication (Csibra, 2010). They would subse-
quently need to infer only the message behind the communicative act. Although later 
in development they might also be able to postulate that the communicator has an 
intention to communicate, this is arguably not always needed. If so, then the requisite 
metarepresentations in the Gricean analysis would be significantly reduced (see also 
Moore, 2014). But pedagogy is not the only context in which humans can directly 
recognize communication. Adult interactions, too, sometimes involve ostensive sig-
nals, such as eye contact, for rendering the behavior communicative (e.g., while dem-
onstrating or pantomiming).

Therefore, a functional reading of Grice’s second clause, which (contra Moore, 
2016, 2018) considers its role in distinguishing communication from non-commu-
nicative behavior, leads us to parsimoniously define ostension as the flexible mark-
ing of entities (e.g., actions and objects) as communicative—a function which, after 
Grice’s meaningNN, we can call markingNN

3. Ostensive communication would then be 
a communicative system that makes use of markingNN. This capacity, which enables 
the open-ended production of novel communicative means, permits the function of 
ostension to be fulfilled without necessarily drawing on metapsychology. Decoding 
ostensive signals, is one mechanism for fulfilling this. However, the “communicative 
presumption” (Bach & Harnish, 1979) is at work whenever we use an established 
channel of communication. These channels, like the spoken and gestural modality, 
might be developmentally established through their co-occurrence with ostensive 
signals. In effect, in many, if not most, contexts, we can take the presence of commu-

3  As will become clear below, the nonnatural feature of communication is derived from the representa-
tional quality of the ostensively marked entities, not the marking itself.
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nication for granted without needing to call on complex inferences. Thus, in develop-
ment and evolution, humans could have utilized ostensive signals to markNN entities 
both for using ad-hoc means and for establishing communicative channels—thereby 
bootstrapping the emergence of communication.

The existence of specialized ostensive signals can ultimately simplify the Gricean 
analysis of communication into something like the following:

Mary (ostensively) intends2
 Peter believes1
  these berries are edible.

What is needed for this simpler formulation to work is that, although temporally and 
procedurally separate, the decoding of ostensive signals is conceptually linked to the 
interpretation of the content (Csibra, 2010).

The separation of the functional counterparts of Grice’s clause (I) and (II) might 
be not only a possibility but a necessity for the emergence of ostensive communica-
tion. This is because embedding the informative intention within the communicative 
intention, as standard accounts do, makes a full grasp of the communicative inten-
tion impossible without also figuring out the informative intention. As young infants 
might not yet have the world knowledge or cognitive wherewithal to infer the content 
of the latter intention, they would not be able to infer the former either. Consequently, 
neither could develop. One solution would be to hold that infants represent the infor-
mative intention embedded as a placeholder, specifying the content type, within the 
communicative intention. But if the metarepresentational complexity in more devel-
oped communication does create explanatory problems for a psychologically plau-
sible account, entertaining complex metarepresentations about an empty first-order 
content should be seen as an even more formidable task for infants. (Consider: Mary 
intends Peter believes Mary intends Peter believes something.) If, instead, recogniz-
ing communication and inferring the content are carried out by two separate pro-
cesses, the infant can do the former without the latter. Thus, while the two must be 
conceptually linked, they may need to be (meta)representationally separate.

Although what adult interlocutors explicitly communicate often, if not always, 
underdetermines what they intend to convey, it does not follow that the audience 
must necessarily consider the communicator and her intention in the inferential pro-
cesses (see also Recanati, 2002). There are cases in which the specific mental state of 
the communicator is not relevant to the interpretation (Geurts, 2019). For instance, 
when a priest utters “I hereby pronounce you husband and wife,” (or in similar con-
ventional speech acts) it does not usually matter what he intended by this. Likewise, 
when we interpret the meaning of an unfamiliar road sign, the communicative inten-
tions of the person(s) who installed it may not contribute much (Sterelny, 2017)—
assuming that those are accessible at all. But these could be viewed as exceptions 
to an otherwise interpersonal form of communication in which the identity and the 
mental states of both the communicator and the audience are inferable and contribute 
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to the interpretation4. While this is certainly true, it would be a mistake to conclude 
that the mechanisms involved in this final product are identical to the ones respon-
sible for their emergence in development and evolutionary history (see also Bar-On, 
2013). Again, some of the findings in the natural pedagogy framework could shed 
light on this.

In many studies on the development of communication, the identity of the commu-
nicator is not revealed (e.g., a recorded voice is played back). Children, nevertheless, 
seem to interpret the communicative acts appropriately, expanding our knowledge 
on the development of communication. Such “depersonalized” communication 
could, of course, be merely an artifact of experimental design. However, Egyed et 
al. (2013) have conducted a study that could address the issue more directly (see 
also Novack et al., 2014): Eighteen-month-old infants saw an experimenter show a 
positive emotional expression toward one object and a negative emotional expression 
toward another. These were preceded either by ostensive signals or no communica-
tion. In the test phase, either the same or a new experimenter requested the infant to 
hand them one of the objects. The results suggested that in ostensive contexts infants 
interpreted the expression as communicating generalizable object-directed knowl-
edge, encouraging them to hand the new experimenter the positively valenced object. 
Although one can still argue that the experimenters’ communicative intentions are 
considered by the infants, it could alternatively imply that the identity, and thus the 
specific mental state, of the communicator are less relevant for infants in the interpre-
tive process than the communicative act itself and what it conveys about the referent 
(see also Topál et al., 2009). Here communication seems to work more like the road 
sign example, creating a dilemma for intentionalism: either this is not a case of non-
natural meaning or the mentalistic reduction must be dropped altogether. If commu-
nicative acts are mostly interpreted this way early in infancy and if these pedagogical 
scenarios reflect the context in which humans evolved their communicative system, 
then the emergence of communication might not be as dependent on the attribution 
of mental states as intentionalism suggests. Such a pedagogical origin for the evolu-
tion of ostensive communication (defended extensively in Csibra & Gergely, 2006; 
Laland, 2017) is especially attractive because, contrary to most other hypotheses, it 
proposes a unique selection pressure (i.e., teaching variable cultural and technologi-
cal knowledge) for the unique ability in humans to communicate open-endedly.

Beside representing other representations, another feature of metarepresentations 
is suggested to be that they decouple the metarepresented content from the rest of the 
cognitive system, adding to it information that specifies the kind and source of the 
representation (Cosmides & Tooby, 2000; Leslie, 1987; see also § 6). Decoupling 
would allow cognizers to make inferences about the content within its relevant scope 
without committing errors originating from confusing metarepresented and first-
order representations. This is critical for attributing mental states, since otherwise 
one would take someone else’s beliefs and intentions as their own and behave mal-
adaptively (Cosmides & Tooby, 2000). This might also be crucial for adult communi-

4  Alternatively, one could argue that these are not exceptions but involve attribution of general intentions 
without an identified subject. My main point is not that these are definitive counterexamples, but rather that 
these can be given a different, more parsimonious, interpretation without appealing to intentions.
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cation in which the communicative nature of the representation and who produced it 
could potentially affect not only how one interprets it but also the value one attaches 
to it—as the representation could be mistaken or deceptive. However, in parent-infant 
interactions, trust in the benevolence and competence of the communicator is built 
into the kin-based organization of the interaction. A pedagogical scenario for the ori-
gin of ostensive communication (or indeed any scenario with sufficient convergence 
of interests) would, therefore, allow that one treats the communicated representation 
as equivalent, if not superior (Marno & Csibra, 2015; Topál et al., 2008), to infor-
mation obtained from perception and first-hand experience. Representing the self’s 
belief as the target of communication would also be mostly unnecessary, for, besides 
its reliability, the communication accompanying infant-directed signals is naturally 
meant for the infant. If so, the representations required for the emergence of a concept 
of communication would be minimized considerably.

4 Metarepresentations (of mental representations) are not sufficient

As mentioned before, Grice’s formulation of the intentional structure of commu-
nication has generated a host of counterexamples targeting either its necessity or 
sufficiency. For instance, it has been argued that torturing has the same structure as 
meaningNN: the torturer intends the audience to produce a response r, to recognize 
this intention, and to produce r based on this recognition (Grice, 1969). However, a 
more widely-discussed type of counterexample was introduced by Strawson (1964): 
Mary wants Peter to mend her broken hairdryer. Thus, she pretends to mend the 
pieces together, hoping that Peter notices this and helps out. She intends Peter to 
realize that she intends him to help, but she does not intend him to realize that she 
intends him to realize that she intends him to help (example from Sperber & Wilson, 
1995). Here, although all Grice’s clauses seem to be fulfilled, advocates of the gen-
eral analysis do not wish to consider it as a case of meaningNN, because, intuitively, 
this does not involve communication. As a result, the sufficiency of the analysis is 
threatened. Thus, Strawson proposed that the communicator “should not only intend 
A to recognize his intention to get A to think that p, but that he should also intend 
A to recognize his intention to get A to recognize his intention to get A to think that 
p” (p. 447). However, he noted correctly that even this condition is unlikely to rule 
out further counterexamples. No matter how many such intentions we add to the 
formulation, there will be counterexamples in which the actor has a further deceptive 
intention to hide the lower-order intention. This will result in an infinite regress of 
intentions (and metarepresentations)—undesirable for a cognitive account.

One type of measure to root out these “sneaky intentions” (Grice, 1969) has been to 
introduce a condition that bars deception. For instance, Neale (1992) adds to clauses 
(I) and (II) a further clause that U does not intend A to be deceived about U’s inten-
tions (I) and (II) (see also Grice, 1969; Moore, 2016). The issue with this measure is 
that, while it may be a suitable solution for conceptual analysis, it does not provide a 
plausible cognitive account of communication. It appears unlikely that every time the 
audience is addressed in communication, he considers the absence of deceptive inten-
tions. And it is even more unlikely that the less sophisticated individuals (i.e., ear-
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lier hominins and infants) developing communication could entertain such thoughts. 
Plausibly, considering this kind of deception is an exception to the default interpreta-
tion of communication as being honest with respect to its communicative nature. Of 
course, the clause is not suggested to be represented by interlocutors. But the point is 
that it fails to offer a sufficient cognitive account.

Another measure, advocated by Schiffer (1972), is introducing a mutual-knowl-
edge condition. U and A mutually know that p, if and only if U knows that p, A knows 
that p, U knows that A knows that p, A knows that U knows that p, and so on ad infi-
nitum. Schiffer believes that it is the absence of mutual knowledge of this form that 
produces the deceptive counterexamples. For communication to be properly overt, 
the intentions involved must be mutually known between the communicator and 
the audience. However, as a cognitive account, this appears to replace the “vertical” 
regress of the communicator’s mental states with a “horizontal” regress of both inter-
locutors’ mutual mental states. That is, to mutually know intentions, interlocutors 
seem to need representations of infinite knowledge states about knowledge states. 
So construed, mutual knowledge, too, is deemed unable to provide a psychologically 
plausible explanation of communication (Sperber & Wilson, 1995).

Various attempts have been made to retain the strength of mutual knowledge with-
out adhering to the apparent regress. For example, Tomasello (2008) argues that, 
based on our contextual needs, we only compute some of the recursive represen-
tations and we often access them using simple heuristics. But Sperber and Wilson 
(1995) suggest using, instead, the weaker concept of mutual manifestness. According 
to them, “[a] proposition is manifest to an individual at a given time to the extent 
that he is likely to some positive degree to entertain it and accept it as true” (Sperber 
& Wilson, 2015, p. 134). In a mutual cognitive environment, propositions that iden-
tify individuals who share that environment are mutually manifest as well. Similarly, 
Geurts (2018, 2019) suggests substituting mutual knowledge with the less demand-
ing normative notions of “reasons to believe” (Lewis, 1969) or “mutual commit-
ment”—both of which take the iterative structure of common ground to be a chain of 
implications rather than actual cognitive processes.

But whichever view on mutual knowledge we end up accepting, measures such 
as an anti-deception condition or a mutual-knowledge condition have been proposed 
to rule out counterexamples to the conceptual analysis of the notion of meaningNN—
aimed ultimately at spelling out its necessary and sufficient conditions. Consequently, 
their application for providing models of cognition should be approached with cau-
tion (see also Scarafone & Michael, 2022). Firstly, accounting for individual com-
municative cognition by appealing to such interpersonal concepts is not the only 
option. As argued in the previous section, it is possible that, early in infancy, humans 
are endowed with an inferential communication which does not necessitate com-
plex mindreading. Accordingly, if we have a sufficient account of communicative 
actions independently of the propositional attitudes that cause or follow them (see 
§ 5), then individuals can be suggested to develop this kind of action and its relevant 
concept (cf. Breheny, 2006) before the mastery of its interpersonal consequences. 
For instance, realizing that communicated content (as opposed to, say, hidden author-
ship) is in common ground or that it commits the participants to act accordingly can 
emerge later than the ability to produce or understand communicative acts.
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Secondly and relatedly, as we saw with the torture example, recognizing that the 
act is produced with a similar mental set-up to communication is not sufficient to 
render the act communicative. Even if communication is mentalistic through and 
through, one would still need a proper concept of the type of action that licenses such 
mental state attributions. As an analogy, without a concept of goal-directed instru-
mental actions (e.g., knowing that they cause changes in the external world), attribut-
ing intentions would be insufficient for making the relevant predictions. Likewise, 
mentalizing in communication should follow a concept of what constitutes proper 
communicative acts (e.g., they are markedNN) and their goals (e.g., they aim to convey 
information). Having a convincing account of this type of action, we can then turn to 
investigating whether and how attributing mental states contributes to its understand-
ing. In contrast to such an action-based account, the standard approach attempts to 
characterize communicative cognition largely, if not solely, by specifying the propo-
sitional attitudes that are deemed necessary. These postulated mental states are then 
weighed against unspecified intuitions as to what action should or should not count as 
communication proper (e.g., the intuition that hidden authorship or torture should be 
excluded). I believe that this is the wrong explanatory direction. A sounder approach 
would be to directly address those intuitions by offering an account of communica-
tive action. Issues of the psychological plausibility of complex metarepresentations 
and mutual knowledge arise arguably because the behavioral is explained solely in 
terms of the psychological5. And when this fails, ever more complex representations 
are added to compensate for the failure. If one focuses on the action, issues related to 
the overtness of mental states might not emerge at all.

In Gricean formulations, communicative representations consist in a configura-
tion of intentions and beliefs. This implies that by developing the two concepts of 
intention and belief and linking them humans come to possess a metarepresentational 
complex that enables communication. More specifically, the reduction involves cast-
ing the problem of explaining communication to another level, where, among the 
set of possible intentions, there is a type of belief-inducing intentions. Granting the 
validity of this reduction, we can make a prediction regarding the developmental tra-
jectory of the concept of communication: (1) infants develop the ability to attribute 
intentions and beliefs; (2) they link these two propositional attitudes; (3) they make 
use of the latter link to express and attribute informative intentions; and (4) they 
develop a higher-order informative intention that allows them to express and attri-
bute communicative intentions. This would be ostensive communication proper. The 
problem with this prediction is already visible in (1), as from early in infancy humans 
show a rich and flexible understanding of communication (Bohn & Frank, 2019; 
Csibra, 2010; Vouloumanos et al., 2014). Thus, communication emerges alongside, if 
not earlier than, mindreading capacities and its core features are unlikely to be depen-
dent on such mentalistic concepts. The link in (2) is also problematic in explaining 
the development of communication. On the one hand, this would delay the emer-
gence of communication even further in development. On the other hand, prominent 

5  The point is not that behavior cannot be explained by reference to the mental states of the producer or 
interpreter. Indeed, this is the goal of cognitive accounts of action. The point is rather that such a cognitive 
account should clearly specify the entity at which the mental states are directed.

1 3

Page 13 of 31 168



Synthese (2023) 202:168

theories of conceptual change (Carey, 2009; Spelke, 2003; Xu, 2019) take language 
to be at the center of this process, either through the structures it generates in the 
mind or through its compositional semantics that permits combining information 
across concepts. However, since the hypothetical conceptual change that would link 
the concepts of intention and belief is itself postulated to explain communication, 
linguistic communication is clearly unavailable to the process. One must therefore 
specify how this process occurs (e.g., see Gopnik, 2011). Regarding stages (3) and 
(4), it is question-begging, and as yet empirically unsupported, that the expression 
and attribution of informative intentions precedes communication. Indeed, it appears 
more likely that absent or hidden authorship develop as offshoots of communication, 
that is, as informative behaviors that suppress, or leave out, communicative cues. 
Therefore, on ontogenetic grounds, belief-inducing intentions fail to account for the 
early emergence of the concept of communication.

That communication does not emerge from metapsychological representations 
alone becomes more evident when we apply the logic of the latter to the interpreta-
tion of communication. In attribution of ordinary, instrumental intentions, we predict 
the behavior of agents to follow from the content of their conative propositional 
attitudes. For example, when we see Mary walking in the direction of her house, we 
attribute to her the intention to go home, and we predict her behavior accordingly:

Mary intends [Mary goes home] → Mary goes home.

This is possible because we have a good understanding of the means she can take 
to obtain her goal. For instance, we consult our knowledge that she lives nearby to 
infer that she will walk home. Clearly, the same procedure cannot be used to predict 
communicative action:

*Mary intends [Peter believes p] → Peter believes p.

Thus, Mary’s intention that Peter believe something (e.g., that the berries are edible) 
is not sufficient. (After all, she does not possess telepathic abilities.) This is possibly 
because the subject of the embedded proposition is another person. So, a more proper 
analogy might be the following:

Mary intends [Peter sits down] → Mary makes Peter sit down.

Again, this inference is meaningful because we have a good grasp of the physical 
possibilities and constraints of human action. We subconsciously consult our knowl-
edge to yield the conclusion that Mary pushes Peter down. But:

Mary intends [Peter believes p] → Mary makes Peter believe p.

Although this time the inference is not wrong, it is trivial because the (communica-
tive) action that leads to Peter’s belief is the very thing we would like to predict. 
Since the range of communicative means is much broader (see also Sperber & Wil-
son, 2002), we cannot as easily predict them. And more importantly, the infant simply 
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does not have prior access to them. The resources that are available for interpreting 
instrumental goals are unavailable in communication. These include, among other 
things, efficiency and simulation. The infant can predict behavior by assuming that 
agents choose the most efficient means given the environmental constraints (Gergely 
& Csibra, 2003). But efficiency is less relevant to communicative behavior (but see 
Bohn & Frank, 2019). For instance, the English word “tree” in itself is no more 
efficient or rational for denoting the concept TREE than the German word “Baum”. 
Simulation too is unhelpful, because the infant cannot rely on her own limited rep-
ertoire to predict others’ communicative behavior. Therefore, the above schema for 
action prediction is unlikely to be sufficiently useful for comprehending, and learning 
about, communicative behavior.

A similar difficulty emerges for action explanation. In explaining an action, we 
rely on the effect that the action caused to infer a corresponding intention. Thus:

Mary made Peter sit down → Mary intended [Peter sits down].

Yet this is not possible for explaining most communicative actions:

*Mary made Peter believe p → Mary intended [Peter believes p].

It is not possible in third-personal communication since, unlike instrumental actions, 
there is often no observable change in the audience, and we obviously do not have 
access to their beliefs. Considering the central role of declarative, as opposed to 
imperative, communication for humans (Tomasello, 2008), the problem becomes 
even more striking. In second-personal communication, the audience cannot start 
from the belief they form as a result of being addressed by an act, and then attribute 
that as the intention of the communicator. Recognizing this intention, on the stan-
dard accounts, is itself the very goal of the communicator (Sperber & Wilson, 2002). 
Faced with novel words or gestures, as infants are, there is no obvious way of first 
forming a belief so as to interpret it as the intention of the communicator or the mean-
ing of the utterance. A relevance-guided comprehension module may avoid some of 
the problems with intention attribution. However, attributing the inference of such 
a module as the communicator’s intention would imply metacognitive access to the 
conclusion, complicating the developmental trajectory even more.

As a result, the standard treatment of utterances as just another case of instrumen-
tal action and the underlying processes as cases of mentalistic inferences is not a suf-
ficient approach and is unlikely to explain the emergence of human communication. 
It might be more fruitful in accounting for language use, in which there is a largely 
established channel in place and interlocutors can use the tools at their disposal to 
manipulate one another’s mental states and actions. It could also prove helpful for 
explaining how non-human primates use their signals which are relatively preestab-
lished and limited but utilized flexibly to achieve various goals (Byrne et al., 2017). 
Human communication, however, is marked not only by flexible use but also flexible 
production of ad-hoc communicative means (e.g., pantomiming and demonstration) 
or entirely learned devices (e.g., words and gestures). Then, an account is in order 
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which explains the unique features of human communication and the underpinning 
cognitive representations that make the system possible.

5 Communication as representational action

So far, I have claimed that we cannot unproblematically analyze communicative cog-
nition into a configuration of intentions and beliefs. Ostensive communication may 
alternatively involve an irreducible, primitive concept that enables comprehending, 
learning about, and learning from communicative episodes. Thus, our example could 
be further simplified to only one metarepresentation:

Mary communicates1
 these berries are edible.

And sometimes, we saw, even the identity of the communicator may not be relevant. 
Now the question is: what is communication if not the expression and attribution 
of intentions? Perhaps the main phenomenon that a recourse to metapsychology 
makes us neglect is informative behavior. The presence of this class of behavior is, of 
course, not denied, but rather taken for granted. However, this should arguably be the 
central question for any account of the development and evolution of human-specific 
communication. From early in life, we humans, but apparently no other primate, see 
a class of behavior as having an informational function. This is unlikely to emerge 
solely from metarepresentations of mental states, for these are targeted at the rela-
tion between other minds and the external world. And besides, they typically serve 
to explain and predict actions that bring about a perceivable change in the world, not 
behavior that informs. A primate, armed with the most sophisticated metarepresen-
tational capacities, would still struggle to understand why another agent moves its 
arms around in a strange, ineffective fashion. (Possibly it would think that the agent is 
desperately trying to drive away an insect, and so would go on with its business.) To 
us, however, it appears very trivial that a pantomiming action is informing about what 
it resembles—so much so that we might come to think that no extra cognitive mecha-
nism is required for it. But no rationalization of otherwise instrumental behavior is 
likely to lead one to its representational nature if one does not already possess the 
relevant concept for interpreting informative behavior. Moreover, while, as shown 
above, it is possible to envisage a non-mentalistic form of inferential communication, 
there cannot be any realistic account of human communication that does not involve 
informative behavior—that is, the manipulation of external stimuli for the purpose 
of conveying information. Therefore, an account of this class of behavior and its rep-
resentation in the mind takes explanatory precedence over mental state attribution.

But what does it mean for an action to have an informational function? Everything 
in our environment is a potential source of information, including other people’s 
behavior. Thus, ostensive communication is not special in transmitting information. 
To answer the question, we could go back to Grice. As I mentioned above, while 
Grice’s analysis of meaning and communication might have been mistaken, he seems 
to have had the right insight about what should count as meaningNN. We saw that, 
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read functionally, clause (II) deals with the distinctive quality in human communica-
tion of markingNN. Clause (III), on the other hand, requires the audience to produce 
r based on the fulfillment (or recognition) of the sub-intention in (II). Grice’s insight 
was that if this is not the case, then what we have is an instance of showing—that is, 
“deliberately and openly letting someone know” (Grice, 1957). He believed that such 
cases (e.g., when you show a bandaged leg to convey that you have a bandaged leg) 
should not be considered meaningNN. In these cases, as opposed to cases of “telling”, 
the required inference can be made based on the observable evidence and regard-
less of the purpose of communication. Of course, in keeping with his commitment 
to intentionalism, Grice’s reasoning for this was that the inference be based on the 
recognition of the communicator’s intention. However, it is possible to take a non-
intentionalist lesson from this.

In paradigm cases of telling (e.g., in linguistic utterances and gestures), the rela-
tion between the communicative medium and the content is clearly one of represen-
tationality. This means that in order to arrive at the content of a linguistic utterance 
we cannot rely solely on the utterance and its physical (i.e., auditory and articulatory) 
features, but we need to infer a detached propositional content that the utterance is 
representing. That this is the case is most striking in depictions (Clark, 2016) because, 
despite perceptual similarities between the medium and the content, the depiction is 
meaningful only in relation to what it represents. Otherwise, a realistic drawing of 
a cup is just a mark on a piece of paper without the affordances of an actual cup. 
Although perhaps less striking, this is at the heart of most of our communication. The 
word “cup” (or miming the affordance of a cup) is not an actual cup—nor should it 
resemble one. How it relates to a particular cup or a CUP concept is through repre-
senting. The dependence on detached contents becomes more discernible when we 
look at the acquisition history of the symbol. That is, although the relation between 
“cup” and its meaning seems to be direct, hearing the word for the first time we must 
infer what it is a representation of. This is not the case in the bandaged leg example. 
There, drawing attention to the bandage does not represent anything (unless used to 
communicate something else). The bandaged leg is simply a bandaged leg.

At first blush, the theoretical reliance on representationality might appear to rule 
out a wide range of human communication. Is pointing to a cup not ostensive com-
munication? Sometimes we point at a cup to evoke the kind associated with the prox-
imal referent—for example, when we ask for any member of the same kind as the 
indicated cup (meaning: “Bring me a cup!”). Here, the distal referent (i.e., the kind) 
is detached from the communicative medium. But even when we are pointing at a cup 
to convey something about that very cup, we are seldom merely drawing attention 
to it. The same holds when we show a bandaged leg. Often, we point at something 
to lead the audience to inferences that they would not otherwise make. In most such 
cases, even if the referent is not detached from our communication, that is, it is part 
of the proximal medium we utilize to inform, the predicate is nevertheless detached 
from it. By pointing at the cup, we request our audience, say, to FILL it. What is 
distinctive about human pointing is not only that it can refer to things. Even some 
species of fish might be able to do so (Moore, 2018; Vail et al., 2013). Human point-
ing is special for its capacity to invite detached inferences (see also Tomasello, 2008). 
Hence, reference in pointing should not be considered in isolation from predication. 
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Instead, pointing should be seen as an “utterance” with a full propositional content. 
Or take cases of demonstration. Sometimes, both the referent and the predicate fall 
out of the scope of the communicative medium. For example, by manipulating some 
object-props, we denote an action kind that can be performed on an object kind, none 
of which are by definition present here and now. And even when we demonstrate an 
action on a particular object (e.g., a unique machine), the predicate (e.g., the action 
kind that the learner must perform) is represented by the communicative act.

Representationality can, nonetheless, rule out the familiar counterexamples. 
Torture is not a representational action, even if its intentional structure turns out to 
be akin to communication. It is, alas, an instrumental action taken to bring about 
a change (albeit peculiar) in another person. Examples of hidden authorship, too, 
involve (at least for the audience) non-representational action. Regardless of the 
mental states of the actor, the audience treats planted evidence as he would do, were 
it not slyly arranged by someone else. Yet when the audience takes some arrange-
ment to be communicative, he interprets it as representing a detached content. A key 
on the table would then not only be a key, but also represent a content that is to be 
inferred—say, that the audience should lock the door using that key. As I said, Grice 
wished also to rule out showing in his account of meaningNN for its apparent natural 
feature—although he included cases like nonspontaneous frowning (Grice, 1982). 
This move has been criticized as unnecessarily excluding important forms of com-
munication (Neale, 1992; Sperber & Wilson, 2015). One way of approaching the 
question would be to hold that admitting showing in our account achieves inclusivity 
at the expense of explanatory power. If we allow examples like the bandaged leg, we 
might miss the crucial feature in most human communication (e.g., in linguistic utter-
ances) of informing about something only indirectly. However, as I mentioned, we 
rarely communicate like the limiting case of the bandaged leg. This is also reflected 
in other approaches to communication which require utterances to convey relevant 
information (Grice, 1975; Sperber & Wilson, 1995). The relevance expectation often 
leads the audience to seek information that is not readily available. Besides, the func-
tion for which a cognitive system has evolved need not entirely overlap with how it 
can actually be used (see also Sperber, 1994a; Sperber & Hirschfeld, 2004). While, 
as I claim, our communicative concept may be geared to representational action, it 
can be exploited also to direct attention to stimuli. Then, even linguistic utterances, 
as paradigm cases of representational communication, could be used to manipulate 
attention: when we say “I am here!” to a friend who is looking for us in a crowd, 
regardless of the semantics of the constituent words, our voice is likely to attract her 
attention and lead her to the same conclusion (Recanati, 1986). The present account 
would also incorporate examples like nonspontaneous frowning: how it transmits the 
information is not necessarily or only the communicative intention behind it, but also 
its representational relation to its content (i.e., actual frowns and their implication). 
Lastly, soliloquy (i.e., communication without an audience) can create explanatory 
problems for intentionalist accounts, as there is no audience in whom you can intend 
to induce a response or belief (but see Harris, 2019). However, you can perform a 
representational action whether or not it is addressed to anyone (Searle, 1983).

The point is not that communication is the only domain in which we make infer-
ences about things detached from the perceivable stimuli (see also Gärdenfors, 1995; 
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Planer, 2021). This happens almost all the time—for instance, when we infer the 
presence of things that we cannot currently see. Nor does it mean simply that osten-
sive communication evokes representations in our minds. Some alarm calls in birds 
and chimpanzees appear to evoke a mental representation corresponding to their 
(functional) referent (Sato et al., 2022; Suzuki, 2018). What is unique about osten-
sive communication is that it creates in our mind the expectation that the stimulus is 
representational. It relies, thus, on understanding a class of perceptual stimuli as pos-
sessing “aboutness”. This expectation permits communicators to provide evidence, 
through markedNN entities, for unlimited contents, hoping that the audience will real-
ize this and seek those contents. It also creates a separation between recognition and 
content, because the audience (e.g., infants) can recognize something as representa-
tional and learn about its features, without yet having access to the represented.

Animal signals may also be construed as representational in a functional sense, as 
they have evolved to stand for various meanings. Moreover, enculturated apes can 
acquire multiple language-like signs (reviewed in Gillespie-Lynch et al., 2014). Yet, 
it is doubtful that other species possess any matching disposition to attribute repre-
sentationality to unfamiliar stimuli in novel channels (see also Novack & Waxman, 
2020; Warren & Call, 2022). Humans, on the contrary, interpret novel communica-
tive behavior in various modalities as representational from very early in infancy 
(Ferguson & Waxman, 2016; Novack et al., 2014; Tauzin & Gergely, 2018). There-
fore, one of the crucial distinctions between human and non-human communication 
(across development) is that the former uses entities that trigger a search for con-
tent, even when both the entities and their contents are unspecified in the repertoire. 
As a result, human communication seems to require a specialized concept targeting 
variable representational action. This is arguably not necessary for non-human great 
apes. Although they can exploit various social and contextual cues to augment their 
communication (Bohn & Frank, 2019), their signals are constrained by the times-
cales of phylogenetic (Byrne et al., 2017) or ontogenetic (Tomasello & Call, 2019) 
ritualization. Hence, distinct processes may be responsible for the development and 
use of distinct signals. In contrast, both the size of our learned symbolic repertoire 
and the possibility to use ad-hoc means necessitate a broad and flexible conceptual 
understanding of external representations that is likely specific to humans.

The representational understanding of communicative acts provides an extraor-
dinary possibility for humans to link concepts to other concepts or entities—with 
potential consequences for conceptual development. By drawing on the representa-
tional nature of communication, you can spontaneously specify a referent, perform 
an action that calls to mind your concept of choice, and connect the concept to the 
referent. In this way, you can communicate that you want your phone to be brought 
to you or even suggest (in pretense) that a banana is your phone (Leslie, 1987). Thus, 
due to their representational nature, our communicative acts permit us to establish 
arbitrary (or nonnatural) informational links. We can, therefore, call this representing 
function informingNN. Inferences in other domains arguably draw on the existence of 
preestablished informational links, based, for example, on statistical or nomic rela-
tions. Smoke means fire because there is a causal and statistical relation between the 
two (see also Piccinini & Scarantino, 2011; Scarantino & Piccinini, 2010). An alarm 
call means snake, due to genetically and/or statistically encoded associations. How-
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ever, ostensive communication is a way of establishing informational relations. As 
such, its functioning does not require (although it can use) preexisting informational 
links between the communicative action and the referent. We can, thus, account for 
the difference between what Grice called natural and nonnatural meaning without 
appealing to the intentions behind them.

When we communicate, we use one entity E1 (typically an action) to inform about 
another entity E2 (i.e., the referent). This way we set up an asymmetrical informa-
tional link between E1 and E2, such that E1 can be used to draw inferences about 
E2—but not vice versa. Consequently, the audience’s task is to identify in the cogni-
tive environment the scope of the representational medium, on the one hand, and the 
scope of the representational content, on the other. Specifying these representational 
scopes is not a trivial matter, of course. It is likely that early in development these are 
largely prespecified. For instance, the action may be taken to designate the predicate 
(most evidently in demonstrations) and the object may be construed as the referent. 
By building on this action-object link and the iconic features of the action, the infant 
can both acquire knowledge and bootstrap the development of the communicative 
system. Later in ontogeny, depending on the context (and, of course, the communica-
tor’s inferred mental state), the scope can vary dramatically. Sometimes the object is 
part of the communicative medium, sometimes it is not (as in displaced reference). 
Sometimes the action informs us about an entity, sometimes (as in the example with 
the key) we do not observe any action whatsoever.

The communicative system, then, typically functions along these lines in com-
prehension: (1) communicative episodes are detected through recognizing ostensive 
stimuli (i.e., markersNN); (2) the referent is identified (mostly through following deic-
tic gestures); (3) an informational link is established between the communicative act, 
a conceptual predicate, and the referent; (4) inferences are drawn about the referent. 
Let us see how this works. In demonstrations, after detecting ostension, the infant 
identifies the objects as the proximal referents, by following both the adult’s gaze 
and her manual handling of the objects (Pomiechowska & Csibra, 2022). A predicate 
placeholder is generated, filled by conceptual information drawn from the spatiotem-
poral features of the object manipulation, and linked to the referent objects. Finally, 
the infant makes inferences about the referents. The resulting effect is thus predicated 
as the function of an object (e.g., “A opens bottles.”) or the final arrangement is 
ascribed as a relation between two objects (e.g., “A goes on top of B.”). Sometimes, 
however, the predicate is not iconically represented in the action. In cases of pointing, 
for example, infants must fill the predicate placeholder based on the context (or even 
on the referent). Detecting communication, they use the adult’s pointing gesture to 
identify the referent, they generate a predicate placeholder and fill it with conceptual 
information from the context (e.g., GIVE in a play context), and use this to yield 
inferences about the referent (e.g., that they must give the object to their mother). 
And still sometimes, as in linguistic communication, the predicate might be codified 
in the action.

Note that such inferences might not have been made outside the domain of com-
munication. Observing someone perform a purely instrumental action on an object, 
infants may or may not draw those conceptual inferences. (They may, for instance, 
encode it as a transient relation between that specific action and the object.) Or seeing 

1 3

168 Page 20 of 31



Synthese (2023) 202:168

their mother search for an object, they might eventually realize that she wishes the 
object to be handed to her. However, by exploiting the above-mentioned procedure, 
communication can constrain and secure the necessary inferences. While leaving the 
key on the table could remind your flatmates to lock the door, if you do it conspicu-
ously to tap into their communicative concept, you secure your intended inference. 
They will now take it to represent a detached content by, say, ascribing a predicate 
(e.g., LOCK) to an implied referent (e.g., the key or the door). This is, of course, 
an atypical example, where there is only a trace of the communicative action. As a 
perhaps more typical example, the caregiver demonstrates an action to secure in the 
infant’s mind an informational link between the action and the referent, leading the 
infant to otherwise opaque inferences about the object kind (Csibra & Gergely, 2011). 
And in linguistic communication, one can even exploit the representational nature 
of communicative action to create, and inform about, fictional entities. Furthermore, 
whereas information use is abundant across cognitive domains, “referential informa-
tion” (Scarantino & Clay, 2015), in which one entity is directly stipulated to inform 
about another entity, seems unique to communication.

Thus, the use of representational means to convey detached propositional con-
tents or simply informingNN enables an inferential system that does not necessitate 
attributing mental states (cf. Armstrong, 2023; Bar-On, 2013). The present action-
based account can then cover a similar range of communicative behaviors (i.e., the 
explanandum) to intentionalist accounts without appealing to communicative inten-
tions. Specifically, Gricean formulations have a two-tiered nature: a first-order inten-
tion to induce a belief or response and a second-order intention that the first intention 
be recognized. In my account, informingNN or representation corresponds function-
ally to the former intention, whereas markingNN corresponds functionally to the 
second-order intention. Thus, in a more complete definition, ostensive communica-
tion is a system that involves markingNN and informingNN. Since these are functions 
rather than entities, they can be implemented in the same act or in separate acts. For 
instance, by shaking an empty glass you can both signal that your act is communica-
tive (in other words, representational) and that the glass should be refilled. But you 
can also make eye contact (the markerNN) and raise your glass (the informerNN) to 
convey the same content. Focus on the functions, moreover, helps avoid the complex 
representational requirements. Although functionally it has a similarly two-tiered 
structure, my formulation needs only one level of metarepresentation: a represen-
tation of the external representation. Accordingly, for minimally successful com-
munication, the communicator must manipulate external entities (typically actions 
and objects) in various ways to provide evidence for the represented, and she must 
markNN these entities appropriately. “Uptake” (Austin, 1962) takes place, on the one 
hand, when the audience recognizes the markingNN and so identifies the entities as 
representational, and, on the other, when he infers the represented content.

Offering an action-based account is not to deny the importance of mentalizing in 
communication. Often, we rely on the intentions (“representing intentions”; Searle, 
1983) of the communicator to identify the referent or predicate. And sometimes the 
content of the utterance is itself a mental state (e.g., in expressive communication). 
However, the attribution of mental states would be unhelpful in communication if the 
representational structure were not in place. With it, one can comprehend communi-
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cation both when the mental state is irrelevant or unavailable and when it is neces-
sary to arrive at the right interpretation. The schema of intention attribution failed to 
predict and explain communication (§ 4) because communicative acts involve a dif-
ferent type of goal. The goal in instrumental actions is typically a two-place relation 
between an action a and a change of state b: Gi(a, b). However, in communication 
the goal is a three-place relation between an action x, what it represents y, and (some-
times) the change of state (e.g., belief or action) z: Gc(x, y, z). Thus, with respect to 
the goal, communication involves components that are distinct from instrumental, 
goal-directed action.

To sum up, human communication is characterized by markingNN and informingNN. 
MarkingNN allows us to open-endedly mark entities as communicative through osten-
sive stimuli—thus, enabling open-endedness of medium. InformingNN is about how 
the message in the markedNN entity is communicated. The informational relation 
between the communicative action and its message is one of representationality, 
which involves a detached propositional (i.e., with a predicate-argument structure) 
content. By manipulating external entities in various ways and establishing arbi-
trary informational links between represented concepts and referents, humans can 
open-endedly convey information to one another. External representations, therefore, 
enable open-endedness of content. Although this communicative system can utilize 
postulated mental states to home in on the content, this process involves components 
that are district from those of ordinary goal-directed actions. We thus have an account 
of communication that, although certainly sketchy at this point, takes account both of 
the action (i.e., communicatively marked, representational action) and its cognitive 
underpinning.

6 The evolution of metarepresentation

Evolutionary theories of the origin of metarepresentational capacities can be classi-
fied into three groups: first, theories that propose metarepresentation evolved to solve 
mostly individual, rather than social, problems such as metacognition (Couchman 
et al., 2009) and decoupling (Cosmides & Tooby, 2000); second, theories that sug-
gest metarepresentation originated in social cognition (Baron-Cohen, 1999; Byrne & 
Whiten, 1997; Sperber, 2000); and third, theories that claim human-like metarepre-
sentation evolved culturally in language (Geurts, 2021; Moore, 2021).

Prominent among the first strand of theories is Cosmides and Tooby’s (2000) sug-
gestion that metarepresentation is an adaptation to the “cognitive niche”. This is an 
adaptive mode that involves increasing use of contingent information for the regula-
tion of improvised behavior (see also Pinker, 2010). Through decoupling (Leslie, 
1987), a metarepresented content is quarantined to allow inferences that are valid 
within the relevant scope but harmful if applied outside of it. These representations 
are stored with source tags indicating how they have been obtained (e.g., self vs. 
other). Subsequent information about the source (e.g., its reliability) may affect the 
truth-status of the representation and promote it in the cognitive architecture. Such 
metarepresentational capacities are useful not only for solving socio-cognitive prob-
lems but also, among other things, for planning and episodic memory.
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But a more popular approach to the evolution of metarepresentation views it as an 
adaptation to a “socio-cognitive niche” (Whiten & Erdal, 2012). According to this 
view, the evolution of distinctive cognitive abilities in primates (also called “Machia-
vellian intelligence”) is largely determined by living in large, semi-permanent groups 
of long-lived individuals and the problems it poses (Byrne, 1996; Byrne & Whiten, 
1997). This environment favors, on the one hand, the use of deception to achieve 
individual benefits, and, on the other, cooperation and coalition building. This causes 
an arms race between the social skills of those seeking higher ranks in the group 
and those collaborating to counter the alpha’s dominance—a positive feedback loop 
that leads to ever more complex socio-cognitive adaptations. Metarepresentation is 
among these adaptations, enabling individuals to interpret the behavior of conspecif-
ics not just as bodily movement but as action guided by beliefs and desires (Sperber, 
2000). Such reasoning helps individuals to protect themselves from others, to exploit 
them, and to collaborate with them. Hence, metarepresentation could have evolved 
independently of communication in response to social selection pressures (Scott-
Phillips, 2014; Sperber, 2000; but see Armstrong, 2023). As a result, communica-
tion could emerge, in ontogeny and phylogeny alike, on the back of psychological 
metarepresentation (Baron-Cohen, 1999). Evidence for preverbal infants’ sensitivity 
to false beliefs in non-linguistic tasks provides some support for this (Kovács et al., 
2010; Onishi & Baillargeon, 2005; Surian et al., 2007). Perhaps the main challenge 
for this approach is to explain how and why humans transitioned from a “perception-
goal psychology” (Call & Tomasello, 2008), characteristic of non-human primates, 
to a belief-desire psychology, with its unique recursive structure, or, in other words, 
how higher-order representations emerged from primary representations.

Advocates of the third approach attempt to address the latter challenge. Accord-
ing to them, natural languages provide humans with representational tools that also 
enable expressing and entertaining propositional attitudes. These tools include recur-
sion (e.g., embedding a sentence within a sentence), negation, and evidential mark-
ing (De Villiers, 2013; Moore, 2021). Besides, language reveals the logical structure 
of propositional attitudes which allows contrasting and combining them with the 
content of other propositional attitudes to yield further inferences (Bermúdez, 2017; 
Moore, 2021). Since we represent others’ mental states to use them in our own con-
scious practical decision-making, it is argued, they must be consciously accessible 
representations of an external language rather than sentences in a language of thought 
(Bermúdez, 2017). If true, this dependence on natural languages could imply that full-
blown metarepresentations are the outcome of relatively recent cultural, rather than 
biological, evolution. Geurts (2021) notes that in many languages, quotative verbs 
are also used for attributing mental states, including beliefs and intentions. Thus, 
one can imagine an evolutionary trajectory from quotation to the public practice of 
attributing mental states (corresponding to the quoted expression) and eventually 
to implicit mental state attribution. Similarly, Moore (2021) suggests that human-
specific forms of metapsychology are linguistically constructed folk models of the 
human mind which have been invented and modified for various purposes. According 
to him, beside quotation, a major source for propositional attitude concepts is percep-
tion verbs such as “see” and “hear” which have culturally evolved to attain cognitive 
senses. Proponents of this approach should explain how an inferential communica-
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tive system that went beyond the simple coded signaling of non-human animals could 
get off the ground absent a sophisticated metapsychology (Sperber, 2000). More cru-
cially, linguistic expressions are themselves external, representational devices that 
necessitate metarepresentation. Therefore, their existence cannot be taken for granted 
in accounting for the evolution of metarepresentation.

In the absence of direct paleoanthropological evidence for the emergence of meta-
representation, any hypothesis about its evolutionary root will have to be largely 
speculative—unless, of course, we obtain sufficient evidence for metarepresentation 
in non-human primates (see also Krupenye et al., 2016). However, the plausible alter-
natives would still be worth considering. One of the main reasons for the popular-
ity of the idea that psychological metarepresentation precedes communication (e.g., 
Baron-Cohen, 1999) is the assumption that the latter requires the former. However, 
if my account of communication is correct and communicative cognition emerges 
independently of mentalizing, we can also envisage the opposite direction: metarep-
resentation evolved to enable external, communicative representations and only later 
was it exapted for postulating mental states to interpret instrumental behavior.

This proposal is explanatorily more powerful than the language-first proposal, as 
it does not take linguistic representations for granted. Rather, it proposes a represen-
tational system that, on the one hand, permitted both linguistic and non-linguistic 
external representations, and, on the other, provided a platform for metapsychologi-
cal representations (for a similar view see Armstrong, 2023). Like the language-first 
proposal, however, it suggests an ecology in which there are perceivable objects in 
the world that can promote incremental evolution from organisms lacking metarep-
resentation to ones with increasingly sophisticated metarepresentational capacities 
which they can exploit for various communicative, metacognitive, and metapsycho-
logical functions.

Consider two types of representing the representational medium: in the first 
(admittedly very shallow) type, the representational medium is represented and used 
in learning, but only as a non-representational entity; in the second (full-fledged) 
type, the representational medium is represented as a representation proper, that is, 
with a representational content. The first type is clearly simpler and can potentially 
support the evolution of the more sophisticated type. However, this is only possible 
with public representations, for mental representations are not available to percep-
tion; and even if they were somehow inferable, their representation as non-represen-
tational objects would be futile. As a result, taking metapsychology as the original 
function demands an evolutionary leap from organisms capable of only primary rep-
resentations to ones with the ability to postulate abstract, higher-order constructs (i.e., 
mental states) directed at similarly abstract contents (e.g., a false belief-content or a 
future state of affairs).

The hypothesis that human communication evolved mainly for teaching knowl-
edge to the offspring, plausible in its own right, offers the intriguing possibility 
of a scenario in which communicators use external entities representationally to 
transmit information about kinds, in the absence of specialized cognitive mecha-
nisms. The teachers could, say, perform fitness-relevant actions (e.g., knapping 
flints) in the presence of their children. This already provides a suitable environ-
ment for learning. They could, additionally, monitor their children’s gaze or emit 
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sounds to secure their attention. Because these cues (i.e., eye contact and vocal-
izations) are associated with adaptive information, children would benefit from 
evolving a preference for them—eventually promoting them to child-directed, 
ostensive signals. Moreover, as these proto-demonstrations often entail general-
izable knowledge, it would be advantageous for the learner to develop a cogni-
tive shortcut from the ostensively marked action-object pair to the respective 
kinds, that is, interpret the demonstration as representing a generic predicate on 
an object kind. This would, thus, be an ecology in which actions have an about-
ness—a feature which can promote specialized cognitive mechanisms capable of 
utilizing it efficiently. (The attraction of this scenario notwithstanding, one can 
imagine further alternative scenarios where actors manipulate public stimuli to 
convey information, and observers subsequently evolve a conceptual framework 
in which to make better sense of the stimuli.)

In addition, metarepresentation has some features that are instrumental for men-
talizing but not for representing external representations. Decoupling, for instance, 
is an integral feature of mental state attribution, for otherwise someone else’s belief 
or desire would be detrimentally taken as one’s own. In a kin-selected communica-
tive system (Fitch, 2004, 2007), however, you would be safe to encode and store 
the transmitted knowledge without needing to quarantine it. Likewise, if the parent 
is both competent and benevolent, you would not need to worry about whether the 
representation misrepresents the content—suggested to be necessary for a full under-
standing of representations (Perner, 1991).

Thus, at least in theory, metarepresenting representations of a public nature can 
have a relatively simpler structure. This, in turn, enables an incremental evolution-
ary trajectory from a non-representational understanding of representational entities 
to competence with recursive representations (i.e., representations of representa-
tions). Once recursive representation was in place for communication between kin, 
it could further be used to transmit information to non-kin. This extension in use 
would, however, necessitate some form of decoupling. Decoupled, recursive repre-
sentations would not only enable communication but could be exploited also to attri-
bute the mental states corresponding to the utterances. This representational format 
could ultimately be applied in domains where the medium is abstract and can only 
be contextually inferred. In this way, instrumental action interpretation would be sig-
nificantly enhanced, for now the causes for behavior can be expanded beyond what 
is immediately observable. This application could be through an intermediary factor 
like language, but it could occur more directly through repurposing the same repre-
sentational structure. Moreover, communication itself creates strong pressure for the 
evolution of increasingly sophisticated mindreading, augmenting the resources for 
successful communication.

One implication of considering external, communicative representations as 
the original domain of metarepresentation could be that what set apart human 
communication from the limited communication of other great apes was not 
cognitive constraints in recursive mindreading, but rather an environment that 
favored ever more flexible communication. Since other animals face only a lim-
ited range of prespecified signals in their lifetime, adequate for the recurring 
problems which drove their evolution, they do not need an encompassing “naïve 
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signaling theory”, that is, a metarepresentational concept of communication. 
However, an environment that involves ever-changing and cognitively opaque 
knowledge and technology, like the one our hominin ancestors inhabited (Boyd & 
Silk, 2014; Shea, 2016), fosters an open-ended system for the faithful transfer of 
information. Such an environment creates a “representational niche” in which it 
is beneficial to interpret (communicative) action as representationally conveying 
information that is applicable beyond the locally perceived behavior to displaced 
conceptual entities. As emphasized, this scenario is inevitably speculative. But if 
plausible, it can potentially change our perspective on the evolution of uniquely 
human forms of communication and perhaps social cognition.

7 Final remark

Human communication is commonly understood in terms of the intentional structure 
that is at play in its production and comprehension. This account has several short-
comings in explaining communicative cognition which were discussed above. Par-
ticularly, complex metarepresentations of intentions and beliefs are neither necessary 
nor sufficient in accounting for the design features of ostensive communication as a 
behavior and as a cognitive concept. Chiefly, the standard account may lead to over-
looking informative (i.e., representational) action—common across our diverse uses 
of communication. As an evolutionary account, intentionalism has arguably hindered 
progress in comparative research. Firstly, emphasizing the intentions behind human 
communication obscures what is truly unique about it and leads one to seek its ori-
gin in the intentionality of primate communication (e.g., Zuberbühler, 2018)—rather 
than, for instance, behavior that is potentially homologous with representational 
communication. Secondly, as the purported mental states are inaccessible, devising 
paradigms in which to test similar traits in non-human animals will prove difficult, if 
not impossible. However, if my action-based account is plausible, one may conduct 
studies which can empirically test whether other primates are capable of flexibly 
marking entities as communicative, and, more pertinent to the present paper, whether 
they interpret unfamiliar stimuli as representing a detached content. Such studies will 
likely move research on the evolutionary origin of human communication forward 
and shed light on what genuinely separates (or unifies) our interactions and those of 
our primate cousins.
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