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Abstract
Over the past decades psychological theories have made significant headway into eco-
nomics, culminating in the 2002 (partially) and 2017Nobel prizes awarded for work in
thefield ofBehavioral Economics.Manyof the insights imported frompsychology into
economics share a common trait: the presumption that decision makers use shortcuts
that lead to deviations from rational behaviour (the Heuristics-and-Biases program).
Many economists seem unaware that this viewpoint has long been contested in cog-
nitive psychology. Proponents of an alternative program (the Ecological-Rationality
program) argue that heuristics need not be irrational, particularly when judged rela-
tive to characteristics of the environment. We sketch out the historical context of the
antagonism between these two research programs and then reviewmore recent work in
the Ecological-Rationality tradition. While the heuristics-and-biases program is now
well-established in (mainstream neo-classical) economics via Behavioral Economics,
we show there is considerable scope for the Ecological-Rationality program to inter-
act with economics. In fact, we argue that there are many existing, yet overlooked,
bridges between the two, based on independently derived research in economics that
can be construed as being aligned with the tradition of the Ecological-Rationality pro-
gram. We close the paper with a discussion of the open challenges and difficulties of
integrating the Ecological Rationality program with economics.
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1 Introduction

Heuristics are all around us, both in the real world and the literature. There are many
examples of them and too many definitions of them. In computer science, heuristics
are typically algorithms that are used to find the approximate optimal solution within
reasonable bounds. These algorithmsmay still be computationally complex in absolute
terms, but relatively less complex than the optimal solution; note, that often the optimal
solution may be unknown, or if known, computationally untractable. By contrast, in
cognitive psychology, the term heuristic is predicated on the complexity of the decision
processes—whether or not this is an approximation of the optimal solution (or even
surpasses it) is a matter of contention between two different schools of thought, which
we will discuss below.

We focus on the history of fast-and-frugal heuristics, as a prominent school of
thought in the ecological-rationality tradition that has been sketched out comprehen-
sively in Gigerenzer et al. (1999) and scores of follow-up books (e.g., Gigerenzer
et al., 2011; Hertwig et al., 2013; Todd et al., 2012) and articles—for the state of the
art, see the reviews in Hertwig et al. (2019) and Hertwig et al. (2022). The major
theme of the fast-and-frugal heuristics school of thought is that individuals can be
smart and procedurally rational even if they seem to deviate from some norm of opti-
mality. For example, consider the feasible set of combinations of effort and accuracy
as being constrained by the decision maker’s cognitive processes and features of the
decision environment—this implicit effort-accuracy tradeoff is the essence of promi-
nent theories of bounded rationality. In this view, decision errors can be rationalized
by arguing that regardless of the specific combination of effort and accuracy chosen,
it cannot be classified as irrational as long as it is on the efficient frontier. Errors are
thus decoupled from the notion of rationality, in contrast to neoclassical economics
where errors are synonymous with irrational behavior. Proponents of fast-and-frugal
heuristics go a step further and contend that there exist decision environments, highly
likely in the real world, that can be exploited by appropriately adapted heuristics that
transcend the effort-accuracy tradeoff. Under such circumstances, normative models
such as Expected Utility may be dominated by simple heuristics in both the accuracy
and effort dimensions. In other words, less may be more.

Below we contextualize the emergence of the “Ecological-Rationality” (ER from
here on) program as an explicit counterpoint to the “Heuristics-and-Biases” (H&B
from here on) program initiated by Kahneman and Tversky (e.g., Kahneman &
Tversky, 1979; Kahneman, 2003a, 2003b, 2011; Tversky & Kahneman, 1974) that
informed and inspired scores of early behavioral economists. Simple heuristics in the
ER program are understood to be fast-and-frugal rules of thumb because they ignore
information that is available and hence can shorten decision making time. They also
ought to reflect cognitive processes, and hence be able to predict behavior, instead of
only explaining behavior ex post through as-if modelling exercises.

Our comparative analysis seems warranted by the fact that the H&B program has
invaded (neo-classical) economics, and other social sciences, to the extent that it is now
considered mainstream (e.g., Camerer et al., 2004a, 2004b; Heukelom, 2015; Thaler,
2015, 2016). Increasingly critical questions have been asked about the H&B program
(e.g., Ortmann, 2015a, 2015b, 2021 and references therein), however, its continued
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predominance has overshadowed the ER program, in our view to the detriment of both
the ER program and economics.

The H&B program suggested that bounds on human rationality induce rash deci-
sions leading to systematic biases, or cognitive illusions. The biased heuristics that
people were said to use—such as representativeness, availability, and anchoring and
adjustment—were motivated by appeal to the principles also underlying optical illu-
sions. An implicit—and increasingly explicit claim (e.g., Thaler, 1980, p. 40)—was
that cognitive illusions were as robust as optical illusions (see also Kahneman, 2003a,
2003b). Heuristics were thus considered to be problematic, which coined decision
makers as fallible, even gullible, and in dire need of help from third-parties for better
decision making. As Cochrane (2015) has noted, this view represents a considerable
moral-hazard problem that H&B proponents have often given in to.

It is worth noting that the assessment of people’s performance as being severely
wanting was quite a departure from the prevailing view in the 1950s, 1960s and
early 1970’s (e.g., Edwards, 1956; Peterson & Beach, 1967; see also Ortmann, 2015a,
2015b). Even Tversky and Kahneman (1974), in the article that started it all, did not
make the sweeping claims that followed in the decades thereafter. Lejarraga and Her-
twig (2021) argue convincingly that the shift toward the pessimistic H&B assessment
of rationality was guided by changes in experimental protocols across these decades,
with a radical shift occurring from early experiments based on learning experience
(see Edwards’ body of work) to those based solely on descriptions (pioneered by
Kahneman and Tversky).

Drawing on arguments by Herb Simon (1947, 1955, 1956) that rationality cannot
be defined through cognitive and emotional processes alone, Gigerenzer and the ABC
Research group argued that the design and implementation of many H&B experi-
ments were highly problematic (e.g., prominently Gigerenzer, 1991). Furthermore,
heuristics could have surprising performance properties, particularly in increasingly
uncertain environments (e.g., Gigerenzer & Gaissmaier, 2011 for a good survey).
The fact that heuristics can outperform substantively rational optimization models
prompted Gigerenzer and Sturm (2012) to argue that ecologically rational heuristics
transcend the common categorization of models into either descriptive or prescriptive
models of behavior, arguing that they can be both.

We first review in more detail how this battle of programs unfolded and then lay
out what we regard to be the considerable accomplishments of the ER program. We
then proceed by pointing out the overlooked connections between the ER program
and economics and, finally, we enumerate what we regard to be open questions and
challenges.

2 How the battle between the H&B program (H&BP) and the ER
program (ERP) unfolded

2.1 First, the Heuristics and Biases program (H&BP)

Starting with the “old behavioral economists,” Richard Cyert, James March, Herbert
Simon “who focused on bounded rationality, satisficing, and simulations” (p. 740),
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economics historian Esther-Mirjam Sent (2004) explained the transition from Old
to New Behavioral Economics (pp. 742–747), “(t)he roots of new behavioral eco-
nomics may be traced to the 1970s and the work of especially Amos Tversky and
Daniel Kahneman, …” (p. 742). She identifies the “Behavioral Foundations of Eco-
nomic Theory” conference held at the University of Chicago in October 1985 as a key
event. In the preface to their book that drew on the conference, Hogarth and Reder
(1987) argued that there was “a growing body of evidence—mainly of an experimen-
tal nature—that has documented systematic departures from the dictates of rational
economic behaviour.” In his review of the book, Smith (1991) dismissed that claim:
“(experimental economics) documents a growing body of evidence that is consistent
with the implications of rational models.” (p. 878).

Acknowledging that Simon’s work on bounded rationality had influenced them,
too, Kahneman (2003a, 2003b) identified three separate lines of research in which he
worked.

The first explored the heuristics that people use and the biases to which they are
prone in various tasks of judgment under uncertainty, including predictions and
evaluations of evidence (…). The second was concerned with prospect theory, a
model of choice under risk (…) and with loss aversion in riskless choice (…).
The third line of research dealt with framing effects and with their implications
for rational-agent models (…).” (p. 1449) and,
“Our research attempted to obtain a map of bounded rationality, by exploring the
systematic biases that separate the beliefs that people have and the choices they
make from the optimal beliefs and choices assumed in rational-agent models.
The rational-agent model was our starting point and the main source of our null
hypotheses, but Tversky and I viewed our research primarily as a contribution
to psychology, with a possible contribution to economics as a secondary benefit.
Wewere drawn into the interdisciplinary conversation by economists who hoped
that psychology could be a useful source of assumptions for economic theorizing,
and indirectly a source of hypotheses for economic research (Richard H. Thaler,
1980, …). (p. 1449)

Kahneman & Tversky’s H&BP was based on the idea that thinking was typically
fast and rarely slow, and fundamentally about accessibility or intuition. Consequently,
fast thinking had to rely on rules of thumb (heuristics) leading to systematic diver-
gences (biases) from normative behavior as described by standard economic theories
(Kahneman & Tversky, 1996; Kahneman, 2003a, 2003b; Tversky, 1974). People were
increasingly conceptualized as incompetent decision-makers, a theme embraced by
the movement that evolved into Behavioral Economics. Thaler (1980), for example,
proclaimed that “Research on judgment and decision making under uncertainty, espe-
cially by Daniel Kahneman and Amos Tversky () has shown that (…) mental illusions
should be considered the rule rather than the exception. Systematic, predictable differ-
ences between normative models of behavior and actual behavior occur (…).” (p. 40).
It is striking that the optical-illusion analogy was not taken to its logical conclusion,
namely that the documented illusions either never occur in the environment or in
the few instances when they do, they rarely impose any real cost on the organism.
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How many times have you encountered, and been fooled, by the Müller-Lyer Illu-
sion, a Necker cube or an Ames room in the real environment?—see http://www.
michaelbach.de/ot/ for a discussion of these and other optical illusions. In fact, the
properties of the visual system that produce these illusions are argued to be optimal
given the characteristics of real-world visual environments and the constraints of the
visual system, i.e., a finite number of neurons with a bounded response range.We have
argued elsewhere (Spiliopoulos & Ortmann, 2014) that specific diagnostic tasks, i.e.,
specific parameterizations of tasks where competing models make starkly different
predictions, should be used with caution to infer the rationality of agents. Rationality
preferably should be assessed on a wide range of parameterizations including those
found in the real environment and not just special cases rarely found beyond the
laboratory (see on this, Erev et al., 2017; Hogarth & Karelaia, 2005, 2006, 2007).

The obvious problemswith the H&B approach culminated in the highly-visible dis-
pute between Kahneman and Tversky (1996) and Gigerenzer (1996) about the reality
of cognitive illusions. From the critics’, and also the present authors’ view, the H&BP
was characterized by a lack of process models (key concepts such representativeness,
anchoring and adjustment, and availability being hardly more than labels), too much
story-telling, un-incentivized studies, polysemy, often deception, and experimenter
demand effects, to name a few. There was, in Nobel Prize laureate Vernon L. Smith’s
sarcastic and brilliant observation, too much fishing in the tail ends of human behav-
ior (Smith, 2003, fn. 8). No surprise then that many anomalies were found that were
taken as proof of people’s limited rationality and underwhelming performance. This
interpretation has been contested not only by the ERP, but also many others working
in the neo-classical (e.g., Smith, 1991) and the bounded-rationality tradition (e.g., see
Lieder et al., 2018 for a rational account of anchoring).

2.2 Second, the Ecological-Rationality program (ERP)

The ABC research program (see also Lopes, 1992) was constructed in contrast to the
H&BP. Gigerenzer (1991), for example, successfully deconstructed some key find-
ings of Kahneman and Tversky, who responded to Gigerenzer’s critique (Gigerenzer,
1996; Kahneman & Tversky, 1996). ABC also developed a fundamentally different
view of heuristics by formulating cognitive process models that could be rigorously
tested.Many of the process models were based on a frequentist view of the world, with
researchers broadly adopting an evolutionary-psychology perspective, which concep-
tualized humans as intuitive statisticians with an almost innate ability in navigating
familiar environs. The way statistical information is presented was a crucial moderator
of performance (Sedlmeier & Gigerenzer, 2001; see Hertwig & Ortmann, 2005 for a
summary), e.g., in terms of frequencies versus probabilities.

As the H&BP was gobbled up hook, line, and sinker by the initial waves of Behav-
ioral Economics/Finance, the ERP remained an outsider of sorts, although its influence
has grown as researchers have started applying the insights of ecological rationality
to fields outside its domain of origin—more on this below. Part of the problem is that
ERP researchers rarely engaged with mainstream modern (neo-classical) economics
and when they did, they tended to do so antagonistically, focusing their critiques on
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normative economic models of deductive reasoning.While these critiques are on point
and well-substantiated, if a research program does not simultaneously seek to build
bridges to other programs, important opportunities can be lost. We will argue below
that important work assuming inductive reasoning in economics can serve as a bridge
to the ERP, although important differences remain, and considerable opportunities
have yet to be realized. Note that inductive reasoning does not preclude the possibil-
ity that a learning process may converge to the deductive solution (e.g., prominently
Friedman, 1991), but this will depend on the characteristics of the environment and the
learning rule. In fact, learning dynamics may even serve as an equilibrium selection
mechanism when deductive reasoning leads to a multiplicity of equilibrium solutions
(e.g., Haruvy & Stahl, 2004).

3 Recent accomplishments of the Ecological-Rationality program

The ERP is characterized by a reliance on cognitive process models (which require
some serious theorizing), empirical and experimental testing of these models, and an
important methodological innovation: the preferred mode of testing relies on “out-of-
sample” prediction, or “cross-validation” (Gigerenzer & Gaissmaier, 2011). That is,
performance is not measured by the best fit on an existing dataset but by model per-
formance in unknown datasets. There is no data-fitting after the fact. Cross-validation
addresses the important bias-variance tradeoff (Gigerenzer & Brighton, 2009). Sim-
ple models exhibit higher bias but typically less variance than complex models—it
is the relative strength that determines which type of model outperforms the other in
prediction. However, a key finding of the ERP is that in many environments, heuristics
often exhibit little or no bias relative to more complex models, therefore the variance
effect tends to dominate—we return to this below.

Among the ERP’s key successful demonstrations is that, when cross-validation is
used, simple heuristics such as the recognition heuristic or the “take-the-best” heuristic
outperformed complicated, computationally slow and greedy models such as multiple
regression favored by economists (e.g., Gigerenzer & Brighton, 2009; Gigerenzer &
Gaissmaier, 2011; Gigerenzer et al., 1999; Katsikopoulos et al., 2010; Todd et al.,
2012). More recent work also favorably compares the performance of heuristics in
the wild to increasingly popular machine learning algorithms, including cases where
“Big Data” is available (Katsikopoulos et al., 2021a, 2021b).

The reason is that multiple-regression and machine-learning constructs overfit by
failing to account for the inherent noise in datasets. An important implication is that
often one does not need to worry about the widely accepted effort-accuracy trade-off
(e.g., Payne et al., 1993). Those using simple heuristics can have their cake and eat it,
too.

The reason behind the success of heuristics such as recognition and take-the-best
is now much better understood (Baucells et al., 2008; Drechsler et al., 2013; Kat-
sikopoulos, 2013; Luan et al., 2011, 2014). There are three important environmental
characteristics that are sufficient, but not necessary, to induce these striking results:
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non-compensatoriness of cues, dominance, and cumulative dominance.1 If at least
one of these three is true, then a lexicographic heuristic exhibits no bias vis-à-vis a
linear rule, and is computationally less demanding. These theoretical results would
not be important if these conditions were not found regularly in real environments.
Şimşek (2013) found that they are very common in 51 real-world datasets; conse-
quently, a lexicographic heuristic performed as well as multiple linear regressions in
the median dataset for approximately 90% of cases. Recent work has analyzed fast-
and-frugal trees and successfully connected them to signal-detection theory (Luan
et al., 2011, 2014), other heuristics such as the fluency and priority heuristics have
been proposed (Brandstätter et al., 2006, 2008; Drechsler et al., 2013; Hertwig et al.,
2008; Katsikopoulos & Gigerenzer, 2008; but see also Johnson et al., 2008 on the
priority heuristic), and a persuasive rationalization has been provided for the tendency
of many economists and psychologists to overlook the benefits of simplicity (Brighton
& Gigerenzer, 2015).

A new wave of ER research—much of it emerging from the Center for Adaptive
Rationality at the Max Planck Institute for Human Development (with which one of
us is affiliated)—is deepening our understanding of the interaction between heuris-
tics and environments by turning the question on its head. The ERP initially wanted
to answer the question of which heuristics performed well in specific (given) envi-
ronmental niches and to uncover how important characteristics of the environment
were. That is, research was directed towards a theory of heuristics, yet attention has
recently turned to furthering our understanding of environments frommerely describ-
ing its characteristics, to explaining how they arise and are shaped. This requires a
theory of environments, which is a first step toward the goal of understanding the
co-evolution of heuristics and environments, rather than assuming a uni-directional
causal arrow where heuristics are a response to a specific and fixed environment.
Pleskac and Hertwig (2014) posited that in the face of uncertainty about the likelihood
of events occurring, decision-makers use the risk-reward relationship to infer the prob-
abilities of events from their magnitude. They argue that in many man-made choice
environments, an inverse relationship between risk and reward should be expected.
For example, horse track odds, lottery tickets, bargaining, and submitting manuscripts
to academic journals, the inverse relationship arises primarily throughmarket pressure
on prices to converge to those of a fair bet. Leuker et al., (2018, 2019) found that lab-
oratory participants’ choice behavior was influenced by the risk-reward relationship
even when probability information was available. Pleskac et al. (2021) presented their
competitive risk–reward ecology theory, formally deriving how this relationship arises
from the ideal free distribution principle applicable to competitive environments.

Another important contribution of the ERP is the distinction between “decisions-
from-description” (DfD) and “decisions-from-experience” (DfE) and the empirical
validation of a gap between the two, i.e., choice behavior derived from otherwise

1 Non-compensatoriness of cues is satisfied if the weight of a higher ranked cue is greater than the sum of
all lower ranked cues. Consequently, lower ranked cues can be ignored as regardless of the cue values, it is
impossible for them to reverse a decision made using the higher ranked cue. Dominance is satisfied if the
cues values of one object are all greater than those of the other object. Cumulative dominance is satisfied
if the cue values of one object cumulatively dominate those of the other object. Further discussions and
mathematical definitions of these concepts can be found in Şimşek (2013).
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identical tasks differs across these two paradigms (e.g., Barron & Erev, 2003; Her-
twig & Erev, 2009). In DfD, all relevant information (including lack or uncertainty
thereof) about the choice task is described in words and numbers to decision-makers.
For example, the canonical choice task investigated in this literature involves choice
between prospects, whose monetary outcomes and associated likelihoods are directly
provided. In DfE, these properties are learned through experience with the environ-
ment, for example, by sampling from these prospects and observing individual draws.
Consequently, decision-makers must infer the true probabilities in a manner similar to
learning in the real-world; of course, due to sample properties, such inference carries
a degree of uncertainty, which although it may be ameliorated by more sampling, can
never be completely eliminated. Intuitively, risk maps into DfD and uncertainty maps
into DfE. Furthermore, these mappings are analogous to Savage’s (1954) distinction
between small (DfD) and large (DfE) world decision making, where the states, conse-
quences and probabilities of theworldmay be unknown (seeGigerenzer&Gaissmaier,
2011 for a discussion).We note parenthetically that in strategic environments DfD and
DfE also map into eductive and evolutive (deductive and inductive) game theory (Bin-
more, 1990; Friedman, 1991). We hope that researchers will continue recent attempts
at theory integration (e.g., Luan et al., 2011, 2014; Schooler & Hertwig, 2005) and
related attempts to break down disciplinary boundaries (e.g., Hutchinson & Gigeren-
zer, 2005; Spiliopoulos & Hertwig, 2020).

An increasing number of economists and researchers from management and orga-
nization (no surprise here, given where it all started: Simon, 1955, 1956) have been
attracted by the ER paradigm. For example, Åstebro and Elhedli (2006) have empir-
ically demonstrated the usefulness of simple heuristics in forecasting commercial
success for early-stage ventures. Another example is the hiatus heuristic that predicts
whether a customer is active or not, i.e., will make future purchases. Wübben and
Wangenheim (2013) not only find evidence of its use by executives, but also show
using real-world data that simple heuristics can out-predict more complex models.
Luan et al. (2019) have demonstrated empirically, using data from 236 applicants
at an airline company and through simulations, that a particular inference heuristic
outperforms logistic regressions. Eisenhardt and some of her colleagues (see for a self-
centered primer, Bingham & Eisenhardt, 2014) have argued that successful repeated
product innovation is best implemented through “simple rules”, or “semi-structures”
which define a path between too much and too little structure. Maitland and Sam-
martino (2015) have demonstrated the use of simple decision rules for location choice
by multinational companies when environments are politically hazardous. The work
of Petrou et al. (2020) suggests that too much procedural rationality might be a bad
thing.

Many real-world decisions, especially organizational ones, specifically involve a
dynamic component. In extreme cases, the theoretically optimal solution is based on
complex dynamic programming (often involving backward recursion), which certainly
would not qualify as a potential descriptive model of behavior. Heuristics have not
typically been applied to such dynamic problems, however, Rapoport et al. (2022)
showed that an easily implementable heuristic exhibits excellent performance across
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a wide range of variants of optimal-stopping problems (often referred to as the Sec-
retary problem), including a more realistic competitive version, where employers are
competing for hires.

Ultimately, ERP proponents would like to see their behavioral insights taken up
by practitioners, not just academics, and applied to important real-world situations.
Key tenets of the ERP have inspired the upper echelon of the financial system, see the
speech by Haldane and Madouros (2012) of the Bank of England or Kay and King
(2020). They argue that simplicity, rather than complexity, would benefit the financial
system by inducing greater robustness to the inherent Knightian uncertainty of the
system. The principle of less-is-more could arguably help in designing the regulatory
system, the assessment of key financial indicators such as the capital ratio, the pre-
diction of crises and bank failures, and ultimately, policy intervention—see Aikman
et al. (2021) for a more detailed discussion. Unfortunately, combatting complexity in
(semi-) governmental agencies is a difficult venture, as the vicious cycle of Byzan-
tine regulation—supporting a complex and bloated bureaucratic structure, leading
to even more complexity and fractured regulation (e.g., Michelacci et al., 2021)—is
self-sustaining.

Artinger et al. (2015) haveprovided auseful primer of heuristics as adaptive decision
strategies in management and organizations, but it seems clear that—notwithstanding
the almost 300 cites their primer has attracted so far—the use of heuristics in manage-
ment and organization is under-studied and remains a fruitful area of research (e.g.,
Zellweger & Zenger, 2021 [in press] or Saxena et al., 2021). To see how understud-
ied the topic is academically relative to the revealed interest of practitioners, google
“rules of thumbs to determine when projects pay off” to find almost 3 million hits
and scores of lists of simple decision rules for everything from cash flow to financial
investments. While there can be no doubt that progress towards a science of heuristics
has been tremendous and that the ERP’s influence is increasing, there remain in our
view important blind spots.

4 The Ecological-Rationality program and economics: a missed
opportunity (so far)

The incompatibility of the Ecological-Rationality program with economics has been
emphasized by a number of ERP researchers, who present it as an antithesis both to
the B&HP and the neoclassical-economics program including Behavioral Economics,
which is viewed as a disguised extension of the neoclassical program (Berg&Gigeren-
zer, 2010).

The first argument is that Behavioral Economics often simply patches up neoclas-
sical models to explain ex post any empirical deviations by incorporating additional
parameters into the utility function (e.g., the Fehr & Schmidt model of fairness).

The second argument is that models in Behavioral Economics are still as-if mod-
els of behavior, lacking the cognitive foundations that would be laid by explicitly
specifying the underlying decision processes. We are sympathetic to the claims made
as far as they pertain to much of the research that is often dubbed Behavioral Eco-
nomics (Thaler, 2016). Exceptions to this exist, for example, see the handbook by
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Altman (2017) for a collection of studies across many topics primarily conducted by
economists. We have argued elsewhere in favor of process models compared to as-if
models (Spiliopoulos & Ortmann, 2018). In some cases, the term heuristic is used in
the literature to refer to simple behavioral models, that however, do not necessarily
have a strong underlying procedural foundation. A case in point is the Intertemporal
Choice Heuristic (ITCH) which captures choices between earlier or later payments
by identifying the weight that individuals put on absolute and relative money value
and time difference. Interestingly, the authors do not need to specify utility functions,
making debates about functional forms, decision weights, risk attitudes, and their
elicitations seemingly superfluous (e.g., Andersen et al., 2008). While an interesting
as-if model of intertemporal decision making, it is not a heuristic in the fast-and-frugal
sense because it doesn’t ignore available information (Gigerenzer&Gaissmaier, 2011;
Gigerenzer et al., 1999) and requires the calculation of both absolute and relative dif-
ferences in variables (time and payoffs), thereby introducing redundancy rather than
parsimony.

Generally, we fear that a purely antagonistic approach of emphasizing the divide
between the ERP and neo-classical economic rationality has the unfortunate con-
sequence of deepening the schism rather than fostering an exchange between these
programs. The differences in opinions are well known; we will attempt below to
highlight (perhaps surprising) similarities between these research programs including
the parallel, yet independent, emergence of similar ideas. This suggests that there is
significant scope for future exchange of ideas and productive collaboration between
researchers from the two fields—see, for example, Spiliopoulos and Hertwig (2020),
to which we will return to below.

4.1 Heuristics in economics

Early research in marketing science by Roberts and Lattin (1991) has developed in
parallel to ERP research in psychology. Representative examples include the work by
economists like Manzini & Mariotti and collaborators, and an exploding literature on
choice, consideration sets, attribute filters, and various forms of “rational (in)attention”
as exemplified by the work of Masatlioglu et al. (2012), Kimya (2018), and Mack-
owiak et al. (2023) Independent parallel work can be scientifically counterproductive
in the sense that closer collaboration could have afforded increasing returns to research
and the avoidance of duplication [e.g., see Arkes and Ayton (1999) on the Concorde
Fallacy and related work in economics on sunk cost effects such as Friedman et al.,
(2007) and McAffee et al., (2010)]. Broadly inspired by the work of Gigerenzer and
associates, the well-cited Manzini and Mariotti (2007) formalized and axiomatized a
type of sequential eliminative heuristic demonstrating that boundedly rational choice
procedures can be tested with observable choice (“revealed preference”) data favored
by more traditional economists. Manzini and Mariotti (2012a, 2012b, 2014) built on
this earlier two-stage deterministic model of choice by providing models of stochastic
choice when consideration sets are present (i.e., agents do not consider all feasible
alternatives). This is a popular, but typically less formalized approach in management
and marketing science that is related to Random Utility Models that have been around
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for decades in economics. Mandler et al. (2012) provided procedural foundations for
utility maximization, with the checklists in the title of their paper being the equivalent
of the—preferably non-compensatory—cues central to the fast-and-frugal heuristics
extensively analyzed by the ERP. The authors show that under specific conditions,
procedural utility maximization matches that of substantive utility. In Manzini and
Mariotti (2012a), the authors extended and formalized a choice procedure introduced
by Tversky (1969) that has also been prominently featured in Luan et al., (2011, 2014)
recently. Masatlioglu et al. (2012) also study preference maximization with attention
filters, as does Kimya (2018) who pointed out that in many cases alternatives have
observable attributes (such as price and average review ratings) that allow for consid-
eration sets. He also reviews other related literature that seems relatively untouched
by insights from ERP, as seems to be the case for the exploding literature on rational
inattention (e.g., Gossner et al., 2021; Mackowiak et al., 2023).

4.2 Cognitive bounds and behavior

The premise that less is more with respect to the amount of information that decision
makers use can be linked to bounds on cognition such as capacity limitations in work-
ing memory (Cowan, 2000) or the long-term memory retrieval system (Schooler &
Anderson, 1997). Economists have similarly been concerned with simple strategies
that do not use all available historical information, starting at least with the Axelrod
(1984) tournament. Tit-for-tat and the win-stay/lose-shift strategies are examples of
relatively simple heuristics that perform well in repeated games and are robust to the
exact composition of types in the population and to noise or uncertainty about pay-
offs. The win-stay/lose-shift heuristic is also used by players in games of pure conflict,
and fingerprints of its use can be also found in the response time of those decisions
(Spiliopoulos, 2018a)—see also Spiliopoulos and Ortmann (2018) for a discussion of
what experimental economics can learn from psychologists’ use of response times.
Relatedly, explicit modelling of forgetting has been common in economic studies
of learning in repeated games since Roth and Erev (1995) and Cheung and Fried-
man (1997). Finite-state automata are another methodological tool explicitly aimed
at examining the effects of limiting the prior information (in a temporal sense) that
a player conditions his/her strategies on (e.g., Rubinstein, 1986). Furthermore, it is
well known in game theory that more information or strategic sophistication does
not necessarily lead to better outcomes. The desirability of sophistication, for exam-
ple, in terms of Level-k strategies, depends on the structure of the game (Camerer
& Fehr, 2006). Higher sophistication is beneficial (detrimental) in games of strategic
substitutes (complements).

4.3 The interaction between simple decision rules and the environment

The ERP is based on the premise that rationality should be assessed in the context of
the environment, i.e., Simon’s ‘scissors’ metaphor. In strategic settings, the definition
of the environment must be extended to include institutions, market characteristics,
and the interactions between agents. Perhaps surprisingly—to ERP researchers—an
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early example of such interactions was given by Becker (1962) who analyzed a model
of markets in which participants behaved irrationally or randomly. He found that
seemingly rational behavior at the macro level (not only in the consequence space, but
also in the choice space) could arise even from random behavior at the micro level.
In this spirit, more recent developments in economics include the zero-intelligence
program initiated byGode and Sunder (1993)who examined the effects of the structure
of continuous double-auctions on market outcomes. They found that simple agents,
whomade random bids with the only constraint that they do notmake offers that would
lead to a loss, converged and achieved near perfect allocative efficiency. The lesson
to be learned from this research is that rationality cannot be ascribed to individual
decision makers without explicit consideration of the environment. In the case of
zero-intelligence traders, convergence was driven by the position of the marginal
units.

Economists tend to ignore the ecological rationality of boundedly rational strategies
(such as Level-k and cognitive hierarchy theory) although in the lab many subjects’
behavior is explained particularly well by the L1 heuristic. This heuristic assumes
that an opponent chooses each of his/her available actions with equal probability.
Consequently, the L1 heuristic simplifies a strategic problem to a non-strategic one
(Spiliopoulos et al., 2018). Are these heuristics ecologically rational? Does their use
lead to systematically lower payoffs in the outcome space or not? Earlier work found
that given the behavior of other subjects in experiments, the use of heuristics is not
particularly detrimental (e.g., Camerer et al., 2004a, 2004b; Stahl & Wilson, 1995).
In fact, using a Nash equilibrium strategy is not rational conditional on other players
not adopting the Nash equilibrium. While these findings establish that heuristics may
be appropriate given other players adopting non-Nash strategies, it is not a complete
answer as it does not explain why other players were not playing Nash in the first
place. To do so requires a map of bounded rationality specifying which heuristics are
effective in different classes of games, something akin to the systematic exploration
of the environment and decision rules in Hogarth and Karelaia (2006), but applied to
games.

This is exactly what Spiliopoulos and Hertwig (2020) undertook by looking at the
performance of heuristics found in the experimental economics literature for a wide
range of different environments comprised of one-shot normal-form games with dif-
ferences in: (a) the size of the action space, (b) the degree of payoff uncertainty in terms
of missing information about the game payoffs, and (c) the degree of (mis)alignment
or players’ interests in the games. They find that the simple Level-1 heuristic performs
extremelywell over awide range of environments for variousmeasures of performance
and robustness. This may appear to be a surprising result at first, as L1 completely
ignores an opponent’s payoffs. However, this imbues L1 with an immunity to noise or
uncertainty in an opponent’s payoffs. Combined with the diminished effect of noise
in own payoffs due to the averaging calculations of L1, these properties render L1
to be more robust to payoff uncertainty than other strategies. Note, that games with
highly correlated payoffs across players exhibit significant redundancy in the payoff
cues; knowing one’s own payoffs is highly predictive of the possible opponent’s pay-
offs. Despite its simplicity, L1 also indirectly conforms to an important prescriptive
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principle related to strategic uncertainty, never to play a dominated action. The nor-
mative Nash equilibrium solution is found to perform on par with the best heuristic
only when payoffs are positively correlated, i.e., games that have a stronger incentive
for cooperation than competition, but at a significantly greater computational cost.

Another example of work by economists comparing the performance of simple
heuristics to other more sophisticated models in repeated games is Duersch et al.
(2014). They characterized the set of symmetric two-player games where tit-for-tat
(and a wider array of imitation strategies) cannot be beaten by any other strategy
of unbounded sophistication. Generally, learning and evolutionary dynamics do not
necessarily eliminate simpler strategies competing against more complex strategies in
the long-run (e.g., Germano, 2007; Mohlin, 2012; Robalino & Robson, 2016; Stahl,
1993). This means that at the steady-states, the surviving simple heuristics achieve
payoffs that are identical to those of complex strategies.

These discoveries seem to warrant the direction of more attention towards elu-
cidating the complex relationship between the computational sophistication and
information requirements of strategies, including heuristics, and the strategic and
informational properties of environments.

4.4 How to choose heuristics from the adaptive toolbox?

Initial criticisms that the ERP had not adequately specified the heuristic selection
method of the adaptive toolbox has prompted work directed at strategic selection. We
will touch upon three qualitatively different approaches to this problem. The earliest
response to this critique was to postulate a reinforcement learning mechanism over
heuristics (Rieskamp &Otto, 2006)—see also the RELACSmodel by Erev and Baron
(2005). This is essentially the same solution independently proposed for strategic
decision making by economists. For example, Aumann (1997, pp. 7–8) writes “Ordi-
nary people do not behave in a consciously rational way in their day-to-day activities.
Rather, they evolve ‘rules of thumb’ that work in general, by an evolutionary process
like that discussed above (Section 1a), or a learning process with similar properties.”
In the El-Farol bar problem (Arthur, 1994), agents hold a heterogeneous set of simple
predictive models and learn to use the more effective rules (given their individual
experience) over time; interestingly, such a learning process converges to the Nash
equilibrium solution. Empirical work in repeated games by Stahl (1996, 1999, 2000)
and Haruvy and Stahl (2012) find evidence that subjects learn to use relatively simple
rules based on their prior performance—they refer to their model as rule-learning.
These are concepts strikingly similar to those proposed by the ERP; however, the
ERP studies were in the domain of individual decision making, whereas the economic
studies are in strategic decision making.

A second approach to the strategy selection problem can be based on evolutionary
pressure, whose dynamics (similarly to reinforcement learning) depend directly on the
consequence space, rendering the approach relatively computationally inexpensive.
Spiliopoulos (2021) extends the paradigm in Spiliopoulos and Hertwig (2020) to a
dynamic environment where strategic heuristics are subjected to replicator dynamics
while playing randomly drawn one-shot normal form games. The findings point to
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an ecological map of the environments where simple heuristics survive in the long-
run steady-state versus more sophisticated strategies, including the Nash equilibrium.
Which heuristics survive depends crucially on the characteristics of the games found in
an environment and the cost of computational complexity. In many cases, an ecology
with mixtures of heuristics of varying sophistication and complexity emerges in the
steady-state, providing a theoretical foundation for the co-existence of a heterogeneous
set of strategies, as is often found in experiments.

A third approach to the problem of heuristic selection is resource-rational analysis
(Griffiths et al., 2015; Lieder et al., 2019), which admits ERP-like principles at the level
of decision rules or heuristics that are simple and constrained by cognitive bounds,
but assumes optimization at the meta-reasoning level of heuristic selection based on
cost–benefit analysis.

These approaches fall under the general category of what Schurz and Thorn (2016)
referred to as meta-inductive strategies. These authors consider the theoretical lim-
its of the performance of various meta-strategies ranging from choosing the recently
best-performed heuristic to strategies that weight the predictions of many heuristics
in the toolbox. Not surprisingly, they show that in dynamic and uncertain environ-
ments, the performance of meta-strategies depends crucially on the properties of the
environmental dynamics, a direct analogy to the ecological mapping between specific
heuristics and environments.

The aforementioned approaches may converge under specific environmental char-
acteristics, as reinforcement learning and evolutionary pressure over heuristics may
lead to similar results as rational meta-reasoning. The conditions under which this
may occur need to be formally investigated and the different approaches pitted against
each other in competitive model comparisons to determine their empirical content. It
need not be the case that only one of the approaches is valid; they may also be part of
an adaptive toolbox, to be employed in environments when the relevant information
required is present and informative. Clearly there is potential here for both disciplines
to interact and advance our knowledge of the strategy selection problem.

4.5 Procedural modeling

An important characteristic ofmost ERP studies is the insistence thatmodels should be
procedural (or process-based) in contrast to the majority of models in economics that
are as-if models. The advantage of procedural models is that they make more specific
predictions (for choices and processes) than as-if models and are consequently more
falsifiable in the Popperian sense. For example, see Johnson et al. (2008) who argue
that the process data collected in experiments is incompatible with that implied by
the Priority heuristic; this of course, would not have been possible for an as-if model.
It is perhaps here that cognitive psychologists have already exerted a uni-directional
influence on economists. Early work in psychology employing process-tracing tech-
niques such as Mouselab (Johnson et al., 1989) and eyetracking have spilled over to
economics—see Crawford (2008) for an excellent overview. Providing process-level
foundations to existing as-if models in economics, and highlighting the value-added
of this, is another way of engaging economists with the ERP. For example, while
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not originally envisaged as process-models per se, Cognitive Hierarchy and Level-
k theories have been subsequently grounded in models of information search and
integration using process-tracing (e.g., Devetag et al., 2016; Polonio et al., 2015). Fis-
chbacher et al. (2013) modified economic theories of social preferences by imposing
a decision tree structure to the order in which the relevant variables are examined.
Similarly, Spiliopoulos (2013) transformed a process-free model of pattern recogni-
tion in games (Spiliopoulos, 2012) into a process-model encompassing both exemplar-
and prototype-based categorization grounded in the ACT-R cognitive architecture. It
is a hopeful sign that economists such as Spiegler (2019) are calling for more theo-
rizing in Behavioral Economics for it to truly realize its potential as a transformative
force in economics. He argues convincingly that simply relaxing parametric functional
forms, while empirically practical as they allow simple hypothesis tests of deviations
from orthodox economic theory, primarily serve to keep Behavioral Economics mired
under the methodological embrace of classical economics. Concrete theorizing, which
includes procedural modeling but also fully utilizes the arsenal of tools in economists’
toolboxes particularly in the interaction and aggregation of individual behavior to
whole markets, will lead to falsifiable behavioral models. This would contrast with
more flexible renditions of heuristics described qualitatively, often found in the HB&P
program and in the (now essentially orthodox) Behavioral Economics literature.

4.6 Reasoning by similarity and cases

Reasoning by similarity can be a useful tool when confronted with the uncertainty
of a new situation that an agent has not experienced. Important theoretical contribu-
tions have been made by economists to case-based and analogy-based reasoning, see
for example early work by Rubinstein (1988) and Leland (1994) on decisions under
risk and the extensive work of Gilboa and Schmeidler (1995, 2001). Other work by
economists exploiting similarity in inductive inference involves the question of how
agents play a new game (that they have not seen before); specifically, how prior expe-
rience of other games may spill over to new (unseen) games on the basis of similarity
between games (e.g., Grimm&Mengel, 2012; Knez &Camerer, 2000; Mengel, 2012;
Mengel & Sciubba, 2014; Spiliopoulos, 2015). Also, Spiliopoulos (2013) showed that
subjects learn from the similarity, not between games, but between patterns in the
history of play (sequential actions chosen by both players in previous rounds) during a
single repeated game. This work is complementary to that of cognitive psychologists’
work on pattern recognition in individual decision making, specifically in decision
making under uncertainty (or decisions from experience), where sampling plays a
prominent role. Decision-makers considering the similarity of the current history of
samples of a given depth to contingent sequences in prior sampling admit a wavy-
recency effect of rare outcomes (Plonsky & Erev, 2017; Plonsky et al., 2015), which
more accurately predicts choice behavior than models without such pattern detection.

Pattern recognition, the learning of contingent events and their likelihood in the
environment, must be a core competency of any species worth its while; adaptation
and survival depend crucially on unearthing the regularities in the environment. Also,
reasoning by similarity is essentially the application of this competency to uncertain
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and newenvironments,where exactmatching is not possible. Consequently,we believe
that these competencies are pervasive through all facets of judgment and decision
making and constitute a particularly fruitful area of collaboration between economists
and psychologists, potentially serving as one of the bridges between ecological and
economic rationality.

4.7 What is the appropriate performancemetric for model comparisons?

The ERP has rightly promoted the use of cross-validation to compare the performance
of heuristics to more complex models, hence shifting the focus from explanation to
prediction. This is a consequence of the bias-variance dilemma.More complexmodels
will tend to fit better with in-sample predictions than simpler models (such as heuris-
tics), but may perform worse on out-of-sample predictions. Friedman (1953) was an
early proponent of the notion that theories should be evaluated on the basis of their
predictive power; of course, ERP researchers would take aim with his contention that
the processes (and underlying assumptions) are irrelevant—see for example the bil-
liard player example in Friedman and Savage (1948). Studies published in prominent
economics journals as far back as Camerer and Ho (1999), and including more recent
work such as Wilcox (2011) and Spiliopoulos (2012, 2013), have also argued for, and
used, cross-validation. Yet, it is here where economists really could learn from intrigu-
ing work that is currently being done in psychology. Erev et al., (2017, and literature
therein) for example make a persuasive case, of immediate relevance for economists,
for the use of choice prediction competitions between models. Yarkoni and Westfall
(2017) have summarized lessons from machine learning to make the case for pre-
diction over explanation; see relatedly also Bhatia and Le (2021). Plonsky and Erev
(2022) have made the case for prediction oriented behavioral research summarizing
succinctly some of the relevant recent literature. He et al. (2022) have extended the pre-
diction paradigm (and the cross-validation approach) by showing the predictive power
of “model crowds”, i.e., (relatively small) sets of models that get weighted in different
ways. Model crowds’ superior predictive performance essentially further reduces the
variance component of prediction errors. There are many fascinating developments in
this space and economists ought to take note.

4.8 What is the appropriate space for the calculation of deviations
from rationality?

A further issue concerns how we measure deviations from rationality, if they exist
at all. The ERP focuses on deviations in the consequence space, i.e., comparing the
actual loss in terms of the consequences of a behavior. Consequences can be actual
payoffs, if they are well defined for a problem, or a metric based on the percentage
of correct/wrong responses often used in binary tasks. Using deviations in the conse-
quence space instead of the choice space is important, as seemingly large differences
in the choice space may not translate into large deviations in the consequence space,
particularly when computational costs are included. In the early history of Behavioral
Economics, deviations from rationality were typically measured in the choice space,
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and this still occurs to a considerable extent. However, experimental economists have
taken issuewith experiments that have a flat payoff function around the normative solu-
tion, culminating in the payoff-dominance critique (Harrison, 1989) that prompted a
large debate in the field (see the comments and replies to this paper in the American
Economic Review Vol. 82, No. 5, 1992).

This debate has influenced future work in the field, see for example the extensions
of the literature on the evidence of mixed strategy equilibrium behavior from the
laboratory where incentives and the curvature of the payoff function may indeed be
weak, to high incentives in the field for professional sport players (e.g., Spiliopoulos,
2018b;Walker &Wooders, 2001).While originally intended as a critique of the design
of many experiments in economics, implicit in the payoff-dominance critique is the
notion that sub-optimal behavior can only be identifiedwhen it is accompanied by large
costs in the consequence space. A large deviation in the choice, but not consequence,
space can be thought of as near-optimal behavior with a low opportunity cost.

5 Open questions and challenges

While the success of the Ecological Rationality program cannot be disputed, there
remain many open questions that are in need of answers. We enumerate and discuss
them next.

First, what is the complete set of heuristics out there? This question may be
unanswerable because researchers have incentives to differentiate their product (e.g.,
Bingham & Eisenhardt, 2011, or the already mentioned Ericson et al., 2015, who do
not reference Gigerenzer et al., 1999). Agreement on what is in the adaptive toolbox of
heuristics seems elusive andmay be evenmore challenging for newer work in strategic
decision settings; see Vuori and Vuori (2014) for an excellent primer and Spiliopoulos
et al. (2018) for some experimental results.

Constraining the infinite number of available heuristics to those that are part of the
adaptive toolbox can be accomplished by various means. One approach (e.g., Schooler
&Hertwig, 2005), is to constrain heuristics by using well-known cognitive constraints
such as the number of items that can be held in working-memory, the relationship
between memory retrieval, and frequency/timing of events. Another approach is to
first constrain heuristics (e.g., by modelling them as fixed-memory finite-automata),
expose the remaining heuristics to evolutionary or competitive pressure, and assume
that a small subset of the fittest heuristics makes it into the adaptive toolbox. An
alternative approach pioneered by Gigerenzer and Selten (2002) is to categorize the
building blocks of heuristics into search rules, stopping rules and decision rules.

Second, how to choose the appropriate tool remains a prominent question, although
considerable progress is being made, e.g., see Marewski and Schooler (2011) and
Marewski and Link (2013) for a review. The argument that tool selection may be
driven by evolutionary pressure or a reinforcement learning mechanism over heuris-
tics is credible, but may not capture the whole picture. Our skepticism harks back to
old debates about how sensitive decision-makers are to structural changes in the envi-
ronment. We know that heuristics use change with environmental conditions (e.g., the
work of Hogarth and Karelaia, see also Rieskamp & Otto, 2006; Spiliopoulos et al.,
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2018; Spiliopoulos&Ortmann, 2018), but we are far from a satisfactory understanding
of the issue of matching.

Learning environment-specific heuristics requires the environment to remain rela-
tively stable. If not, then heuristics that are mapped to a specific environment will, by
construction, overstay their welcome. However, the issue of non-stationary environ-
ments can be addressed without necessarily changing heuristics by forgetting, i.e., a
simple adaptation is directly built into the heuristic without having to resort to meta-
cognitive strategy selection. The optimal degree of forgetting depends on two opposing
effects. Stronger forgetting leads tomoreweight being placed on recent events, increas-
ing the probability of detecting and adapting to a change in the environment. However,
if the environment is stable then forgetting leads to a waste of information from the
distant past (which is still relevant) and may lead to overfitting to the noise in the most
recent observations. Ultimately, the complexity of the environment will determine and
shape the tools in the box.

Third, as important as understanding how environments affect heuristic choice
is, to what extent the use of heuristics can shape the environment raises important
issues of causality (e.g., Hertwig et al., 2002 on parental investment) that strike us
as under-researched. One collaborative avenue with economists is the mechanism
design literature, which is concerned with the design of institutions, such as auctions
and markets, so as to achieve the designer’s goals whilst considering the interac-
tion between the behavior of participants and the institutional structure. Early work
presumed that participants were substantively rational, however newer work is typ-
ically based on the H&B principles, such as exploring the effects of loss aversion
and reference-dependence (e.g., Benkert, 2022; Eisenhuth, 2019). Therefore there
still exists significant potential in exploring how agents employing fast-and-frugal
heuristics would affect the design of incentive-compatible mechanisms.

Fourth, ERP researchers argue that the two programs of rationality have not only
very different assessments of human rationality but also very different policy implica-
tions, identified as nudging (firmly rooted in the H&BP) and boosting (Gruene-Yanoff
& Hertwig, 2016; Katsikopoulos, 2014; Viale, 2022). These issues strike us also
as understudied. While nudging might have some undesirable intertemporal conse-
quences (e.g., Carroll et al., 2009 and the literature that followed it), boosting is often an
unavailable option or one whose long-term horizon (e.g., boosts based on education) is
unattractive to policy-makers seeking short-term—though perhaps, fleeting—results.
Despite the forementioned difficulties, the ERP program has the potential to influ-
ence policy and to challenge the incumbent nudging paradigm, especially in terms of
longer-lasting and broader behavioral impact.

Fifth, the ERP has only recently started to have a practical impact on management
and organization science. This is somewhat surprising given the intellectual origin of
the Ecological-Rationality agenda and the concept of bounded rationality (Simon,
anyone?). The first wave of publications in prominent management/organization
science journals focused primarily on the theoretical properties of heuristics (e.g.,
Hogarth & Karelaia, 2005; Katsikopoulos, 2013), while the second wave focused on
applied/empirical research (as we presented earlier). We anticipate that the discovery
of (simple) heuristics bymanagement and organization sciences (e.g., Loock&Hinner,
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2015), will further encourage a shift from individual decision making to games intro-
ducing new complexities arising from strategic interactions amongst agents, but also
important opportunities to extend both theoretical and empirical work (e.g., Rapoport
et al., 2022; Spiliopoulos & Hertwig, 2020).

Sixth, engaging psychologists and economists in research collaborations is a
promising avenue for new breakthroughs (e.g., Fischbacher et al., 2013). Another
example is Stevens et al. (2011), who examined the effects of forgetting on the emer-
gence of cooperative strategies in repeated interactions. Further investment in theory
integration and bridging the different concepts of bounded rationality that psycholo-
gists and economists employ would be worthwhile. There are, of course, important
differences across disciplines thatwe cannot fully discuss here—Katsikopoulos (2014)
and Grüne-Yanoff et al. (2014) are excellent primers. We should not presume that the
task is impossible, as successful examples of theory integration include linking CPT
and heuristics for risky choice (Pachur et al., 2017) and identifying attention asmediat-
ing the relationship between CPT and drift diffusion models (Zilker & Pachur, 2021).

Seventh, the topic of learning has not been broached by the ERP program. A start-
ing point is Selten’s Learning Direction Theory (LDT), which is ultimately a simple
story of ex post rather than ex-ante rationality using minimal information—note again
that this is an inductive model of reasoning. LDT requires information only about
the direction that would have led to an improvement in the outcome; reinforcement
learning would also require the magnitude and regret-based learning would require
information about counterfactual outcomes. As an aside we draw the reader’s attention
to the edited volume by Gigerenzer and Selten (2002). An excellent example of work
along these lines is Bonawitz et al. (2014) who show that a simple heuristic (win-
stay, lose-sample) approximates computationally demanding Bayesian inference in
non-strategic settings.

Strategic interactions entail additional uncertainty—how often is the assumption
of perfect information fulfilled in the real world? Do we know what the action space
is, what the payoffs are, and the type/motives of our opponent? With so much uncer-
tainty, is strategic ignorance or bounded sophistication necessarily irrational? ERP
researchers should note that economists have not ignored these important questions as
the literature is literally full of extensions and concepts specifically addressing them.
On the other hand, ERP researchers can and should critique the characteristics of
the solutions proposed by economists. For example, in many cases the extensions or
refinements to equilibrium solution concepts dealing with uncertainty may be orders
of magnitude more complicated than those under perfect information. Let us empha-
size again that these solutions belong to the deductive strand of game theory, not the
inductive strand; the latter should be far more palatable to psychologists. An example
of inductive learning under uncertainty, where the payoffs of a game are unknown is
Oechssler and Schipper (2003); despite finding that subjects did not efficiently learn
the true game, they often converged to the Nash equilibrium.

Eighth, and relatedly, some celebrated heuristics can easily be exploited (e.g.,
default settings if the choice architect has vested interests: credit card companies,
etc.). In general, it is necessary to determine to what extent the interests of the default-
setter and the target of nudges coincide, as assuming that they are always aligned is
naive.
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Ninth, Goldberg (2005); see alsoGoldberg&Podell, (1999) have argued that study-
ing lotteries does not capture decision making in the real world. The real issue is what
to do with other problems that cannot be represented by lotteries with two or three
outcomes? The important difference between DfD (decisions from description) and
DfE (decisions from experience) is all but lost on economists. The economics disci-
pline has become enamored with models of DfD, in particular Prospect Theory, whose
speed of penetration and impact in behavioral finance has been surprising, displacing
the Mean–Variance framework. More balanced approaches that consider that heuris-
tics may be rational contingent on environmental characteristics, rather than assuming
unconditionally that they are irrational, are rare; however, see the edited volumes by
Altman (2017) and Viale et al. (2018). Finance is a large-world environment, where
returns and volatility are not learned by description but rather from experience. This
is a crucial distinction as Lejarraga et al. (2016) found experimental evidence that
learning about stock-market fluctuations from experience has a differential and last-
ing impact on investors’ risk-taking behavior compared to an identical description of
the fluctuations.

The core Cumulative Prospect Theory (CPT) stylized fact—an inverted S-shaped
probability weighting function that overweighs rare events—becomes questionable
in decisions from experience. The underweighting of rare events found in the DfE
literature seems particularly relevant to the miscalculation of the likelihood of Black
Swan events. Pursuant to this, Spiliopoulos and Hertwig (2015) find an inverse S-
shaped probability weighting function only in decisions from description between
two simple prospects (one prospect with a sure outcome and another prospect with
only two outcomes). In DfE using more complex prospects with two to three out-
comes, a moment-based preference model (extending the mean–variance framework
to include skewness) predicted out-of-sample behaviormore accurately thanCPT. Fur-
ther work on the interaction of prospect complexity (of up to four outcomes each) and
DfD/DfE uncovers significant within-subject evidence that decision-makers adapt to
complexity, and verifies the conclusions drawn regarding the importance of skewness
preferences outside of niches involving described prospects of up to two outcomes
only (Spiliopoulos & Hertwig, 2022). While there is significant evidence of context
dependence in decision making under risk, a theory is required to link contexts to
decision processes, lest we simply end up with a series of disjoint models. Viewing
adaptation through the lens of ecological rationality provides such a bridge—environ-
mental characteristics, such as complexity, may drive the choice of the appropriate
decision processes or heuristics. Further engagement with behavioral finance is an
important direction for the ERP program.

Tenth, the fast-and-frugal heuristics literature, while permitting behavioral hetero-
geneity through differences in the set of heuristics in each individual’s toolbox and
heuristic selection therein, has admonished against parameter heterogeneity. In the
rare case when a parameter is allowed, e.g., the minimum gain threshold in the stop-
ping rule of the Priority heuristic (Brandstätter et al., 2006), it is often assumed to be
fixed. Parameter calibration is understandably eschewed, as this is an additional avenue
through which heuristics attain simplicity beyond selective use of information. How-
ever, behavioral heterogeneity is well-documented across every facet of judgment and
decision making and these handcuffs may be too tight in some cases. Loosening them
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should be done with extreme caution, but should be considered. For example, a simple
decision model could have a single (threshold?) parameter that may be adapted from
experience via a basic learning mechanism, such as Selten’s LDT mentioned above.
Another more conventional way forward is to link the heuristics in each individual’s
toolbox to cognitive differences between individuals, or perhaps within-individuals,
but across their life span. For example, if aging leads to cognitive decline with respect
to the performance of the memory system, then individuals may resort to heuristics
that depend less on accurate memory, e.g., Mata et al. (2012). Similarly, between-
individual differences in fluid intelligence could predict differential use of heuristics.
More work in explaining how the set of heuristics and their selection mechanism in
the adaptive toolbox may vary across individuals, and how heuristics themselves may
incorporate some limited flexibility, seems warranted.

6 Concluding discussion

We set out to contrast the two major programs in the heuristics space, the Heuristics-
and-Biases program and the Ecological-Rationality program, but more importantly to
uncover the open questions about simple heuristics and their unrealized potential.We
sought out areas of similar thinking within the economics discipline and the ERP that
could serve as a bridge for future collaborative work.

We endeavored to draw attention to work in economics that seems closely related
to the Ecological Rationality program (ERP) and to highlight where common ground
exists for the two disciplines to initiate a dialogue and collaborate despite their apparent
differences, which we believe are not insurmountable. The reader will notice that the
majority of research that we have cited in economics is firmly grounded in inductive
(learning from experience) rather than deductive (normative) models derived axiomat-
ically.We believe thatmuch of the criticism of economics by ERP researchers has been
directed at such normative deductive solutions. This however is a straw man of sorts,
and does not acknowledge the richness of contemporary economics which although
often may not be mainstream, has found its way even in highly ranked journals such
as the American Economic Review, Quarterly Journal of Economics, Econometrica,
and Games and Economic Behavior, fromwhich we have cited. Therefore, we believe
that sufficient interest exists for work that can be related to the ERP, and for the ERP
to make significant headway into the economics discipline. This attempt will be most
successful by connecting new research to prior work in economics and simultaneously
pointing out the similarities and differences.

A starting point, which would allay initial concerns from both sides, lies in ques-
tioning how the normative solutions derived by economists may be approximated
effectively and implemented procedurally, using heuristics rather than complex and
possibly untractable decision models. Ultimately, however, we should also question
said normative solutions and understand under what circumstances theymay be attain-
able or even desirable in Savage’s large worlds. This is predicated on the rigorous
application of procedural modeling, allowing for clearly falsifiable psychological
models of behavior, which is where the ERP program has a firm lead over the H&B
program. It is surprising to us that economists embraced the more fluid and vague
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concepts associated with the H&B program (e.g., representativeness, availability),
rather than the more precise mathematical modeling promoted by the ERP. The lat-
ter should be far more palatable to most economists. This is not to say that concepts
such as representativeness are wrong, for they can be couched in terms of precise
mathematical models, e.g., similarity-based memory retrieval. To boot, many of the
concepts of the H&B program as they are applied to economics may survive such
precise mathematical and procedural modeling, however, we argue that they will be
all the better for it. Some will fail tests of falsifiability, but the ERP perspective can
be used to redefine them by putting them on more solid procedural foundations and
in other cases by replacing them with new alternative theories that explicitly consider
the nexus between environments and behavior.

To be sure, there is a place for both the H&B and the ER perspective, however the
boundaries in their scope of application and relevance, particularly in terms of external
validity, should be re-evaluated. The former, still seems more relevant in decisions
from description, but we believe it seriously lacks external validity in decision tasks
where Knightian uncertainty and learning from experience reign. That is, heuristics
in the H&B spirit should not be applied indiscriminately to any type of task, as is
often the case, without due diligence. Economists would be well advised to seek out
common groundwith psychologists beyond the (now) orthodoxHeuristics-and-Biases
program and consider investigating experiential decision tasks, whilst reviewing some
of the existing behavioral work in economics with a critical eye and challenging the
robustness of past findings with new experiments.
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