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Abstract
In this paper we consider some questions surrounding whether or not regional climate
models “add value,” a controversial issue in climate science today. We highlight some
objections frequently made about regional climate models both within and outside the
community of modelers, including several claims that regional climate models do not
“add value.” We show that there are a number of issues involved in the latter claims,
the primary ones centering on the fact that different research questions are being pur-
sued by the modelers making the complaints against regional climate models. Further
issues focus on historical deficiencies of particular—but not generalizable—failures
of individual regional models. We provide tools to sort out these different research
questions and particular failures, and to improve communication and understanding
surrounding added value in climate modeling and philosophy of climate science.

Keywords Regional climate models · Added value · Climate models · High
resolution · Precipitation modeling · Logic of research questions · Complementarity ·
Global climate models

1 Introduction

In this paper we consider the questions surrounding whether or not regional climate
models “add value” to long-term climate change projections, a controversial issue in
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climate science today. We highlight some objections frequently made about regional
climate models both within and outside the community of modelers, including several
claims that regional climate models do not “add value.”We show that there are a num-
ber of issues involved in the latter claims, the primary ones centering on the fact that
different research questions are being pursued by the modelers making the complaints
against regional climate models. General views about regional climate models can
influence both funding and research allocation decisions as well as the standing of a
type of research in science, as we know. In this paper, we provide tools to sort out
these different research questions and particular failures, and to improve communica-
tion and understanding surrounding added value in climate modeling and philosophy
of climate science. Our philosophical analysis will not deal with the detailed evidence
supporting specific regional climate models, but rather, will focus on examining the
research questions concerning those models and their responsive answers, and the
general types or categories of evidence in their support. For those interested in the
former, an abundance of detailed empirical and observational evidence supporting the
accuracy of regional models exists and can be found by following the literature cited
herein. In Sect. 2 we introduce regional climate models and their values, illustrating
the ideas with several examples, while in Sect. 3 we review three typical sets of chal-
lenges that regional models do not add value. In Sect. 4 we use our philosophical
approach to research questions to propose insight into some of the failures of commu-
nication and understanding that go into such challenges, while in Sect. 5 we examine
a couple of definitions of added value, analyzing their components and differences.
Here we discuss the issue of complementarity of regional climate models with global
models, introducing the wrinkle of competition between regional and global models
in description of some components, such as precipitation, and put these features into
the context of the equivocal IPCC definitions of added value. We also examine the
essential role of understanding causes in the regional climate models. Section 6 sums
up the results of the paper.

2 Regional climatemodels and their values and limitations

The first thing we need to do is examine what regional climate models are like, before
we can address any objections to them, as most philosophers of science have only
passing familiarity with such models. Unlike the global climate models, they do not
represent the entire earth, but only a single region of varied size, such as the North
American, southwestern USA, or the Great Lakes region, or Europe. Such regional
climatemodels or RCMs usually are run at finer spatial resolutions than global models.

Whereas most global climate models are run at resolutions of 100 to 200 km,
regionalmodels typically are run at spatial resolutions between 2, 12, 25, or 50 km, and
are thus capable of representing much finer climate and weather causal processes. For
example, RCMs can better represent orographic precipitation (precipitation associated
with complex terrain) because they better resolve the topography of a region compared
to global models. More generally, they are also especially useful in modeling highly
variable terrain, such as coastlines and mountainous regions (Ciarlo et al. 2020; IPCC
2013, Ch. 14).
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An essential aspect of simulating regions with RCMs are the use of boundary condi-
tions from coarser models that drive the RCM at its boundaries. Typically, in standard
use of RCMs in climate change research, theRCMs are first driven by reanalyses (close
to usingobservedboundary conditions) for a series of years (e.g., several decades). This
simulation is considered the ‘best’ possible simulation for the particular RCM from
the point of view of minimizing biases (differences from actual observed datasets).
Then the model is run with boundary conditions from global climate models, which
have their own biases, and the RCM simulation will be affected by these biases from
the boundary conditions. As summarized in Giorgi (2019), “The presence of the con-
straint by the boundary forcing has important consequences for the use of RCMs, in
that large errors in the forcing fields make the RCM simulations highly questionable, if
not essentially useless, for application purposes.” The issue of the quality of boundary
conditions from the GCMs will emerge at several points in our discussion.

Regional modelers went through some years of trouble with accuracy and uncer-
tainty of modeling regional systems, but they have made much headway in the past
several decades or so in understanding and reducing uncertainty in structural and para-
metric aspects of modeling (e.g., see Arritt and Rummukainen 2011; Rummukainen
et al. 2015; Olesen et al. 2018; Giorgi 2019). RCMs are especially useful in modeling
precipitation and extremes of precipitation (Mearns et al. 2012; Bukovsky et al. 2017;
Kendon et al. 2017).

Consider the case of complex topographical relief and the distribution of snow in the
RockyMountains and the High Sierra in theWestern US. The available global climate
models have very little detail on snow distribution and elevations of the mountains,
and thus also very few or inaccurate details concerning the distribution of albedo, and
temperature feedback from albedo, which concerns the reflection of radiation from
light colored surfaces such as snow (Leung and Qian 2003; Rasmussen et al. 2011).

Without accurate regional climate models to downscale these feedbacks or causes,
and to put the snow, mountain passes, and valleys in the right places, and at the right
times, we will get snow in all the wrong places, and thus will get snow albedo feed-
backs, and temperature feedbacks, in all the wrong places, and thus the temperatures
will be incorrect in many parts of the model domain. Hence, the fine-grained, process-
oriented picture that we get using empirically and observationally accurate regional
climate models will be better at producing the real temperature feedbacks, as they have
been (Leung and Qian 2003; Qian et al. 2010; Walton et al. 2016, Sun et al. 2016).

This is a good example of how not understanding the basic fine-grained processes
can foul up our predictions concerning basic, and originally large-scaled, climate vari-
ables such as temperature. The IPCC (the authoritative Intergovernmental Panel on
Climate Change under the auspices of the UN and the World Meteorological Organi-
zation) called attention to the large size of the bias-reductions (i.e., error reductions,
or corrections) given by the regional climate models of snow: “Bias reductions are
large for snowpack in topographically complex Western North America, as revealed
by 2- to 20-km resolution regional simulations” (2013, p. 1258; Qian et al. 2010).

Confidence in basic variables such as temperature and albedo lays at the heart of the
utility of RCMs both for research and for pragmatic applications in, for example, adap-
tation planning in communities, that is, community preparation for warming trends
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and extreme weather events. Here, we can see the social as well as representational
and epistemic values associated with RCMs playing key roles.

The snow example illustrates the success of RCMs in topographically complex
regions. But regional climate models can also be very effective even when there is no
complex topography, as is shown in recent modeling of the US Southern Great Plains
(Bukovsky et al. 2017). The improvements in understanding the mechanisms that
drive climate offered by regional models over global models of the same regions are
clear from these very recent applications and analyses. Under conditions of increased
greenhouse gases, both large-scale dynamical processes and local land–atmosphere
feedbacks drive an early end to the spring wet period, as the precipitation shifts north
earlier in the season, which then intensifies late summer drying. These processes and
the precipitation are well-modeled by the regional climate models of the North Amer-
ican Regional Climate Change Assessment Program (NARCCAP). The ‘credibility’
of these regional model projections was assessed based on model accuracy in simu-
lating twentieth century climate, and on physical and mechanistic plausibility of the
projections in a warming climate (Bukovsky et al. 2017). This latter requirement was
added to the usual standard of historical adequacy, following Christensen et al. (2013,
p. 1255), as historical accuracy is necessary but not wholly sufficient for determining
credibility. The modelers were also “examining the mechanisms behind the precipi-
tation changes, assessing whether or not they are well-simulated, and whether or not
they are changing in a manner that makes sense in a warming climate” (Bukovsky
et al. 2017, p. 1). Additionally, it was noted in Bukovsky et al. (2017) where specific
causal processes had been observed to be changing in a manner consistent with the
projections, lending a greater degree of confidence in the projections for these specific
processes.

In this study of the mean precipitation of the Southern Plains, Bukovsky et al. found
the baseline simulation and projections of mean precipitation to be more credible from
the regional climatemodels than from theGCMs that provided their driving conditions
(2017, p. 28). The pattern of precipitation in the Southern Plains in the RCMs was
superior to that of the GCMs to start, as the GCMs could not capture the west-to-
east gradient in precipitation, and as shown this was likely due to the precipitation
processes being better represented in the RCMs (2017, p. 9). This is an example of
significant “added value” of the regional models. This case aids in our analysis of the
interrelationships between the two levels of models. The projections of precipitation
from the regional models were greater in magnitude than those from the global model
ensembles, from the CMIP3 and CMIP5 suites, a topic they note is worth further
study. Their confidence in the regional model results was based on the “consensus
and credibility” they found across the majority of the regional models they studied
(Bukovsky et al. 2017, p. 30). In sum, regional models can provide added value even
when there is no topographic difference driving the differences between global and
regional models.

In general, it is often enlightening and important to consider the relationships
between the driving GCM and any given RCM. A GCM may be wrong or empiri-
cally inadequate in a variety of ways, but the RCM has to start with those values or
base state, as its boundary conditions (see Arritt and Rummukainen (2011); Rum-
mukainen et al. 2015, Olesen et al. 2018; and citations in FN #1). So the RCM may

123



Synthese (2021) 198:11645–11672 11649

also be wrong at that scale, because of inadequate boundary conditions, but then the
RCM might still be able to add value in finer scale details. These finer scale details
may be closer to an accurate account of the climate, overall, despite the insufficient
boundary conditions coming from the GCM, as we saw in the Southern Great Plains
study. Thus, an RCMmay be empirically weak because of the empirically weak GCM
boundary conditions, andmay provide “Useless Added Value” because of them. “Use-
less Added Value”, a term coined by Melissa Bukovsky and used when presenting her
work on the SW North American monsoon (2015b, 2016), captures the case in which
the fine-scalemodel presents information and captures processes correctly at the higher
resolution scale, but this added value becomes irrelevant when it is overshadowed by
larger errors caused by errors in the boundary conditions. For example, a regional
model may correctly simulate and add the near-surface flow of wind over the Gulf of
California during monsoon season (a key monsoon season trait that cannot be sim-
ulated by models incapable of resolving the Gulf of California), but then the RCM
may not simulate rain during the monsoon season due to larger-scale errors inherited
from its GCM boundary conditions (Bukovsky et al. 2013, 2015a). Thus, the greater
detail has no value. These are cases of incompatibility of the two levels of models that
are significant, in our analysis.1 It should be noted that this was also the case in the
southern Great Plains study, where one of the GCM simulations was judged to have
such flawed boundary conditions that none of the RCM simulations driven by that
GCM were considered credible (Bukovsky et al. 2017).

Now that we have considered several instances of what regional climate models
can actually do, in the western US mountains and the Southern US Plains, let us
consider the question of “added value”. As regional climate modeler Alejandro Di
Luca and colleagues noted, added value “remains an important open question for the
community” (Di Luca et al. 2012, p. 1229). But what is it? What are the arguments
about? In this paper, we aim to decode and untangle some of the heated controversies
surrounding added value. Upon the introduction of one of the authors to the climate
community, she was surprised to hear the repeated challenges from some members
of the global modeling community and other climate scientists regarding regional
models: what could regional models really add? Were they worth the investment?
Weren’t they a waste of money? Why not wait until the global models achieve a finer
resolution? Weren’t the regional models always too empirically weak or faulty to do
a valuable or useful job? Indeed, do they have any “added value”?

In the interest of clarity, we reformulated these questions as: “How do regional
climate models exhibit epistemic, representational, and pragmatic values? How do
these compare with global models? In what sense do regional climate models add
value compared to global models?” And, “How can a philosopher help sort out these
debates in climate science?”

1 See discussion of Big Brother experiments in Denis et al. (2002). Best Practices in regional modeling
are also discussed in Arritt and Rummukainen (2011), and Rummukainen et al. (2015) as well as at
the following sites: https://www.serdp-estcp.org/Program-Areas/Resource-Conservation-and-Resiliency/
Infrastructure-Resiliency/Use-of-Climate-Information-for-Decision-Making-and-Impacts-Research-
State-of-our-Understanding; https://na-cordex.org/guidance-data-use; Benestad et al. (2017); https://na-
cordex.org/guidance-data-use; and Mearns et al. (2003).
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Within our approach, typical epistemic values include consistency, precision, accu-
racy, empirical support, testability, scope, and clarity, while representational values
place a positive valance on having reasonable or acceptable representations of certain
aspects of the climate system. The representational values can depend on the inter-
ests of and relevance to the modeler or the user, and are not solely epistemic (see
van Fraassen 2004, 2008; Giere 2004). Representational values involvemore than just
whether we know something, they address what wewant to know, and sometimes why.
These representations can involve mean temperature over large regions, for instance,
the eastern US, in the case of the global models, or hourly precipitation, and storms, in
the case of the regional models. The fact that representational values frequently differ
between global and regional modelers is often ignored by those disparaging regional
models, and we have an example of that, below. The fact that regional climate models
often make it easier to visualize key features of climate, such as local precipitation,
terrain, or land use and land cover, does not necessarily make them more accurate,
but it does make them more accessible to users than the global models, a pragmatic
virtue. They help make the model simulations look more like where you live, for
instance, a situation that can be subject to “the seduction of (spatial) resolution.” The
fact that they are rigorously and independently confirmed through empirical and obser-
vational evidence therefore is extremely significant, thus confirming their epistemic
value (See Footnote #1; Giorgi et al. 2016; Giorgi 2019). Finally, pragmatic values
such as explanatory power and simplicity, as well as care for the community, and
community interests, round out our relevant values.2 In sum, the “added value” that
is at stake in the debates about the value to the climate community and policy makers
of regional climate models is frequently a hybrid of many types of values—social,
epistemic, pragmatic, and representational; it is not merely epistemic, as is suggested
or implied by some of the more formal definitions we shall consider in Sect. 5.

3 Challenges that regional models do not ‘add value’

In one case in which the added value of regional climate models was challenged,
global (rather than regional)modelers PavanRacherla andhis colleagues (2012) sought
measures of regional model performance representingmean climate change over time.
Using these measures, they asked the research question: did the regional model add
value compared to the global model?

2 The idea is that when something is an answer to a particular question or interest of a person, it is interested,
in a way, that involves more than whether it states a fact. It is not just a fact, but rather, a fact that is an answer
to a question, or representing an interest of an inquirer. Epistemic values include things like consistency and
logical relations, not relevance to a user. Famously, explanatory power is claimed to be a pragmatic rather
than an epistemic virtue by empiricists like van Fraassen: it again is a virtue having to do with whether
something answers a question or not, and does not have a logical relation of explanation, which has never
successfully been shown to be a logical relation, of an epistemic sort. Thus, whether a fact answers a question
and whether it serves a community are both pragmatic virtues of that fact. We can transfer this to claims
about models: claims about models are things that are both explanatory and that can serve communities,
both of which are pragmatic virtues. They do involve epistemic qualities, such as being good, well confirmed
models, but they cannot be reduced to epistemic virtues.
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Racherla et al. concluded that the regional climate model simulations showed little
added value to large regional temperature and precipitation climate change measures,
in their experiment (2012), and this result was picked up and emphasized by Richard
Kerr, in a widely read Opinion piece in Science (2013). He is a science writer perhaps
not well versed in climate models captured by Racherla et al.’s critique, who wrote
that while Racherla et al. found a “modest improvement over the [global] model, it’s
not so large.” Kerr minimized this improvement, although many modelers take even
slight improvements seriously. Kerr wrote that Racherla et al.’s modeling group “does
not identify why [the regional model] fails to improve significantly on their global
model” (2013, p. 173; emphasis added).

Kerr wrote, in a passage that was also read as indicating his hostility to RCMs, “it’s
far from a knockout punch to regional modeling” (2013, p. 174).

Kerr’s and Racherla’s articles aroused a heated debate in print about added value
among climate scientists, with regional climate modeler Rene Laprise responding to
Racherla et al.’s paper, and Drew Shindell, Racherla and colleagues, authors of the
original paper, responding to Laprise. Laprise criticized Racherla et al.’s methods and
noted that RCMs have often been shown to improve not large regional temperature
and precipitation climate change measures, as Racherla et al. sought, but rather “the
frequency distribution and representation of extremes for important climatic variables
such as precipitation” (2014, p. 3880). That is, they are often most useful for telling
us about extremes, such as floods, droughts, and related phenomena (see e.g., Kendon
et al. 2014).

On the other side, in discussing additional research questions, Racherla’s co-
authors, Shindell et al. (2014) said that more research would be needed to determine
the relationship between the skill of the competing global climate model or GCM and
“the ability of [regional modeling] to improve the simulation (the GCM should not be
too skillful at reproducing the quantity of interest or there will be little opportunity for
added value…)” (2014, p. 3884; emphasis added). Thiswas quite provocative, because
RCMs simulated phenomena such as storms, floods, and drought, etc., that are often
not modeled well or in detail by the GCMs because of their spatial resolution. Laprise
wrote, about that comment, that it misunderstood what RCMs and added value are all
about: “This statement is at variance with the stated goal of [regional climate mod-
eling]: to add features that cannot be explicitly resolved by [low resolution] GCM,”
such as storms, detailed coastlines, peaked mountains, and narrow valleys (Laprise
2014, p. 3881). This is where the debate in print ended, in an unresolved state.

In a quintessential case of added value, Giorgi et al. (2016) considers that there are
consistent indications from global climate model ensembles of reduced future summer
precipitation over theEuropeanAlps, but notes that topography canmodulate signals of
precipitation change, and orographic convection can play a substantial role in changing
expectations, which seems to be the effect in play in theAlps (2016).More specifically,
an ensemble of regional simulations over the highAlps shows increases in precipitation
despite broad-scale summer reduction in precipitation being projected by both global
and regional model ensembles. This is apparently due to increased convective rainfall
from higher potential instability by high-elevation surface heating and moistening
(Giorgi et al. 2016). They note that these results challenge the coarse-scale projections
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of a ubiquitous decrease of summer precipitation over the Alps (Giorgi et al. 2016,
p. 584).

This case of the unexpected increased precipitation in the high Alps thus demon-
strates the added value of the high-resolution regionalmodels versus the globalmodels,
which prove not to have the capability to model the relevant mechanisms needed at
the appropriate scales. As Giorgi et al. put it: “Our findings…point to the added value
provided by high-resolution models (here the RCMs) in a climate change context,
specifically in the simulation of convection and associated topographic feedbacks,
and can also provide valuable indications on the target resolution to use in future
CORDEX activities” (2016, p. 588). Perhaps most impressive is the evidential robust-
ness of these results in the Alpine context, being based not just on model projections,
but on consistency across models using different convective schemes, across future
time slices and with observed trends, along with the statistical significance of the sig-
nals, as well as robustness of the identification of an underlying process. The results
are also robust across different observational variables (see Lloyd 2015b). As Giorgi
et al. note, these “multiple elements of support add credibility” to the high-resolution
effect they identify (2016, p. 588). It is exactly such credibility that is at stake when
regional climate models are said to “add value”.

The claim that regional modelers cannot deliver on their promises—an accusation
often heard in the corridors in discussions among some global modelers and their
fans—is put to the test in such contexts as in the Alps, when we would expect regional
climate models to make a difference precisely because of the terrain. One climate
science reader of our discussion of the Giorgi et al. (2016) work,3 above, claimed that
“This is a clear example of the regional simulations giving cause for concern about
the projections, but [the authors, anonymized] are very quick to leap to the conclusion
that the RCMmust be correct.” While we understand that the conflict of Giorgi et al.’s
model with the ensembles of global and regional models are what is causing the worry
here, we find this negativity about RCMs to indicate exactly the sort of attitude we
are concerned about, especially as the commentator seems not to recognize all the
abundant variety of supporting evidence of seven types, altogether creating robust
support for Giorgi et al.’s model of the High Alps (2016).

The same reader concluded with the following, after a discussion of the virtue of
accuracy of models: “In my experience the camp looking for accuracy are very willing
to allow thatRCMsmayhave addedvalue, they justwant to see it actually demonstrated
rather than asserted without evidence.” This was very puzzling in the context of our
discussion of the empirical, observational, and theoretical evidence for various RCMs
documented in the literature. It is the sort of response that makes us feel unheard in the
conversation, as we have reviewed and cited the robust variety of evidence supporting
the RCMs, and don’t know what else to do to highlight this evidence to make it more
visible to our audience, to whom it seems perpetually invisible and inaccessible.

We see this problem of overgeneralizing the limitations or failures of regional
climate models often. In a very early example, climate scientist, modeler, and analyst
James Risbey has offered a series of critiques of both global and regional climate
models. It is important to note that Risbey sees the value of RCMs in downscaling the

3 Anonymous for purposes of publication.
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temperature field to bring out the effects of altitude and other effects on temperature.
But Risbey emphasizes the weaknesses of precipitation in both GCMs and RCMs,
seeing the RCM’s representation of precipitation as more or less hopeless because of
the unreliability of the boundary conditions from the GCMs. He believes that errors
in the GCMs in the large and synoptic scale flow will be passed down to the RCMs,
thus producing a precise but faulty projection, or what Bukovsky calls “useless added
value” (Risbey and Stone 1996; Risbey et al. 2002). In an old paper that Risbey wrote
with Peter Stone, they found that their own RCM of the Sacramento Basin was flawed
due to issues with details of the atmosphere and the ocean circulation in the GCM
(1996). More specifically, “[t]he stationary waves, jet streams and storm tracks in the
North Pacific-North America region in the GCM simulations show major differences
from observations, both in the mean and in their interannual variations” (Risbey and
Stone 1996, p. 1441). Risbey and Stone continued: “Consequently, the larger-scale
fields necessary for driving nested models and impact models for the basin, or for
western North America in general, are problematic in these models” (1996, Risbey
and Stone, 1441; see Risbey et al. 2002).

Risbey and Stone (1996) take regional climate modelers Giorgi and Mearns (1991)
as a target; they note that regional modelers use ensembles of GCMs as a resource,
“[y]et, this begs the question of whether any of the current GCMs are capable of
adequately simulating the factors important for impact models and studies” (Risbey
and Stone 1996, p. 1441; Risbey et al. 2002). They also write:

While the inherent limitations of the various empirical techniques have been
emphasized [by the regional modelers] (Giorgi and Mearns 1991), it is also
important to note that climate model advantages are potential advantages, which
aremostly yet to be realized, as exemplified by the persistentmodel shortcomings
discussed here (1996, p. 1466).

While this is a rather old critique, it resembles the recent critiques heard more infor-
mally quite strongly, and it provides a useful guide to the lines of argument and issues
often pursued in informal settings today when discussing RCMs and their possible
added value. But as Giorgi notes:

It is possible for example that, when running an RCM, biases averaged over
subcontinental scale regions might be larger than for the driving GCM. Often
this has been misinterpreted as a failure of the downscaling technique, while
it is more simply a result of biases inherent in the particular model used over
that domain. In other words, the results from one model experiment cannot be
extended to the entire methodology (2019, p. 5709).

More importantly, GCMs have improved and continue to improve with time. In
fact, regional modeler Gutowski (Gutowski et al. 2020) and global modeler Roberts
(Roberts et al. 2018) agree, that “as resolutions of GCMs has increased, they have
demonstrated potential for improving boundary conditions for RCM simulations
(Roberts et al. 2018)” (quote from Gutowski et al. 2020). Hence, with a more accurate
large-scale circulation with time, the added value in dynamical downscaling will be
more useful rather than useless with time as well.
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4 Understanding research questions andmissed communications

Ourphilosophical analytical approach to addressing the issueof addedvalue in regional
climate models emphasizes the structure of research questions and their ranges of
appropriate and responsive answers. Choosing a research question usually implicitly or
explicitly involves committing to certain representational, pragmatic, or other values,
simultaneously, a topic thatwill not be our primary focus in this paper. But by clarifying
the precise research question under scrutiny in a particular case, in detailed terms that
the actual researchers do not necessarily usually utilize themselves, it often becomes
clearer what the differences are between global and regional modelers’ priorities,
representational goals, and pragmatic aims (Lloyd 2015a). In addition to detailing
the specific research question under consideration in a given case, we demonstrate in
our Figures the various possible responsive answers to that research question, which
differ significantly across distinct research questions. We find that once each debate
is analyzed in terms of its precise research questions and responsive answers, many
problems regarding representation become so clear, in a forehead-slapping kind of
way, that it is surprising that there was ever a debate about them at all! Thus, it can
appear, on our analysis, as if there ultimately was no real problem. This is an ideal
outcome, we want to claim, because it lights the way towards a future agreement
about distinct aims in global and regional climate modeling. Our goal, then, through
analyzing the research questions and their possible responsive answers, is to dissolve
a number of the disagreements among the parties of the debates about added value of
regional modeling, so that all can proceed on their paths amicably, without dismissive
critique or misunderstanding.

It is possible, in the discussions of the added value of RCMs, to make the error of
thinking that everyone is arguing about the same thing: the same issue, the same ideas,
research goals, and representational, epistemic, and pragmatic goals. They are not, as
we emphasize in this section. One of the keys to the debates in climate science is that
the climate community sometimes uses the term, added value, in conflicting ways.
One of our aims is to cool down these conflicts by analyzing the various meanings
of the term, “added value,” within different research questions, while clarifying the
mismatch of usage of the terms in the climate literature. We urge more clarity and
precision of usage of the terms and definitions within climate science, in the context
of the research questions being pursued.

One overall motivation for doing this work is that results from RCMs as well as
statistical downscaling techniques are often used for impacts and adaptation work
and provide policy-oriented climate information (Kothamarti et al. 2016; Kotharmarti
et al. 2020). Thus, the relative added value of information generated from these vari-
ous techniques turns out to be a significant issue concerning the funding and support
of RCMs and these other downscaling techniques. However, research carefully com-
paring the added value of these different techniques has not been thorough enough
(Kothamarti et al. 2016; Kothamarti et al. 2020). It should also be noted that global
modelers are competing with regional modelers for funding, and some do not allow
that RCMs add value, thus motivating less funding for regional modeling (see below).

Let us examine the problems by focusing on research questions and their answers.
We ask, simply: What is the motivating research question? And then: What are appro-
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priate possible and responsive answers to that research question? Sometimes we can
generate a list of such possible and responsive answers beforehand, based on theory
(Lloyd 2015a). So it looks like this:

Figure 1: Research Question (RQ): What is being investigated?
Possible and Responsive Answers:
A: One possible and responsive Answer
A: Another possible and responsive Answer
A: A third possible and responsive Answer
A: And so on…..

The research question specifies ‘What is being investigated?’ with various possible
and responsive answers under consideration. We have been looking at examples of
somewriters andmodelers looking at RCMswith a critical eye in the previous Section.
Recall that Laprise objected in print that Racherla et al. did not understand the purposes
and goals of RCMs, when they showed that RCMs did not succeed in their aims; what
was that argument really about? Did either side win that argument? What was at stake
for the RCMs? Take Racherla et al.’s original research question as they originally
posed it, represented in Figure 2. It looked as though Racherla et al., Laprise, and
Shindell et al. were all arguing about the research question of whether RCMs add
value compared to the GCM.

Figure 2: Racherla et al. Research Question
Racherla et al. Research Question (RQ): Did RCMs add value compared to the
GCM?
Possible and Responsive Answers:
A: Yes, RCMs added value by improving our modeling of large-scale regional
temperature and precipitation climate change measures
A: No, RCMs did not add value because they did not improve [very much] our
modeling of large regional temperature and precipitation climate change measures

Racherla et al. found little help from the RCM, as represented in this analysis of the
research questions, and their answer, “No”, here, found little added value for regional
models of the measures they sought. But compare Racherla’s approach to the usual
type of analysis using RCMs, represented in Figure 3 (Rummukainen 2016; NAS
2012).

Figure 3: Usual RCM Research Question
Usual RCMResearchQuestion (RQ):DidRCMs add value compared to theGCM?
Possible and Responsive Answers:
A:Yes,RCMsadded value by improving ourmodeling ofmean climate and extremes
for a given historical period of time
A: No, RCMs did not add value: they did not improve our modeling of mean climate
and extremes for a given historical period of time

Here, you see the usual answer that RCMs usually or often do add value, in the context
of modeling mean climate and extremes for a given historical period of time.

Let’s look at that contrast again, this time by contrasting the more specific actual
research questions being used more explicitly. As Markku Rummukainen emphasizes
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in a recent paper, “it is necessary to further refine the question of added value of
regional climate modeling to added value to ‘what’ and ‘where’” (2016, p. 155).
While some modelers use quantitative metrics to decide whether there is added value,
others use qualitative methods such as visual comparison, complexity, or detailed
process-level analysis (Di Luca et al. 2015; Bukovsky et al. 2013, 2015a). Thus, we
argue, the intended meaning of added value needs to be specified fully in each case.
Racherla et al.’s approach asks the specific research question about climate change
measures, and indicates there is little added value to large-scale regional temperature
and precipitation climate change measures in the regional model (Figure 4).

Figure 4: Racherla et al. Research Question
Racherla et al. ResearchQuestion (RQ): Did RCMs add value by improvingmod-
elingof large-scale regional temperature andprecipitation climate changemeasures?
Possible and Responsive Answers:
A: Yes, ….
A: No, RCMs did not add value because they did not improve [very much] our
modeling of large regional temperature and precipitation climate change measures

The usual approaches used by most regional climate modelers are quite different, and
their research questions typically use the RCMs to model mean climate and extremes
for a given historical period of time. They find positive uses for RCMs (Figure 5).

Figure 5: Usual RCM Research Question (RQ):
Usual RCM Research Question (RQ): Do RCMs add value by improving our
modeling of mean climate and extremes for a given historical period of time?
Possible and Responsive Answers:
A: Yes, RCMs add value by improving our modeling of mean climate and extremes
for a given historical period of time
B: No, …

As is now highlighted, Racherla et al. are using RCMs for rather different research
questions and purposes than they are usually used (See NRC 2012 for other common
uses). And while Racherla et al. admitted that RCMs added value in the latter types of
cases (e.g., in Figure 5), they found that RCMsdid not add value in the atypical contexts
they focused on, i.e., large regional temperature and precipitation climate change
measures (e.g., in Figure 4). That is, Racherla acknowledged RCMs’ ability to add
value in climatology over limited world regions, e.g., acknowledging some successes
for NARCCAP, for example, but they instead focused on the modeling of climate
change within these regions. And remember that the science writer, Kerr, composed
a negative piece about regional climate models based on the Racherla et al. paper that
helped ignite this confrontation among modelers, despite the fact that Racherla et al.
were not evaluating regional climate models in the usual way.

In sum, in the above incident with Racherla et al. and with Kerr, as well as in other
cases, there seems to be a miscommunication between the regional climate modeling
community and parts of the global modeling—and also the general science—commu-
nities about what the representational and epistemic purposes, and pragmatic goals and
achievements of regional climate modeling really are, and therefore what their added
value might be. These global modelers sought improvements in large regional pre-
cipitation and temperature climate change measures, that is, more precise or accurate
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measurements of their sought-out variables, while the regional modelers are offering
something different, in the higher resolution details of the regional causal processes,
climate and weather systems, that are not fully available at that level of detail at the
global climate model level. Thus, for many of the regional modelers, it is an issue of
complementarity, rather than competition or increased accuracy of larger-scale vari-
ables (in both space and time; e.g., first order mean seasonal bias over continents),
with the global climate models. Hence, we have Laprise writing that the Shindell et al.
statement is “at variance with the stated goal” of regional climate modeling (Laprise
2014, p. 3881).

For example, the regional modelers’ focus is often on improved simulation of
precipitation and its variability and extremes; this is a key variable for them because
some of the most important societal impacts of climate change will likely result from
changes in precipitation, especially of extremes. In addition, pragmatic and social
values to keep communities safe from flood and drought, as well as forest fire risks,
may be in play.

What is the nature of the conflict or disagreement here? Do the global modelers
really want to say that they do not desire the detailed information that would be needed
for the regional and city planners? Not at all. But from the outside, there seems to be a
basic difference of modeling goals or aims occurring here, including representational
aims posed in the form of distinct research questions (Lloyd 2015a; Weisberg 2006;
van Fraassen 2004, 2008).4 And there may also be a difference in estimation of what
the regional climate models are capable of doing, although often this is just another
way to say that the research questions vary. In our view, it is best to understand much
of this in terms of different research questions that are being pursued; added value is
being evaluated differently in tandem with those research questions. It is important
to remember, though, that differences between global and regional modelers are only
matters of degree. Nonetheless, there remains less communication of know-how across
the communities than would be desired for maximum benefit to both communities
(Giorgi 2019, p. 5716). Moreover, parts of the modeling community are pursuing
models that utilize variable resolution configurations of GCMs.

We can tie in major goals of representation and epistemic issues, involving large
regional or global mean climate change measures, especially, and improvements in
those measures, being sought, in the global models, in contrast with pragmatic and
representational goals in RCMs, where these models are used for practical commu-
nity planning purposes more or less directly by users in conjunction with the regional
climate modelers who facilitate such applications, for example, at NCAR where we
work. The contrast is that global models or GCMs have much less pragmatic applica-
tion, directly, and in fact, the RCMs are often the method for applying the knowledge
reached through the GCMs. It should be remembered that statistical downscaling,
which is much cheaper computationally, is also a major means by which results of
global climate model simulations are rendered more pragmatically useful (Kotamarthi
et al. 2016).

Returning to the criticisms of RCMs, the critique of Risbey and Stone detailed in
Sect. 4 was offered in 1996, and may be considered too old to concern us, but Risbey’s

4 NAS 2012 is an exception, where the modeling goals and research questions are more explicit.
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opinion remained negative 15 years later, when he and Terrence O’Kane complained
of further weaknesses in the RCMs. Generalizing, Risbey and O’Kane wrote: “The
inability of GCMs to adequately represent the key dynamical instabilities in the ocean
must degrade the simulation of regional climate in these models” (Risbey and O’Kane
2011, p. 763). Moreover, “[a]ny regional scale variable that depends on the dynamics
and details of the circulation (e.g.wind, rainfall)will not be reliably simulated” (Risbey
and O’Kane 2011, p. 764). Note the reference to precipitation, here. In sum, Risbey
and O’Kane conclude in this section:

Downscaling may have some utility in situations and regions where the flow
changes are more robust (Held and Soden 2006) or where there is a predictable
interaction with topography. However, for many regions… it is unclear what the
utility of downscaling is. (2011, p. 765)

Analyzing the disagreement between regional climate modelers and Risbey and
colleagues’ views of the added value by RCMs is a bit complex (see Risbey et al.
2002, 2005). Before we do so in more detail, let us consider the recent Focus Article
inWIREs on added value by Rummukainen. He first characterizes ‘added value’ very
generally: “‘Added’ typically refers to information that is not directly present nor
easily, or at all, retrievable from the GCM…The ‘value’ signifies that the additional
information is credible and/or has utility” (2016, p. 146). We would emphasize the
generality of what Rummukainen is saying here; Rummukainen further noted, in a
very general claim, that “[i]t is well established that regional climate modeling leads
to quantifiable and realistic added information when compared to their driving GCM
outputs” (2016, p. 146). But, like Di Luca et al. (2015), he also cautions that the
various efforts to quantify or give a precise formula for added value in the literature
have failed to capture all of its manifestations; some of the added value, he says, must
be considered subjective in each case, “such as what separates ‘good enough’ from
‘not good enough’, and performance-based weighting of ensembles (which (sub)sets
of models and/or model metrics to choose?)” (2016, p. 148). In addition, there are
other reasons for not wanting to quantify added value, e.g., it is unclear how different
types of values (such as explanatory vs. pragmatic values) could be quantified in such
a way that the two types could be directly compared.

Nevertheless, there are several key components that appear reliably in cases of
added value, under Rummukainen’s analysis, such as increasing resolution, when
accompanied by appropriate changes in parameterization of subgrid-scale processes,
along with representation of the physical basis of atmospheric processes from the sim-
ulations (2016, pp. 148–149; Dudhia 2014; Wang et al. 2013).5 Similarly, on DiLuca
et al.’s recent analysis of the key choices in design of experimental setups influencing
resulting added value, they emphasize boundary conditions, what the model nesting
approach is (concerning how large a jump in resolution is being attempted), and robust-
ness of the results, whether a single result, a multi-member ensemble using a single

5 With regard to climate change itself, rather than the usual modeling of present day climate, RCMs can
give different information than the driving GCM, but Mearns et al. showed that an RCM provides a more
physically realistic simulation of regional climate change trends than its driving GCM (2013). This was one
of many RCMs that provided physical processes not resolved at the GCM level, to provide climate change
projections for specific contexts, parameters, and regions (Rummukainen 2016, pp. 151–153).
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model, or a multi-model ensemble (2015, p. 16). This means that the added value
depends strongly on how well physical processes are parameterized (modeled) and
how well adapted they have been made to the higher resolution model (Di Luca et al.
2015, p. 17).

With these views in mind, let us look at the simple research question, in conjunction
with Risbey and colleagues’ answers.

Figure 6: Risbey and O’Kane’s views on added value
Simple RQ: Do RCMs have Added Value?
A: No, not in all cases, and it is unclear what the value of downscaling is in many
regions (Risbey and O’Kane 2011)
A: Yes, but only where there is predictable interaction with topography, and where
flow changes are robust. But not in cases of wind or rainfall (Risbey & O’Kane
2011)

There is a quite different response from the regional climate modelers, and let us
consider it as a contrasting answer here:

Figure 7: Regional climate modelers’ views vs. Risbey and O’Kane’s views
Simple RQ: Do RCMs have Added Value?
A: No, not in all cases, and it is unclear what the value of downscaling is in many
regions. And not with rainfall (Risbey & O’Kane 2011)
A: Yes, but regional climatemodelers never claimed all cases and all regions, mostly
in areas of complex topography and flow changes, and where studying fine scale
precipitation or storms (Mearns et al. 2013; Bukovsky et al. 2017; Di Luca et al.
2013, 2015; Laprise 2014; Giorgi et al. 2016; Giorgi 2019, etc.)

Thus, the regional climate modelers directly disagree with Risbey and O’Kane about
modeling precipitation and storms, as reliable in RCMs. And Mearns, Bukovsky,
DiLuca, Giorgi, and Laprise think that understanding of global climate processes will
increase with regional modeling, as the regional models represent the causal basis
of upper level variables and processes, and can predict some of those processes and
variables under certain conditions.

But as Risbey and O’Kane conclude their 2011 paper, they are most concerned
about how the end-users in the impacts community are perceiving what they see as
the unsatisfactory epistemic situation with the regional climate models: “The question
then is are we successfully communicating the ignorance underlying regional climate
change projections (where it exists) to the impacts community that use these projec-
tions?” (Risbey and O’Kane 2011, p. 765). They write that “[t]he question is important
because a considerable fraction of the total research effort on climate change is devoted
to assessing impacts on the basis of regional projections (Parry et al. 2007)” (2011,
765). And these are projections that, to them, are based on inadequate science.

This pessimistic assessment is on a par with the Kerr critique of added value of
the RCMs, and Risbey’s overall reasoning needs to be examined closely. This set
of objections seems to err in thinking that the large and synoptic scale flow in the
GCMs is often mistaken (Risbey and Stone 1996; Risbey and O’Kane 2011), whereas
today’s GCMs often do well with large scale flow, except in relatively rare cases
involving large-scale blocking patterns, or related phenomena, although they have
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modeled ENSO more adequately (Davini and D’Andrea 2016; Bellenger et al. 2014;
Haarsma et al. 2016; Roberts 2018; Schaffrey et al. 2009; Masson et al. 2012). In
simulating the temperature accurately at the regional scale, this allows other variables
to also be more accurately simulated, as well as improving the simulation of the
atmosphere itself downstream. While it is certainly true that RCMs can inherit errors
from the GCMs, as they did in the case study of Risbey and Stone of the Sacramento
Basin in 1996, this does not mean that regional simulations in general and broadly
speaking do not add value. It is a false generalization, apparently primarily from one
case study, to assert so (see Giorgi 2019). In addition, downscaling does not simply
sharpen up precipitation, but we are also able to choose better physical representations
for model processes, that is, a model’s physical parameterizations, specifically for a
region of interest; it is not just that the terrain is better resolved. The precipitation may
be more appropriately or realistically and causally represented, as well, as we see with
Bukovsky et al. (2017).

However, we must say that Risbey is right that false certainty based on higher
precision and higher resolution is an issue in regional climate modeling, and it has
been discussed in weather forecast modeling since its inception. We described this
under the heading of “Useless Added Value”, with the North American Monsoon
example, above in Sect. 2, where it was “useless” because the inputs into the models
were faulty for one reason or another. The Risbey and Stone (1996) modeling of the
Sacramento Basin is another perfect example of “Useless Added Value.”

Here in Figure 8 is the situationwith the current answers to the added value question
on both sides, taking much of the present state of affairs into account. We have the
general answer “no” in terms of large-scale climate change measures, and “yes” in
terms of causal processes and understanding, as well as impacts.

Figure 8: Both sides
RQ: Do RCMs have Added Value?
A: No, not so much for helping model large regional temperature and precipitation
climate change measures (although there are cases of this)
A: Yes, in many cases of impacts of global change on regions in terms of local
temperature, water supplies, floods, and fire risk, and in better resolving causal
processes that underlie the global variables.

But bydirectly comparing the different detailed researchquestions pursuedbydifferent
parties in the debate about added value, we can see more clearly what the arguments
are actually about.

Compare this research question from the global modelers:

Figure 9: Global modelers
RQ: Do RCMs have added value to help model large regional temperature and
precipitation climate change measures?
A: No, large scale climate change measures are not their strength.. .
A: Yes, …

… with the research questions from the regional modelers, here:

Figure 10: Regional modelers
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RQ:Do RCMs have added value in understanding and resolving with greater detail
causal processes and regional impacts?
A: Yes, RCMs help in understanding impacts in terms of local temperature, water
supplies, floods, and fire risk & in understanding and resolving climate causal
processes that underlie larger scale processes in greater detail
A: No….

And you see why the regional climate modelers often answer “yes” to their added
value question.

In addition, bare economic interests are sometimes exposed, as was revealed in the
Risbey quote above. In this section we discussed the examples relating to Racherla
et al., and Risbey and colleagues, which show how added value can be denied to
regional climate models even when they do, in fact, add value along certain lines. In
some cases, when asked to do tasks for which they are not designed, they fail to add
value, for which they are faulted, and claimed not to add value anywhere or at all.
These are, as we can see, unfair tests, which was not communicated clearly to the
related parties because the research question was obscure in each case. This is often
an example of missed communication based on conflicting research questions, which
obscures the added value of regional climate models, and demotes their competence.
We are now in an informed position to consider some available definitions of added
value.

5 Definitions of ‘added value’

There are a variety of goals and purposes that can be aspired to when practicing
dynamical downscaling using RCMs, but the predominant ones involve using them
to represent the addition or inclusion of features that are not explicitly resolved by
coarse-scale general circulation models or GCMs. Thus, RCMs usually involve a new
goal or purpose of representation in an alternative or complementary fashion; global
models cannot perform yet on a comparable level of detail or function, although they
likely will be able to, soon, for some variables and processes (NAS 2012; Skamarock
et al. 2012).

What do we get, as an advantage or bonus, when we make use of a regional climate
model? What is added to our repertoire of representations?What is the added value of
RCMs? Let us look at some definitions. TheUN’s Intergovernmental Panel on Climate
Change defined “added value” equivocally, at first defining it explicitly in terms of
accuracy:

RCMs are regularly tested to evaluate whether they show improvements over
global models…, that is, whether they do indeed ‘add value’. In essence, added
value is a measure of the extent to which the downscaled climate is closer to
observations than themodel fromwhich the boundary conditionswere obtained.
(2013 WGI AR5, 815; emphasis added)

But observations come in all sorts of temporal and spatial scales, and formany different
variables, so it is extremely unclear what is being referred to here. Which variables
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need to be closely described or matched in order for success in added value to be
attained, in terms of being “closer to observations”? The further discussion of added
value is less ambiguous:

… RCM fields are, however, richer in spatial and temporal detail. Indeed, the
added value of RCMs is mainly expected in the simulation of topography
influenced phenomena and extremes with relatively small spatial or short
temporal character (emphasis added)

Or, as the IPCC authors put it:

[T]here is high confidence that downscaling adds value to the simulation of
spatial climate detail in regions with highly variable topography (e.g., distinct
orography, coastlines) and for mesoscale phenomena and extremes. (IPCC Ch
9, 2013, 815; their emphasis; emphasis added)

Regional downscaling, as presented here through a variety of RCMs, is then analyzed
as “complementary to results obtained directly from global climate models” (IPCC
2013, 815; emphasis added).

That is, here, the IPCC authors note that the regionalmodels are not usually compet-
ing representations to the global ones, but complementary ones. They model different
processes, at different levels of organization, that is, the more detailed, causal process
levels. It is very significant that in addition to the original IPCC definition, concerning
increased accuracy and closeness to observations, another, distinct definition of added
value is being utilized by the IPCC authors, one in terms of complementarity of the
RCM to the GCM scale models.

5.1 Complementarity and causes

In our project on the added value of the RCMs, we are carefully investigating this
crucial complementary role of representations, an underexplored aspect of modeling
that deserves a great deal more serious attention and analysis than it has received so
far, both in philosophy of science and in analysis of climate modeling.

Our analysis so far indicates that:

1. There is no context-independent definition of added value; what counts as added
value depends on what you want to use the models for (see Giere 2004; van
Fraassen 1980, 2004; Risbey et al. 2005; Parker 2006). Thus, different modelers
are asking different research questions, and thus evaluating added value differently.
Different research questions assume different specific definitions of added value,
as we saw with Racherla and Laprise.

2. Secondly, there is a difference in emphasis between the relationship of increased
accuracy, and complementarity of models.

For example, we can see that the Racherla et al. paper concerned increased accuracy
of the large regional temperature and precipitation variables of climate change, while
Laprise was advocating a complementary modeling role for RCMs, thus producing a
clash between these authors concerning the proper roles of regional climate models
and their relationship to global models. It is no wonder that they disagreed about the
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proper research question to pursue for added value, and the answers to the question
of whether there was, indeed, “added value”; they were asking and answering distinct
questions.

Finally, continuing with the numbering introduced above, there are three major
types of components that need to be examined in evaluating added value: Temporal
Scale; Spatial Scale; and Causal Processes:

3. Temporal Scale: Because the GCM computational time step is larger than that of
typical simulations with regional models, output data at longer intervals is more
meaningful, while in RCMs the shorter computational time step means it can
output meaningful data at a higher frequency. Therefore, RCMs can be used to
output meaningful sub-hourly to hourly data easily (depending on computation
time step), whereas in GCMs output data at frequencies this high may not be as
meaningful. Output frequency of data, and of stored output data, is also often
higher in RCMs compared to GCMs, not just because the computational time step
may allow for this, but because data storage constraints may be more relaxed in
regional simulations compared to analogous global simulations.

4. Spatial Scale: for example, RCMs may span 2-, 5-, 10-, or 25- or 50-km scales,
while a typicalGCMgrid-box spans 100–300km,while somehavegrid-cells of 50-
or 25-. Trade-offs are made with length of simulations, size of domain for RCMs,
and complexity of the model. But the question is the tradeoff of length of simula-
tion and resolution, the size of the initial value ensemble, the number of different
regional and/or global models used, as well as multiple emission/concentration
scenarios, given a certain amount of available computer resources. For the ‘stan-
dard’ simulations for CMIP6, for example, the typical resolutions for 150-year
simulations for multiple concentration scenarios is about 50 –100 km for fully
coupled atmosphere/ocean models.

5. Causal Processes: Processes which are resolved at different time and space scales
in RCMs and GCMs, from regional jets to storms and rainfall, appear in less detail
in the large grid-size GCMs, if at all, depending on the scale of the process.6

In sum, on our analysis, after establishing the context of a situation of added value,
the research question being pursued needs to be specified, which must incorporate
the major question, “does the case of added value primarily emphasize increased
accuracy or complementary modeling?” In addition, three types of components need
to be approached and examined in evaluating a research question concerning added
value: temporal and spatial scales and causal processes (see Di Luca 2011). We first
ask, what is the context and research question at stake, then wemight move back to the
alternative complementary role for RCMs, which offers a different set of epistemic,
representational, and pragmatic values than global models, and a fresh challenge for
any philosophy of science account.

Specifically, we can address the issue of added value in the context of a research
question, as follows: does the RCMoffer a complementary representation of variables,
parameters and processes, such as detailed rainfall, storms, or orography, to the GCM
description of the state and progress of the climate? Such complementarity is not

6 There may be less emphasis among seasonal predictors on this causal component of modeling. (Thank
you to an anonymous reviewer for highlighting this feature.).
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usually on any list of epistemic or representational values of models in the philosophy
of science, although it is not precisely clear why. What role should complementarity
be understood as playing?

One avenue is to explore the possibility of a pluralist stance, that is, “the possibility
that, in some cases of investigation, there will be a plurality of accounts that cannot be
integrated with one another,” according to Kellert and Longino (2006). It seems that
climate modelers likely construct different models depending on their interests, and
which aspects are considered the most relevant depends on the investigator(s). Even
under a non-pluralist account such as Peschard and van Fraassen’s, the question arises

…whether the different models that are produced,… can ‘peacefully’ coexist,
either in the way different models serving different purposes can do so, or in
that they can be somehow unified as parts of a larger account (Peschard and van
Fraassen 2014, p. 8).

Thus, we may consider whether the GCMs and RCMs may peacefully coexist, in an
added value situation, by serving different purposes, like commensalism in ecology,
where they do not do any harm to one another, or may be unified, by being parts of a
larger account of the climate, which might be analogous to mutualism, another form
of symbiotic relationship, wherein both parts benefit from the mutual relationship, and
do not harm one another.

This leaves another, more perplexing possibility, wherein one model, such as an
RCM, gives results, e.g., precipitation results, that are inconsistent with the GCM
precipitation results, as has happened (Bukovsky et al. 2015a, b, 2017; Giorgi et al.
2016). These differences rely on the physics of the RCM producing a more plausi-
ble and credible change in precipitation, while maintaining the large-scale climate
changes from the GCM. Thus, this would not be a relationship of pure complemen-
tarity, but rather partial conflict, wherein the RCM undermines certain results given
by the GCM, while also using the GCM’s large-scale results to drive the RCM. Thus,
these models appear to be unified in some way in their construction, but cannot be
fully compatible with one another due to the conflict in detailed representation of pro-
cesses (see Peschard and van Fraassen 2014; Giere 2006; Kellert and Longino 2006;
see Parker 2006 for discussion of climate model pluralism). These cases might be
better understood under the IPCC’s first definition of “added value”, i.e., the “closer
to observations” or generally “more accurate” definition. That is, because the RCMs
here give better resolved (more detailed) representations of the precipitation in these
systems, they compete with the GCM descriptions, but only in the sense that they are
more accurate descriptions that better track the observed values.

This is perhaps anotherway of askingwhether the “complementarity” interpretation
of added value might be the most comprehensive and fruitful philosophically; it is
another question whether it may also be the best scientifically, given the context-
sensitivity of the term, and the possibility of conflict sketched above. We resolve this
potential conflict through mobilizing both definitions from the IPCC of added value.

We discussed above how the relationships between the global and regional climate
models can affectRCMoutcomes.Weemphasized that inaccurate boundary conditions
from GCMs, while they can sometimes be corrected at the regional level, still often
lead to problems in RCM outcomes. The other case is when the GCM does well, and
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everything is complementary and as hoped for,when the finer scale adds accurate detail
to the system. This is what is aimed for in the good cases of downscaling RCMs, and it
sometimesworks thisway. In the new simulations in theNorthAmerican component of
the world-wide regional modeling program, CORDEX, the span of the GCMs turned
out to represent a good range of climate sensitivity. The variable resolution models
MPAS and ACME (Sakaguchi et al. 2015, 2016; Ringler et al. 2008; Fowler et al.
2016) would be another case of when the lower and higher resolution parts of the
model would coexist to form a unified whole.

It is also crucial, in considering added value, that RCMs better represent the causal
processes underlying some of the values represented in the GCMs. Understanding
these causal processes is often valuable, for pragmatic reasons and community goals,
such as planning for water management, agriculture, flood control and forest fire
management and control. This is because causal understanding of these climate and
weather processes is helpful, if not essential, for their management. As such, the
regional climate models are meeting a set of pragmatic purposes for the modelers and
users of the models (Di Luca et al. 2015).

In the case of pragmatic uses, the counterfactual to causal understanding of climate
and weather processes using RCMs is also a relevant example of their added value
in climate change research. That is, RCMs are used to simulate what one specific,
observed weather event (e.g., a flood, drought, or hurricane) might look like in a
future climate or a range of future climates following the physical storyline approach
(e.g., Shepherd et al. 2018, and examples contained therein). As explained in Shepherd
et al. (2018), a storyline is “a physically self-consistent unfolding of past events, or of
plausible future events or pathways. … As no a priori probability of the storyline is
assessed, it is not a prediction. Emphasis is placed instead on understanding the driving
factors involved and the plausibility of those factors (or of changes in those factors).” In
this application, RCMs are often forcedwith a reanalysis or similar product for an event
that took place in the historical climate, and then the reanalysis boundary conditions
are perturbed (i.e., the causal processes are perturbed) to examine what the event might
look like in different future climates (sometimes using climate changes from GCMs
applied using a pseudo global warming methodological approach—e.g., Rasmussen
et al. 2011). RCMs are ideal tools for storyline type studies, as an event is often very
regional in nature and high-resolution (on the order of 1–4 km) is often needed to
simulate the event with greatest fidelity; therefore, making an RCM a computationally
and scientifically logical choice.

These pragmatic and community values and uses rely on the models meeting
epistemic standards of a minimal sort, that is, the RCMs’ parameters and parame-
terizations as well as output variables must satisfy reasonable epistemic values. This
is one place where the potential added value of the RCMs lies. Relative credibility of
RCMs increases with a variety of strengths documented in the literature (Mearns et al.
2013). Reviewing these aspects of epistemic credibility as presented in Giorgi et al.
(2016), they include consistency across models using different convective schemes,
across future time slices and with observed trends, statistical significance of the sig-
nals, and identification of an underlying process, as well as robustness across a variety
of variables.
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We can see these ideas being cashed out within DiLuca’s definition of ‘AddedValue
1’: RCMs added value in climate variability in scales that are not explicitly resolved
in GCMs simulation (Di Luca 2011). A necessary condition for Added Value1 is
that the RCM must simulate fine-scale details that contribute to climate statistics in a
manner that is “not negligible” (Di Luca 2011). Thus, the RCMs’ role is at least partly
complementary to the GCMs’, in a manner that is not trivial. One of the functions
of RCMs in most cases, is to better resolve causal processes underlying the GCMs’
climate. Moreover, at very high resolutions, e.g., 2 km, the RCMs actually explicitly
resolve processes that are only parameterized in the GCMs. Convection is the clearest
example of this (Westra et al. 2014; Kendon et al. 2014, Prein et al. 2015).

One of the most vital functions of RCMs is to better articulate and understand the
causal processes underlying the GCMs’ climate (Mearns et al. 2014; Bukovsky et al.
2017). The increase in understanding of the climate system generated through appli-
cation of the RCMs is thus central to the notion of added value (e.g., Bukovsky et al.
2017; Mearns et al. 2014; Giorgi et al. 2016), where “understanding” encompasses
deeper knowledge of the fine-scale causal processes underlying climate processes and
dynamics (Newman 2012). We can thus see that RCMs can add value by helping
us understand these causal processes that underlie the global models. By asking the
research question in the right way, this can be made clear.

Figure 11
RQ: Do RCMs add value, given the large scale GCM climate, by increasing under-
standing of the finer scale causal processes?
A: Yes, RCMs can increase understanding of causal processes by better resolving
rain shadows, storms, and fine-scale precipitation which in turn better reflect global
climate phenomena
A: No, they do not add value, because they do not increase understanding of the
fine-scale causal processes

In sum, the epistemic credibility, representative value, and pragmatic value of RCMs
may rest on our grasp of the model’s causal processes, which can give us confidence
for projections into the future, just as we saw in the snow and albedo case in the Rocky
Mountains and High Sierra, the precipitation in the Southern Great Plains, and the
snow in the high Alps. This is all added value given by regional climate models.

Or consider the “Potential AddedValue” of RCMs as has been defined byAlejandro
DiLuca (2011). The basic idea is that added value can only arise if there is non-
negligible fine-scale information, which can then be used to quantify the relative
influence of fine scales in climate statistics “as a proxy for estimating the Potential
Added Value (PAV) of RCMs” (DiLuca 2011, xxi dissertation abstract). This is done
both for temperature and for precipitation, by using a decomposition technique to
separate atmospheric variables in several temporal and spatial scales, which is then
used to estimate the contribution to the climate statistics coming from those small-
scales represented by RCMs but absent in the driving data (from the GCMs). Using
our schema above, this presents several types of evaluation and information: First, in
terms of scales—fine-scales of both spatial and temporal types—plus second, in terms
of the processes that result in the simulation of temperature and precipitation. We can
see clearly that DiLuca is calculating his (PAV) using these basic components in our
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analysis. This definition would include the case of snow in the Rockies and the High
Sierra, as well as the Southern Great Plains and high Alps cases discussed above, and
other successes of RCMs providing detailed processes.

Di Luca et al. (2015) also propose a “conjectural” added value, to signify added
value “in those climate statistics for which no observational estimations are available
but that are either firmly supported by theoretical considerations or by a number of
studies realized under similar circumstances” (Di Luca et al. 2015, p. 14). This can
be used, for example, to argue that representing hail at a convection-permitting scale
comprises an added value, even if there are few opportunities to empirically verify
this claim.

It is clear that Di Luca et al. (2015) do not want to advocate a formal definition, or
formula, of added value. In the conclusion of their recent paper on added value, they
wrote:

It is from local interactions—defined by differential equations—that physics
sets the conditions for the emergence of weather and climate variability at all
spatial and temporal scales. The great story behind climate models is that they
reproduce with surprising precision this causal chain. We believe that more
meaningful added value may be found by exploring conditions conducive to
particularweather and climate events thanby focusingon simple statistics. (2015,
p. 18)

But we find that commitment to a single formal definition is not needed, while the
handful of definitions that are available are all useful in their contexts.

6 Conclusions

One additional thing that is at stake: Where are the research dollars going? Are they
going to fund global climate modeling with its investigation of large-scale climate
change and global climate warming? Or are they also going to regional climate mod-
eling and themodeling immediately relevant to the impacts of global warming on local
regions and communities in terms of water supplies, agriculture, floods, and fire risk?
Because results from regional climate models are actively used by regional planners,
in addition to statistical downscaling techniques, they stand in a rather different rela-
tion to policy than those from global models. It is something that we must consider
when answering the question of whether regional climate models add value, and it is
precisely here that RCMs’ overall value has been challenged.

Different interests are driving the differing research questions asked by the regional
and global modelers, which must be taken into account in their answers to a given
question about added value.We hope to have shown in this paper that added valuemust
be approached in relation to several carefully definable issues, including the precise
research question and its context;whether themodelers are seeking primarily improved
accuracy of a given variable, as we see in conflicting regional and global models of
a given variable, or rather, complementarity of models; and finally, the temporal,
spatial, and causal orientations of the models in question. Taking these factors into
account often yields a more complementary view of the relationship between global
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and regional modeling that can be fruitful and tolerant, as well as being scientifically
more precise and accurate.

We have discussed how regional climate models can be understood as adding value
in Sect. 2, wherewe also introduced pragmatic, epistemic, and social values of regional
climate models. We have analyzed some claims that RCMs do not add value, in
Sects. 3 and 4. We have emphasized that the primary issues in such claims often
arise from different research questions being pursued by the critic and the regional
climate modeler. We have analyzed research questions throughout, to make more
precise many of these criticisms and differences among modelers and positions. We
addressed key definitions of added value in Sect. 5, and discussed the core issues of
complementarity and causes. In sum, we found that judgements that regional climate
models do not add value are often based onmisunderstandings or disagreements about
the research question being pursued or false generalizations from deficient models,
rather than being based, as appears at first blush, on lack of strength of the RCMs
themselves, although there is always room for improvement.

In the context of regional climate models used for simulating projections of cli-
mate change, there are a number of ‘standard’ uncertainties, most of which are shared
with global models. These include the uncertainties regarding future trajectories of
greenhouse gas emissions and concentrations, uncertainties related to the global mod-
els (imperfections in modeling the climate system), and the internal variability of the
climate system (Hawkins and Sutton 2009). The additional uncertainties related to the
regional climate models themselves may be seen as part of the uncertainty related to
modeling the climate system. This includes the selection of different methods formod-
eling components of the climate system (i.e., use of different RCMs), choice regarding
the domain size and location, and means of assimilating the lateral boundary condi-
tions. The application of downscaling usually increases the overall uncertainty.
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