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Abstract

In this paper, I will defend a new compositional semantics for single-domain free logic.
This semantics makes use of a distinction between the semantic value of a singular term
and its semantic referent. The semantic value of a singular term is conceived of as a set
that either contains the semantic referent or no element at all. The semantic referent
is the object that the term designates. Before I will introduce this new semantics for
single-domain predicate and an S5-type modal logic in detail, I will present five related
problems of compositionality of the standard semantics for these logical systems. After
that I will show in detail how my new proposed alternative semantics can be used to
solve nearly all of the outlined five problems.

Keywords Free logic - Free modal logic - Compositionality - Empty names -
Existence

1 Introduction: empty singular terms, standard single-domain free
logic and compositionality

Single-domain free logic makes room for the possibility of meaningful singular terms
that lack a semantic referent. If one aims to capture all ordinary uses of singular terms
in natural language by means of a formal semantic framework, it is also required to
capture uses of singular terms that lack a semantic referent. Singular terms can lack a
semantic referent for different reasons and be nevertheless meaningful.

Definite descriptions can lack areferent because they are incomplete, or they express
a descriptive condition that is not actually or impossibly satisfied. For example, a defi-
nite description like “the possible sister of Dolf Rami” is incomplete' and it also seems

1 The expressed condition is not satisfied by a single object.

B Dolf Rami
dolf.rami@rub.de

1 Department of Philosophy I, Ruhr University Bochum, Universititsstrae 150, 44780 Bochum,

Germany

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s11229-020-02651-x&domain=pdf
http://orcid.org/0000-0001-9553-6665

9480 Synthese (2021) 198:9479-9523

to be impossible to add information that makes this description complete. Hence, it
seems to be a good candidate for a definite description that lacks a referent. Further-
more, there are definite descriptions like “the actual winner of the Stanley Cup in
2005 that lack a semantic referent because the description is not satisfied by a single
object. In 2005, there was a lockout and the whole season was suspended, hence, no
team was able to win the Stanley Cup in 2005. As a last example, let me mention the
description “the largest natural number”: this description lacks a semantic referent for
metaphysical or conceptual reasons. It is part of the nature of natural numbers that
there are infinitely many and, hence, a largest number is impossible. Certainly, these
are only convincing examples of singular terms that lack a semantic referent for those
who assume that definite descriptions are singular terms and not quantifier expres-
sions. Interestingly, this view is a minority-view in Philosophy, but the majority-view
in linguistics. I think, the linguists are right. However, for the skeptics there are also
other kinds of examples.

The clearest cases, I think, are deictic expressions that are used with a pointing
gesture that fails to identity a single object. For example, if one uses a demonstrative
like “that” with an imprecise and blurred pointing gesture, it makes sense to assume
that such a use of “that” has no semantic referent, although the user has a certain object
in mind. Furthermore, if someone uses a complex demonstrative like “This dog” to
point to a spatiotemporal region that contains no individual object at all and if there is
no meaningful deferred interpretation of this pointing gesture, then it also makes sense
to assume that the expression “this dog” lacks a semantic referent in such a context.

Furthermore, there also seem to be proper names that lack a semantic referent. It
is generally agreed that proper names can be introduced into use either by using a
definite description or a demonstrative/deictic expression to initially fix the referent of
a name or establish a chain of uses of the very same name. For the outlined reasons, it
can be possible that such a name-introducing deictic expression or definite description
can lack a semantic referent. Nevertheless, it can be possible in such cases that the use
of such a name gets established, although it lacks a referent unnoticed by the users, at
least for a certain time. Consequently, we have a meaningful proper name that lacks
a semantic referent. Names of phantom-islands are a very good real-life example of
such kind of names. In such cases, apparently a name for an island is established, but
later it turns out that the island in fact did not exist and that the assumption that it
exists was based on some error or misconception.’

This shows, I think, that a proper formal semantic treatment of singular terms, has
to be able to account for meaningful singular terms that lack a referent of the outlined
kinds. To some extent this requirement seems to be independent from the fact whether
one assumes non-existent objects or not. All the mentioned examples are compatible
with the assumption of non-existent objects, but these examples to do not seem to
provide good examples of expressions that refer to non-existent objects. In this paper,
I will focus, for the sake of simplicity, only on the formal treatment of proper names

2 Prototypical examples of proper names like “London” are singular terms. In this paragraph, I used the term
“proper name” to mean the same as “proper name for a single object”. However, as the second anonymous
reviewer of this paper correctly pointed out to me, there are also proper names that are plural terms like
“The Antilles” and, hence, names for a certain collection of single objects. It is an interesting goal for future
research to estimate how the account provided in this paper can be extended to such cases.
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that lack a semantic referent. However, my considerations can very easily be extended
to the other mentioned examples.

Standard single-domain free logic promises, at first sight, to provide a plausible
framework for the described purpose. However, this framework is subject to several
problems that concern the compositional status of this semantics: (a) a general problem
of compositionality and four related special problems that concern (b) the abstraction
of correct Russellian propositions, (c) the correct semantic interpretation of names
and predicates, (d) the interpretation of the compositional contribution of the existence
predicate, (e) different plausible options concerning the compositional interpretation of
identity sentences. In this essay, I will, at first, lay out the standard semantic framework
of single-domain free logic. Secondly, I will introduce in detail the mentioned five
problems. Thirdly, I will propose a modification of the standard semantic framework
of a single-domain free logic, that makes use of a distinction between the semantic
value of a singular term and its semantic referent. The semantic value of a name is
conceived of as a set that either contains a single or no element. The semantic referent is
the single element of this set if it has any. Against the background of this modification,
I will develop a new and modified version of a single-domain free logic for first-order
predicate logic and first-order modal logic, that allows us to solve most of the five
mentioned problems.

2 Setting the stage: The standard semantic framework
of a single-domain free logic

There are at least two general standard semantic frameworks a free logic can make
use of: a single-domain or a dual-domain framework. The first framework makes
use of a single domain that is both conceived of as the domain of reference and of
quantification. However, in opposition to the semantic framework of classical logic, it
allows that some singular terms lack a semantic referent. And according to one version
of this kind of framework, universally free (inclusive) logic, it is also possible that the
domain of reference and quantification is empty.>

The second mentioned framework distinguishes two different sorts of domains, an
inner, possibly empty, domain and an outer domain that has to contain, according to
the standard interpretation, at least one object and all objects of the inner domain.*
There are now at least three different options how this formal distinction between
inner and outer domain is filled with flesh. Option I: The inner domain is interpreted
as the domain of quantification, the outer as the domain of reference. Quantifiers are
typically existentially loaded.> Option 2: This option makes the reverse identification.
Quantifiers are not existentially loaded. On this basis, we have a choice: either to
identify the inner domain with the extension of the existence predicate or to conceive
of the extension of the existence predicate as a proper subset of the inner domain.

3 Cf.: Lambert (1991, p. 11); Sainsbury (2005, p. 64); Nolt (2018, § 3.1).

4 C.f.: Lambert (1991, p. 10); Bencivenga (1986, pp. 390-391); Lehmann (2002, pp. 218, 221); Nolt (2018,
§3.2).
5 C.f.: Lambert (1991, pp. 5-6, 11); Nolt (2018, § 3.2).
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Option 3: There are two quantifiers, an outer and an inner quantifier. The outer domain
is additionally also the domain of reference. Only the inner quantifier is existentially
loaded.® This option is a variation of a classical logic framework that makes use
of quantifiers that are not existentially loaded. The main difference between such a
framework and Option 3 is that, on this basis, we can define a second derived set of
quantifiers by means of a quantifier domain restriction with the existence predicate.
According to Option 3, we have two sets of primitive quantifiers. That is the only
significant difference, hence, it is questionable whether Option 3 should be conceived
of as a genuine version of free logic. It depends on further possible assumptions: (a)
whether we additionally allow that both domains can be empty, or (b) whether we
allow that singular terms may lack a semantic referent.

The main motivation for a single-domain framework is to allow for the possibility
of meaningful singular terms that lack a semantic referent. This kind of framework
provides a very modest modification of the classical semantic framework to allow for
this possibility. There are also other options to account for the possibility of meaning-
ful singular terms that lack a semantic referent. For example, we could also account
for this possibility on the basis of a dual domain framework. That is, nothing speaks
against the option that we allow both (a) singular terms that refer to non-existent
objects and (b) singular terms that lack a semantic referent. Typically, it is assumed
that we should choose between these two options. However, in this paper, I will exclu-
sively draw my attention to the single-domain framework and some of its weaknesses
and leave the other mentioned and not yet in detail investigated options to future
research.

Let me at first outline those details of this framework that are relevant for the
problems that I will discuss. On the basis of a single-domain free logic, we have
several choices, how we semantically interpret sentences that contain at least one
singular term that lacks a semantic referent. The most important question is, which
truth-values we should assign to such sentences. There seem to be three prima facie
options: (a) we assign, without exception, to each of these sentences the value FALSE,
(b) we assign, without exception, to each of these sentence either no truth-value at all
or the truth-value NEITHER TRUE NOR FALSE, (c) we allow that these sentence
can have different truth-values; they can be true, false or neither true nor false.”

Typically, single-domain free logic is regarded as an alternative to classical first-
order predicate logic. Against this background, it is a purely extensional language.
That is, only the (actual) extensions of constituent expressions are relevant for the
determination of the truth-value of a sentence and, hence, the substitution of co-
extensional constituent expressions cannot change the truth-value of the evaluated
sentence. But this is not the only way how one could develop a single-domain free
logic. One could also make use of the key aspects of this framework on the basis of
modal logical framework or any other non-extensional semantic framework.

Against the background of a purely extensional framework, it seems to be question-
able whether we could assign the truth-value TRUE to an atomic sentence that contains
at least one singular term that lacks a referent in a meaningful way, like, for example,

6 C.f.: Lehmann (2002, p. 207); Priest (2008, pp. 295-297).
7 C.f.: Lambert (1991, p. 9); Priest (2008, pp. 293-295).
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the sentence “Fa” or “a = a”. If the referent of a singular term is identical with its
extension and if only the extensions are relevant for the truth-value of a sentence, there
seems to be no meaningful way to assign to such sentence the truth-value TRUE if we
make use of the standard-truth-conditions of these sentences that require some sort of
relation between the extension of the term and the extension of the predicate that such a
sentence contains. If there is one extension missing, then such a relation cannot obtain,
which is required for the truth of an atomic sentence like “Fa”, for example. That is, in
the case of a sentence like “Fa”, this sentence can only be true if the extension of “a” is
an element of the extension of “F”. Typically, a free logic is called positive, if it allows
to assign to at least one kind of atomic sentence the truth-value TRUE. I think, there is
no meaningful possibility of a positive free logic that is based on a purely extensional
version of a single-domain semantic framework. However, non-extensional versions
of positive free logic seem to be possible and defensible frameworks. Relative to such
frameworks, the truth-value depends on some other semantic value than the extension
of the expressions it is built from.

The remaining options seem, therefore, to be (a) a negative free logic that assigns
to every atomic sentence that contains at least one singular term that lacks a referent
the truth-value FALSE, (b) a neutral free logic that assigns to every atomic sentence
that contains at least one singular term that lacks a referent the truth-value NEITHER-
TRUE-NOR-FALSE, (c) a hybrid non-positive free logic that assigns either of the
mentioned two truth-values to atomic sentences that contain at least one singular term
that lacks a referent, but no other value.$

An additional important issue is which truth-values we assign to non-atomic sen-
tences if they contain at least one singular term that lacks a semantic referent. To an
important extent this issue depends on the framework we choose concerning atomic
sentences of this kind, but it also depends on the interpretations of quantifiers and con-
nectives. We will investigate these additional issues latter in this paper. The problems
that I aim to discuss mainly concern atomic sentences, but the solution to these prob-
lems that I will propose will also have consequences for the semantics of quantifiers
and connectives.

There are three different important kinds of atomic sentences that a free predicate
logic may contain. Firstly, ordinary atomic sentences that contain non-logical predi-
cates. Secondly, atomic sentences that contain the identity predicate. Thirdly, atomic
sentences that contain the existence predicate. According to free logic, both the iden-
tity predicate and the existence predicate are logical predicates because they play a
distinctively logical role. The first one accounts mainly for the validity of arguments
of the following and related forms:

8 C.f. Rami (2014).
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The second one accounts for the validity of arguments of the following and related
forms in free logic:’

VxFx Fa
Ela Ela
Fa IxFx

The fact that we cannot only distinguish atomic sentences that contain logical pred-
icates from those that contain non-logical predicates, but that we have to assign to
each kind of atomic sentence that contains a logical predicate with a distinctive log-
ical role independent truth-conditions allows the meaningful possibility of a hybrid
non-positive free logic. That is, because we have to provide three different sets of
independent truth- and falsity-conditions for all three mentioned kinds of atomic sen-
tences, we are, hence, free to specify these conditions in very different ways if we can
provide good reasons for these alterations.

The single-domain semantic framework that I make use of in the following consists
of a single and possibly empty domain of discourse D. For the sake of simplicity, I will
only use a single set of singular terms, namely individual constants. (That is, I will
not make use of definite descriptions or other kinds of singular terms in this paper.)

Additionally, I make use of four different functions to specify the truth-conditions
of the formulas in my framework: (1) a partial denotation function Den () that is
relativized to the domain D and that can but need not to assign to every individual
constant a single element of D, (2) a total assignment function §() that is relativized to
the domain D and that assigns to every individual variable a single element of D, (3)
a total interpretation function /() that is relativized to the domain D and that assigns
to every monadic predicate a subset of D and to every n> 1-adic predicate a set of
n-tuples of elements of D, (4) a total valuation function V() that is relativized to all the
other mentioned three functions and that assigns to each formula a truth-value.

Concerning atomic sentences that contain non-logical predicates we have the
choice between at least two different options to assign truth-conditions to these sen-
tences. These two kinds of options are the following paradigmatic truth-conditions for
these sentences provided by standard negative'? and standard neutral free logic:!!

9 There is an important difference between the identity predicate and the existence predicate that has to be
noticed. A logical identity predicate is indeed required to make the mentioned kinds of arguments valid.
However, in the case of the other two mentioned arguments, one might hold that there is a significant
difference between the existence predicate and the predicate of being identical with something and that
only the latter predicate is required to make valid inferences from atomic sentences to certain particular
quantifications and from universal quantifications to their instances. It is true that this is an option, but I
don’t think it is a plausible one on the basis of a purely extensional single-domain free logical framework.
Against this background, the only plausible way to interpret the existence predicate seems to be to identify
it with the predicate “is identical with something”. C.f.: Lehmann (2002, p. 198).

10° Classical versions can be found in: Schock (1968); Burge (1974).
T Classical versions in: Smiley (1960); Lehmann (1994).
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Negative free logic concerning non-logical atomic sentences:

V(Pty...t,) =T iff Den(ty), ...,.Den(t,) are all
defined'?and <Den(t;),...,Den(t,) > € I(P);

V(Pty...t,) =F otherwise.

Neutral free logic concerning non-logical atomic sentences:

V(Pty...ty) =T iff Den(ty), ...,Den(t,) are all defined
and<Den(ty),...,Den(t,) > € I(P);

V(Pt;...ty) =F iff Den(ty), ...,Den(t,) are all defined
and<Den(ty),...,Den(t,) > ¢ I(P);

V(Pt;...t,) = N iff It is not the case that Den(ty), ...,Den(t,) are all defined.

It seems to be difficult to think of any meaningful alternative to these two options
if only extensional predicates are considered as constituents of atomic sentences.
The choice between these two options depends on whether we believe in a specific
linguistic conception of semantic presuppositions or not. According to this conception,
every ordinary non-logical atomic sentence has the semantic presupposition that every
singular term that such a sentence contains denotes something. If this presupposition
is satisfied, then the sentence may have a classical truth-value. If it is not satisfied, the
sentence is neither true nor false. If one believes in such a conception, it is natural to
prefer the rendering of neutral free logic of atomic sentences over the rendering of
negative free logic. The main motivation behind the treatment of non-logical atomic
sentences according to negative free logic seems to be purely theoretical rather than
linguistic. It aims to avoid the rejection of the law of excluded middle (and bivalence
in general) and, hence, keeps the logic as simple and as classical as possible. Hence,
it very much depends for which purpose we make use of our semantic framework.
If we aim to use it as a formal semantics for natural languages, the choice might be
different as if we would use it as the semantics of some sort of polished scientific or
ideal language. We will come back to this issue later. In any case, there does not seem
to be a plausible synthetic view that assigns to some non-logical atomic sentences
the truth-conditions of negative free logic and to some those of neutral free logic
if we, as we do, only consider purely extensional predicates as constituents of our
atomic sentence. However, such hybrid views seem to be more plausible if we would
additionally consider intensional or hyper-intensional predicates like “x is a possible
thing” or “x is feared by y”.

Concerning atomic sentences that contain the identity predicate the two most plau-
sible options are again captured by negative and neutral free logic.

Negative free logic concerning identity sentences:
V(s =t)=T iff Den (s) and Den(t) are both defined and Den(s) = Den(t);
V(s=t)=F otherwise.

127 partial function is defined with respect to a specific argument if it assigns a value relative to this
argument. It is undefined with respect to a specific argument if it does not assign a value relative to this
argument.

@ Springer



9486 Synthese (2021) 198:9479-9523

Neutral free logic concerning identity sentences:

V(is=t)=T iff Den(s) and Den(t) are both defined and Den(s) = Den(t);
V(s=t)=F iff Den(s) and Den(t) are both defined and Den(s) # Den(t);
V(s =t) =N iff Itis not the case that Den(s) and Den(t) are both defined.

The possible reasons for a choice between these two options are similar to the case of
non-logical atomic sentences. However, there are additional complications that con-
cern specific linguistic intuitions concerning identity that cannot be captured by both
accounts. Firstly, at least some people tend to hold the intuition that trivial (reflexive)
identity sentences like “a = a” are true irrespective of whether “a” designates some-
thing or not. As we will see, there are also some more theoretical reasons that may
motivate such a view. My favourite examples for proper names that lack a semantic
referent are names for phantom islands. “Sandy Island” is an example of this sort and
there are people, like the inventor of free logic, Lambert, who accept the following
claim as true:'3

(1) Sandy Island = Sandy Island.

Lambert, however, does not hold that (1) is true just on the basis of our intuitive
understanding of such sentences, he has philosophical and logical reasons for this
acceptance:'* According to him, the law of identity “Vx(x = x)” is a logical law. He
claims that if one holds that this generalisation is a law of logic, one must also accept
that the instances of these law are logically true. (1) is an instance of this law; hence,
(1) is, according to this reasoning, not only true, but logically true. However, this argu-
mentation rests on a problematic implicit assumption. It is only valid if we assume a
substitutional interpretation of quantification that makes use of substitution instances
that contain constants that lack a semantic referent. However, it seems against the orig-
inal idea of how quantifiers and variables work if one makes use of constants that lack
areferent as substitutes for variables for the interpretation of quantifications. Accord-
ing to the original Tarskian semantics of quantifiers and variables, variables directly
range over objects and, hence, substitution instances of a generalisation are completely
irrelevant for the truth of a generalisation. On this basis, the truth of a generalisation is
traced back to the truth of an open sentence relative to a variable-assignment that such
a generalisation contains as syntactic constituent. Alternatively, there is the Mates-
style semantics that, in opposition to Tarski, avoids the use of unbound-variables that
are interpreted relative to assignments and interprets the semantics of bound variables
by means of specific marked individual constants whose interpretation is permuted to
mimic the semantic role of unbound variables relative to a Tarskian semantics.'> A
third substitutional alternative to the mentioned two standard systems defines the truth
of generalisations on the basis of all instances of a specific restricted set of constants
that all in all denote every object in the domain of quantification. These three systems

13 C.f.: Lambert (1997, pp. 62, 94).

14 The second anonymous reviewer of this paper pointed out to me that Lambert had such more systematic
reasons for the acceptance of sentences like (1).

15 C.f.: Mates (1965).
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are extensionally and logically equivalent, but they are not equivalent to the semantics
proposed by Lambert. If one thinks that a Tarskian semantics (or any of its variations
mentioned) captures the true nature of generalisations, then Lambert’s proof is invalid.
The burden of proof in this dispute seems to be on the side of Lambert. '

Secondly, certain people tend to hold the intuition that non-reflexive non-trivial identity
sentences of the form “a = b” are simply false, if at least one of the two terms lacks a
referent or if both of them lack a referent:

(2) Sandy Island = Sherlock Holmes.
(3) Tony Blair = Sandy Island.

Hence, identity sentences do not seem to be paradigmatic candidates to motivate a
conception of semantic presuppositions for atomic sentences. In these cases, it is not
so clear whether semantic presuppositions play any role concerning the assignment
of truth-values to identity sentences.

Thirdly, there also seem to be cases of identity sentences of the form “a = b” that
appear to contain two different empty names and that, however, appear to be intuitively
true.!” The following sentence seems to be an example of this sort:

(4) Zeus = Jupiter

It seems to be true the neither “Zeus” nor “Jupiter” refer to objects that exist in the
actual world, but these names have been introduced by Greek and Roman people
into use on the basis of the false assumption that they refer to real objects. Hence,
these names seem to be good candidates for names that lack a semantic referent.
Furthermore, it also seems to be true that a sentence like (4) at least has a true reading.
Therefore, we have prima facie good reasons to assume that (4) is an example of the
described kind. In fact, it is not clear whether we should consider cases like (4) as
clear cases for the literal truth of identity sentences of the logical form “a = b” that
contain two empty names. However, one might also hold that (4) is only true because
“Zeus” and “Jupiter” refer to the same non-actual mythological object. For example,
someone might argue that these names were initially empty names but became names
of mythological objects as soon as it was generally realized that the Greek and Roman
gods do not exist. This shows in any case that there are no clear consistent data with
respect to identity sentences that contain apparently empty proper names.

However, if one thinks that at least some of the outlined cases should be considered
as data, different kinds of free logics seem to be required to capture these data. A
negative free logic can only capture the second kind of cases. The first and third
kinds of cases could only be captured on the basis of some kind of positive free logic.
However, as I have already said, a purely-extensional single-domain positive free logic
seems to be questionable from a compositional semantic standpoint. But that means:
if we take the first kind of data seriously, identity sentences are either non-extensional
or the extensional semantics with respect to names and identity sentences is more
complicated than it is ordinarily assumed. We will come back to these issues later.

16 See also: Sainsbury (2005, pp. 66-67).
17 This was pointed out to me by the first anonymous reviewer of this paper.
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In the case of atomic sentences that contain the existence predicate, we seem to
have at first sight the same two options as in the other two cases. However, in fact
there seems to be a clear tendency for only one of the two options, at least from a
purely linguistic point of view:

Negative free logic concerning singular existential sentences: '8
V(E't) =T iff Den(t) is defined.
V(E!'t) =F iff Den(t) is undefined.

Neutral free logic concerning singular existential sentences:

V(E't) =T iff Den(t) is defined.
V(E!t) =N iff Den(t) is undefined.

There is an important obvious asymmetry between the truth-conditions of existential
sentences and the truth-conditions of all other introduced so far atomic sentences.
There does not seem to be the possibility to assign to a sentence of the logical form
“E!t” either the truth-value FALSE or the truth-value NEITHER-TRUE-NOR-FALSE.
The main reason for this concerns one of the main attractive features of a single-domain
semantic framework: it allows one to draw a tight connection between the fact that a
singular term refers to something and the fact that a specific thing that is named by such
a term exists. If we aim to make this connection, then we only have two options with
respect to a reference-failure of a singular term: either we conceive of it as a sufficient
condition for the non-existence of an object or we don’t. The first route is taken by
standard negative free logic, the second route by standard neutral free logic. This
specific status of singular existential sentences relative to a single-domain semantic
framework distinguishes them from other atomic sentences. However, the question in
the case of these sentences is whether we have the meaningful choice between the
two mentioned semantic options at all. One thing is clear: in contrast to the neutral
semantics with respect to non-logical atomic sentences, we cannot provide a motivation
for the neutral semantics by making use of a conception of semantic presuppositions if
we draw a close semantic connection between existence and successful reference. On
this basis, singular existential sentences themselves express the very condition whose
satisfaction is presupposed on the basis of a semantic conception of presupposition.
Hence, it does not make sense to claim that these sentences have such a kind of
semantic presupposition with respect to their constituent singular terms. The neutral
semantics for existential sentences, hence, requires an alternative and independent
motivation. Is there any kind of alternative motivation? There does not seem to be any
linguistic motivation for such a view. The linguistic evidence is clearly on the side
of the negative semantics. It is, for example, very plausible to assume that names for
phantom islands are names that lack a semantic referent. Furthermore, if people know
that “Sandy Island” is a name for a phantom island, they tend to evaluate the following
sentence clearly as false:

18 C.f.: Rami (2014).
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(5) Sandy Island exists.

Hence, all the linguistic evidence seems to be on the side of the negative semantics
for singular existential sentences. That is, if the proposed link between reference and
existence makes sense at all, it clearly favors the negative semantics from a linguistic
point of view.!”

However, there could be purely theoretical reasons in favor of neutral semantics.
There seem to be at least two general principles mentioned and discussed in the
literature that may provide such a theoretical motivation: firstly, there is the principle
of defectiveness®® that says that every purely extensional sentence that contains a
singular term that lacks a semantic referent is semantically defective and, hence, we
cannot assign a classical truth-value to such a sentence.?' I agree with Evans and
Sainsbury that there are good reasons to claim that this principle is too strong and not
properly motivated.”” Maybe it is true that if a purely extensional atomic sentence has
at least one constituent expression that lacks a semantic value, we can reasonably say
that this sentence is semantically defective, and, hence, we should not assign a classical
truth-value to this sentence. But the situation changes if we focus on connective and
quantified sentences.

If we assign a non-classical truth-value to a semantically defective sentence, this
value can function as an input for a truth-function that a specific connective expresses.
Against this background, it seems to be in principle possible and meaningful to assign
to a connective sentence that contains a constituent sentence with at least one non-
classical truth a classical truth-value. Non-classical truth-values are proper semantic
inputs for truth-functions. Evans provides external negation as a counterexample to the
proposed restriction. Internal negation maps a non-classical truth-value of a sentence
to the very same truth-value. External negation maps a non-classical truth-value to the
truth-value TRUE. However, external negation is not only a meaningful theoretical
possibility relative to a logical framework with at least three truth-values, there is also
linguistic evidence that such kind of negation is also operative in natural languages.
Consider the following two example sentences:

(6) It is not the case that Sandy Island is a planet.
(7) It is not the case that Sandy Island exists.

Whatever truth-value we may assign to the embedded sentences in (6) and (7), it seems
intuitively so that both (6) and (7) are true and, hence, have a classical truth-value. The
best explanation for these data seems to be to assume that (6) and (7) contain some
kind of external negation.

19 That is also the view that most defenders of a free logic hold. C.f.: Lambert (1997, pp. 61-62).
20 C.f.: Evans (1982, p. 24); Lehmann (1994, pp. 307, 310); Sainsbury (2005, p. 67).

21 Sometimes this principle is formulated without the mentioned restriction to purely extensional contexts.
However, I think, it would be clearly much too strong in this version. At least, prima facie it seems to be
possible to use names that lack a semantic referent in hyper-intensional contexts like attitude verbs and
intensional transitive verbs in a meaningful way and as part of intuitively #rue sentences.

22 C.f.: Evans (1982, pp. 24-25); Sainsbury (2003, pp. 67-68).
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I would like to add the case of disjunction as an additional counterexample. A
classical disjunction is true if at least one of the disjuncts is true. It seems very plausible
to generalize this principle with respect to non-classical logics with at least one non-
classical truth-value. That is, the truth of exactly one of the disjuncts is (in general)
sufficient for the truth of a disjunction. This meaningful theoretical possibility also
seems to be confirmed by linguistic data. Intuitively, the following two sentences seem
to have classical truth-values, although they contain constituent sentences without
classical truth-values:

(8) Sandy island does not exist or Sandy island is an island.
(9) Sandy island is a planet or Jupiter is a planet.

Therefore, I conclude that the mentioned principle of defectiveness is too strong. It also
seems to be possible to doubt its correctness with respect to quantified sentences. If one
provides a Fregean analysis of quantifiers that treats them as properties of functions
from objects to truth-values that are expressed by open sentences, then a quantification
can have the classical value FALSE, although the corresponding function from objects
to truth-values does not deliver any classical truth-value as output for any object.
Consider, for example a function from objects to truth-values that is expressed by “x
= a” if “a” lacks a semantic referent. This function does not map any object to the
value TRUE. Nevertheless, it seems true that this function has the property of being
satisfied by no object. If this property is responsible for the truth of “—3x(x = a)”,
then it seems plausible to assume that “Ix(x = a)” is false.?

Probably, the best we could do is to restrict the principle of defectiveness to exten-
sional atomic sentences. In their case, one might argue that there is no meaningful
possibility to assign to an atomic sentence a classical truth-value if at least one of
the constituent expressions lacks a semantic value. However, the question is why we
should restrict this claim to classical truth-values. Can’t we say, in more general terms,
that if a sentence has (semantic) constituent expressions that lack a semantic value, it
is impossible to compute a semantic value of the whole sentence in a compositional
way? This question leads us to a second alternative principle that need not necessarily
be restricted to atomic sentences.

Secondly, there is the no-input-no-output principle or principle of compositionality
that says that the compositional calculation of the truth-values of sentences requires
as inputs semantic values of the constituent expressions.”* If one of the constituent
expressions lacks a semantic value, a proper computation of the truth-values of a
sentence is not possible and, hence, such a sentence will be treated as NEITHER-
TRUE-NOR-FALSE. That is, we either assign no truth-value to such a sentence or
the value N. We have already seen that under some circumstances this principle is
compatible with cases of sentences that contain singular terms that lack a semantic
referent. For example, in the case of connective sentences, if we treat the evaluation
as neither true nor false as the assignment of non-classical truth-value to a sentence,
then connective sentences that contain such constituent sentences do not violate this

23 C.f.: Lehmann (1994, p. 327).
24 C.f.: Lehmann (1994, p. 310).
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principle, even though they may contain proper names without a semantic value.
Furthermore, we have seen there is an alternative Frege-inspired Tarskian semantics
of quantified sentences that also allows the satisfaction of this principle, although
such sentences may contain singular terms that lack a semantic referent. However, the
crucial question now is, should we accept this principle also with respect to aromic
sentences and could we, hence, find a way to adapt the semantics of atomic sentences
for this purpose or could we justify a violation of this principle in these cases and
justify the outlined negative semantics in such cases. That is one of the main questions
that we will address in the next critical section. Now we have everything on the table
to be able to address certain problems with the two kinds of standard semantics of
a purely extensional single-domain free-logic semantic framework concerning three
basic kinds of atomic sentences.

3 Five problems of the standard framework of a single-domain free
logic

In this section, I will introduce five different problems that concern both distinguished
versions of the standard single-domain semantic framework, namely negative and neu-
tral semantics for atomic sentences. All of these problems seem to have a common
source or at least seem to draw the attention to a fundamental background assump-
tion of the standard single-domain semantic framework that is in tension with the
compositionality principle and intimately related principles; the assumption that the
semantic referent of a proper name is identical with the semantic value, that is, the
truth-conditional compositional contribution of a proper name to the truth-conditions
of sentences that contains this name. Based on the problems that will be outlined in this
section, I will propose a rejection of this assumption and will argue for the distinction
between the semantic referent and semantic value of a proper name.

3.1 The problem of compositionality

The first problem that I want to introduce is the objection from compositional seman-
tics. The above mentioned no-input-no-output principle formulates a general constraint
for compositional truth-conditional semantics. According to this conception of truth-
conditional semantics, every meaningful expression that is a constituent of a sentence
contributes a semantic value that is required as input for the computation of the truth-
value of this sentence. A non-compositional evaluation of truth-values assigns to
sentences a truth-value completely or partially independent of the semantic values
of its constituent expressions. For example, the assignment of truth-values relative to
modal sentences in non-normal modal logic is partially non-compositional. On the
basis of negative and neutral semantics, atomic sentences that contain individual con-
stants that lack a semantic referent also receive truth-values in a non-compositional
way. However, this kind of evaluation is not completely arbitrary if there is some sys-
tematic semantic motivation for such a kind of non-compositional evaluation. Neutral
free semantics paired with a semantic conception of presuppositions seems to offer
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such a kind of motivation. Atomic sentences with at least one individual constant that
lacks a semantic referent are semantically defective, because a necessary precondition
for truth-evaluability is violated. However, no justification is given why we can never-
theless assign a non-classical truth-value to such a sentence and why this kind of value
can function as an input of truth-functions. This transition from a defect to a third
semantic option is not properly motivated by a neutral free semantics combined with a
semantic conception of presuppositions. Neutral free logic, on the one hand, excludes
certain sentences from a compositional semantic treatment for good reasons, while on
the other hand, it uses a semantic value of such sentences as input of the truth-functions
denoted by connective expressions. Hence, the only properly motivated version of a
neutral free logic has to take the principle of defectiveness on board. But we have
already seen that this principle is questionable because of linguistic data that seem to
falsify it.

Negative free semantics on the other hand does not have any a kind of systematic
semantic motivation for the violation of the general principle of compositional seman-
tics and, hence, the assignment of a classical value to atomic sentences that contain
an individual constant that lacks a referent seems to be ad hoc and, therefore, not
plausibly motivated.

A non-compositional assignment of truth-values to certain atomic sentences is
in general problematic because atomic sentences in predicate logic are not literally
atomic, they have a clear compositional structure. Hence, it seems to be a general
requirement to provide a compositional assignment of truth-values in all possible
cases. The burden of proof seems to be on the side of the defender of a negative or
neutral free semantics, why the rejection of a compositional conception of semantics
seems to be adequate in some exceptional cases, but in other cases not. It seems to be
difficult for both views to offer the required motivations.

3.2 The problem of propositional abstraction

The second problem is the related problem of propositional abstraction. Propositions
are still a hot-debated and controversial kind of being. For a larger number of peo-
ple who believe in propositions and that propositions play a genuine semantic role,
the conception of Russellian propositions is quite attractive. Russellian propositions
are structured propositions that either have the semantic values or intuitive meanings
of constituent expressions of a sentence that can be used to express these proposi-
tions as constituents. We must distinguish two fundamentally different versions of the
Russellian view on propositions.?

According to the semantic version of this view, Russellian propositions mainly play
the role of semantic contents and are conceived of as structured abstractions from the
semantic values of the constituent expressions of a sentence. That is, the logical forms
of sentences can be represented as semantic trees that contain the semantic values
of the constituent expressions at the branches of such a tree. Semantic Russellian
propositions share the constituents with these semantic trees, but there is a differ-

25 Fora metaphysical version of Russellian propositions see: Wetzel (1998); for more common semantic
versions see for example: Kaplan (1977 [1989]) and Salmon (1981).
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ent and distinctive sort of relation that ties these constituents to a whole, such that
propositions essentially have specific (essential and language-independent) truth- and
falsity-conditions. Propositions conceived as abstractions from semantic tress seem
to be useful if one aims to have specific semantic objects as the possible contents of
speech acts and propositional attitudes.

According to the metaphysical version of this view, propositions are abstractions
from states of affairs, but not from sentences. The constituents of these states of affairs
are objects, properties and relations. Metaphysical Russellian propositions share these
constituents with states of affairs. However, the structure and, hence, the unifying rela-
tion of propositions is different from the unifying relation of states of affairs such that
it is possible that the very same proposition can be either true or false. The constituents
of propositions need not be identical with the semantic values of the constituents of
sentences that can be used to describe specific states of affairs. However, according to
this picture, there is at least a correspondence relation between the semantic values of
the constituents of a sentence and the constituents of propositions and states of affairs
that are expressed and described by this sentence. As a variation of this view, one could
additionally assume that the constituents of propositions contain the intuitive mean-
ings of the corresponding semantic values of the corresponding linguistic expressions
and these are metaphysically prior to the semantic values of linguistic expressions and
in general language-independent.

There is a familiar problem with false positive singular existential claims and true
negative singular existential claims that is particularly pressing if one makes use
either of a single-domain negative free or neutral free logic. On this basis, a sentence
like “Sandy Island exists” has the logical form “E!a” and its contradictory negation
“Sandy Islands does not exist” has the logical form “—E!a”. These two logical forms
have corresponding semantic trees, which contain at their branches the semantic values
of the constituent expressions of the logical form. According to this standard picture,
the semantic value of a proper name is an object, the semantic value of a predicate a
set of objects to which a predicate applies. In our specific case, the semantic value of
“E!” is the set of existing objects, but the name “a” has no semantic value, because this
individual constant lacks a semantic referent. As a consequence, the semantic trees of
“Ela” and “—E!a” are incomplete, because “a” has no semantic value. Hence, there
is no meaningful way to compute the semantic value of the whole sentence on the
basis of the semantic values of its constituent expressions. On this basis, it seems to
be impossible to abstract a semantic Russellian propositions from such an incomplete
tree. A semantic Russellian proposition is a structure that metaphysically depends on
the existence of its constituents. Hence, there is no semantic Russellian proposition
that is expressed by “El!a” or “—E!a” in the given case.

There also is a related problem for a metaphysical version of Russellian proposi-
tions. One would expect that a true sentence with the logical form “—E!a” expresses a
negative atomic state of affairs. e.g., a state of affairs of the general form that a certain
object lacks a certain property, in our case, the property of existence. However, if
negative and neutral single-domain free logic provide the correct answer concerning
the analysis of the logical forms “E!a” or “—E!a”, then there is no object that could
be a constituent of a corresponding negative atomic state of affairs. But if there is
no state of affairs that corresponds to such logical forms, then there also cannot be a
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proposition that we could abstract from such a state of affairs. Hence, we again face
a problem if we abstract a proposition from the given analysis of the logical form of
false positive and true negative singular existential sentences.

There are different options to respond to this problem. I will only briefly discuss
the three most popular responses to our problem, and I will show why they cannot
satisfy the so far outlined conditions of adequacy for a plausible solution.

Firstly, there is the quite popular option to claim that singular existential claims like
“Sandy island exists” or “Sandy island does not exist” do not have the logical forms
“Ela” and “—E!a” that are proposed by a (single-domain) free semantic framework.
There are linguistic reasons that speak against this option. If one is really interested
in capturing the semantics of our ordinary language existence predicates, there are
good linguistic reasons to stick with the proposed logical form.2° If one takes into
account the compositional semantic role of the verb “to exist” relative to all of its uses
and relative to all its modified forms (e.g. as the adjective “existent”), then the best
and most simple explanation of the use of this expression holds that it is a first-order
predicate.”’ Furthermore, I also think there are good reasons to assume that the best
semantic representation of proper names interprets them as some sort of individual
constant (or variable). In any case, for our specific purposes this reaction to the problem
is no option at all, because we aim to assess the prospects of single-domain free logic
as a semantic framework for our ordinary existential discourse. Hence, we are bound
to accept the mentioned thesis concerning the logical form of positive and negative
singular existential sentences and try to find a solution to our problem on the basis of
this presupposition.?®

Secondly, we could claim that the logical form of negative existential sentences
essentially contains an external negation and, hence, even if sentences of the logical
form “Ela” lack a classical truth-value, the negation of this form “—E!a” receives the
classical truth-value TRUE.?® Several reasons seem to speak against such a kind of
solution. On the one hand, there is linguistic evidence that speaks against this solution:
(1) intuitively, we accept the sentence “Sandy Island exists” clearly as false and not
as a sentence that is in some sense semantically defective. (2) Intuitively, there is
no difference in truth-value between the following three sentences: “Sandy Island
does not exist”, “Sandy Island is non-existent” or “Sandy Island lacks the property
of existence”. However, only the first of these three sentences could literally have the
logical form “—E!a”, where “—" is considered as an expression of external negation.
This shows at least that the proposed solution is linguistically inadequate. Furthermore,
there are also theoretical reasons that raise doubts whether such a solution is the best
solution to our problem. This solution treats “El!a” as semantically defective, if “a”
lacks a semantic referent. On this basis the sentence does not get a classical truth-value.
As a further step this solution assigns a non-classical value to this sentence and this
non-classical value can function as the input of the negation-truth-function. But if a

26 C.f.: Russell (1905); Kripke (1980); Salmon (1998).
27 C£.: Evans (1982, pp. 345-348); Rami (2014).

28 If we believe in the existence of meaningful empty names, as we do, a similar radical solution that claims
that apparently empty names in fact are names of certain non-existent objects is no option for us.

29 C.f.: Salmon (1998).
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sentence like “E!a” lacks semantic values that are necessary to compute a truth-value
for this sentence, then it seems to be ad hoc and purely stipulative to assign to this
sentence any sort of truth-value that may function as the input of any truth-functions
designated by connective expressions. At least this position has the burden of proof to
explain in a meaningful way why some sentences get their truth-values on the basis of a
compositional evaluation that is grounded in the values of the constituent expressions,
while other sentences get their truth-values in a completely non-compositional way.

Thirdly, we could conceptually stretch the notion of propositions and allow for the
existence of so-called gappy-propositions.* These gappy-propositions receive their
truth-values in a similar way as sentences/logical formulas that contain singular terms
that lack a referent. That is, either on the basis of negative or neutral free semantics.
What exactly are gappy propositions? According to this view, propositions are (in
general) structures that have gaps that can optionally be filled with objects, properties
and relations. On this basis, an atomic sentence of the logical form “Fa” could express
three different sorts of gappy propositions: (1) a completely unfilled structure if “F”
and “a” lack semantic values, (2) a partially unfilled structure if “F” lacks a semantic
value, and (3) a partially unfilled structure if “a” lacks a semantic value.

There are several reasons to doubt that such a liberal conception of propositions
provides the best way to solve our problem. (1) One might doubt that such structures
could exist independently from their constituents. States of affairs are structures that
can share their constituents with Russellian propositions. However, states of affairs can
only exist if their constituents exist. If propositions are (according to metaphysical ver-
sion of Russellian propositions) abstractions from states of affairs, it might be doubted
whether such abstractions are legitimate that abstract away from the constituents of
states of affairs. Intuitively, the only difference between a state of affairs and its cor-
responding Russellian proposition is the structure or the way that the constituents are
related, but not the constituents themselves. Furthermore, intuitively, there is a state of
affairs that Sandy Island does not exist. States of affairs are metaphysically grounded
in their constituents. Hence, this state of affairs must have certain constituents. If it is
possible to abstract a proposition from such a state of affairs, this proposition must also
have constituents. Therefore, on the basis of the metaphysical version of Russellian
propositions, the postulation of gappy propositions seems to be questionable.

Does this conception fare better on the basis of the semantic version of Russellian
propositions? One might have similar metaphysical worries. An incomplete semantic
tree is no proper semantic tree at all. We cannot compute the value of the top-node of a
semantic tree, if any sub-node lacks a semantic value. Hence, incomplete semantic trees
do not exist, because they do not fulfill their proposed function. Semantic Russellian
propositions correspond to the semantic trees with respect to the logical form of a
sentence. On this basis, there cannot be any meaningful gappy semantic Russellian
propositions.

There are also additional semantic worries. Russellian propositions typically are
filled structures. The computation of a semantic value of a filled Russellian proposition
proceeds in a compositional fashion on the basis of constituent values as input for
such a kind of evaluation. Hence, we have a similar compositional problem for gappy

30 C.f.: Braun (1993, 2005); Adams and Stecker (1994).
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propositions that we have in the case of the logical forms of atomic sentences that lack a
semantic referent. In the case of a partially or fully unfilled proposition the evaluation
of the truth-value cannot proceed in a compositional way. Nevertheless, defenders
of gappy propositions aim to assign either classical or non-classical truth-values to
gappy propositions. Hence, they have to assign truth-values to these sentences in a
non-compositional way. Such a non-compositional truth-value-assignment seems to
be completely ad hoc and a defender of this view has the burden of proof to explain why
some truth-values are assigned in a compositional way and others are not. Furthermore,
they also have to explain why non-compositional assignments are not completely
arbitrary.

If we accept gappy propositions, we are not only forced to accept gappy proposi-
tions that are unfilled with respect to any individual object position, but with respect
to any possible position in a propositional structure. However, it is completely unclear
whether such an extreme extension of the notion of a proposition really makes sense.
There seem to be many more possible unfilled propositions than meaningful sentences
that may express these kinds of propositions. Hence, the conception of a gappy propo-
sition seems to extend the notion of a proposition in a more than acceptable way. If
one aims to avoid such a full-fledged theory of gappy propositions, one has to provide
a criterion to distinguish between acceptable and unacceptable gappy propositions.
However, it seems to be difficult to find an independent criterion that is grounded in
the nature of gappy propositions to fill this task. Again, the burden of proof is on the
side of the defender of gappy propositions. In the light of all these outlined problems,
I conclude that a solution to our problem based on gappy propositions is at least not
the most desired of all possible solutions.

This short overview shows that an alternative solution to our problem would be
desired that makes of some version of a purely extensional single-domain free logic
that satisfies the outlined principle of compositionality in a plausible way.

3.3 The problem of semantic asymmetry

Our third problem concerns an overlooked and unfounded semantic asymmetry
between the semantics of proper names and the semantics of predicates relative to
standard Tarskian and Neo-Fregean semantics for atomic (and more complex) sen-
tences that contain names and predicates.

Tarskian semantics for atomic sentences is a set-theoretic alternative to Fregean
semantics, which mainly uses function-theoretic notions. According to the original
version of a Fregean semantics proposed by Frege himself, the distinction between
objects and functions is a fundamental metaphysical distinction: objects are complete
entities; functions incomplete entities, in need of completion by objects. In Frege, this
distinction is mirrored on the level of logical syntax by a distinction between proper
names and concept-words. Proper names designate objects, concepts-words desig-
nate concepts, which are interpreted as functions that have objects as their arguments
and truth-values as their values. Complete expressions designate complete objects,
incomplete expressions incomplete objects. Frege’s main motivations for this kind of
distinction seem to be syntactic and semantic. On the syntactic level, he can, on this
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basis, provide a nice criterion for well-formed formulas: a formula is well-formed if it
contains at least one incomplete expression that is supplemented by the right number
and kind of complete expressions. On the semantic level, Frege can provide, on this
basis, a notion of compositionality purely based on the notion of functional appli-
cation. The truth-value of a simple atomic sentence that contains a proper name for
an individual and a concept-word is calculated on the basis of Fregean semantics by
inserting the semantic value of the name as argument into the function, which figures
as the semantic value of the concept-word. This brief outline shows that Frege himself
had very good theoretical reasons to draw a sharp distinction between the seman-
tic treatment of proper names and concept words. The semantic asymmetry between
names and concept words seems to be well justified. A specific assimilation of the
semantics of names and concept-words from one or the other end would not be an
impossible task but it would spoil all the advantages of Frege’s system: (a) a nice and
simple story about the well-formedness of formulas and (b) a simple, beautiful and
clear notion of compositionality.?!

More recent versions of Fregean semantics, do not anymore accept Frege’s meta-
physical thesis that functions are incomplete objects and his semantic thesis that only
(in)complete expressions can name (in)complete objects. According to Neo-Fregeans,
functions are nothing but specific sets of ordered pairs; and Neo-Fregean first-order
concepts are sets of ordered pairs that contain as first element an object and as sec-
ond element a truth-value. But sets are complete objects for Frege. Hence, some
restrictions concerning the function-argument structure of the semantic values of sen-
tences, in particular with respect to atomic sentences, are lost on the basis of the
more moderate Neo-Fregean picture: it is not anymore in principle forbidden that
proper names have functions as semantic values and it is also not anymore mandatory
that predicate expressions only designate so-called incomplete objects. However, in
so far as a Neo-Fregean semantics still proposes functional application as the best
way to account for compositionality, there also must be a difference in semantic
type between argument-expressions and function-expressions. Hence, some sort of
semantic asymmetry remains in place because of the formal requirements of compo-
sitionality conceived as functional application.?> Nevertheless, we are now free to lift
the semantic values of proper names in general to (a) a higher-order combined type
(b) or set-theoretically more complex entity in a similar way as this is already done in
any version of Fregean semantics with respect to predicates. That is, if there are good
semantic or compositional reasons to /ift the semantic values of proper names from
type e to type <e,t>or from individuals to sets of individuals, we then also have to lift
or adapt the semantic values of the predicates that can form well-formed sentences
together with these proper names. If Neo-Fregeans generally assign to singular terms
functions from objects into truth-values, e.g. a function that only assigns a single object
to the True and all other objects to the False as semantic values, they then have to adapt
the semantic values of predicates to this lifting and interpret them as functions from
functions of objects into truth-values into truth-values. Alternatively, if Neo-Fregeans

31 Nevertheless, it is still possible to make certain adjustments to Frege’s systems, as I will later show, that
are in the line with the semantics that I will later propose in this paper.

32 T would like to thank the second anonymous reviewer of this paper who pressed me on this point.
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generally assign to singular terms not individual objects but sets of these objects as
semantics values, they then also have to conceive of the semantic values of predicates
as functions from these sets into truth values. In a Tarskian semantic framework, a
similar lifting of the semantic values of singular terms does not necessarily require
any changes concerning the semantic values of predicates. Such changes would only
require adaptions concerning the relations between the new values of singular terms
and predicates that account for the truth-conditions of an atomic sentence.

Relative to a Tarskian semantic framework, atomic sentences share two features
with their standard Neo-Fregean counterparts: firstly, proper names also designate
individual objects. Secondly, atomic sentences also designate truth-values. However,
there are two notable differences between the two systems: Firstly, in a Tarskian
framework, predicates designate sets, and not functions from objects into truth-values.
Secondly, compositionality is not a simple matter of functional application, but pro-
vided by a recursive definition of the truth-conditions for different kinds of sentences.
The second difference is the crucial difference between the two approaches. The first
is only notional. From a purely formal semantic point of view, specific sets of objects
and specific corresponding functions from objects into truth-values can be seen as
alternative but logically equivalent formal semantic representations of the extensions
of predicates relative to a classical bivalent semantics.

Whether we are Tarskians or Neo-Fregeans there seem to be two different intuitive
semantic relations, which play an essential role concerning the contribution of a proper
name and a predicate to the truth-conditions of sentences that contain these kinds of
expressions. In the case of names, this is the relation of (semantic) reference, in the
case of predicates the relation of (semantic) application. As names may refer or not
refer to things, predicates may apply or not apply to things. These relations intuitively
play the following role concerning the determination of the truth-value of an atomic
sentence: >

(AT) “Fa” is true iff “a” refers to o and “F” applies to o.
(AF) “Fa” is false iff “a” refers to o and “F” does not apply to
35

These two relations provide the desired connections between expressions and the world
relative to a truth-conditional semantics and every version of truth-conditional seman-
tics implicitly or explicitly relies on this kind of relations. But not every semantics uses
these relations explicitly. In a Tarskian or Neo-Fregean semantics other more abstract
semantic notions are used instead of the notion of semantic application but mainly
for compositional or technical reasons. In a Fregean framework, the most important
semantic relation with respect to predicates is the relation of designation, which can
be seen as an abstracted or formally lifted counterpart of the more intuitive relation of

33 However, it might seem to be more natural and less artificial to use the set of objects to which a predicate
applies as the semantic value of a predicate rather than a function from the elements of the set of all things
into truth-values.

34 1 would like to thank the first anonymous reviewer of this paper who pressed me on this point.

35 From the perspective of free logic, the following falsity conditions seem to be a serious alternative: “Fa”
is false iff it is not the case that (“a” refers to o and “F” applies to o).
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application. This can be shown on the basis of the following valid and desired bridging
principle:

(FA) “F” designates f iff for every object x: (f(x) = the True iff “F” applies to x).

In a Tarskian semantic framework, another kind of abstraction or mechanism of
lifting is used and the most important semantic relation concerning predicates is a
relation of designation between predicates and sets. In this case, it is even more clear
that the following abstraction principle is implicitly used to determine the nature of
the used set-theoretic extensions:

(TA) “F” designates {x | Fx} iff for every object x: (x e{x | Fx}3¢
iff “F” applies to x).

Equipped with a quite common deflationary understanding of the relation of semantic
application, (FA) and (TA) can be transformed into semantic principles that do not
seems to rely anymore on a more basic semantic relation:

(PA) For every object x: “F” applies to x iff Fx.

However, such a common deflationary understanding of semantic application conceals
the fact that the intuitive semantic appeal of a principle like the following:

(TA*) “F” designates {x | Fx} iff for every object x: (x e{x | Fx} iff Fx),

rests on the intuitive implicit acceptance of (TA) and the instances of (PA).

On the basis of the intuitively acceptable principles (AT) and (AF), it seems to be
clear that Fregean and Tarskian semantics perform a one-sided abstraction from (AT)
and (AF) on the side of predicates. According to (AT) and (AF), names and predicates
are semantically related to the same kinds of objects. The main semantic difference
between them is that they are related in different ways to the same kinds of objects.
Hence, the difference according to (AT) and (AF) stems from two different kinds of
relations, but not two different kinds of relata. In Tarskian semantics, the situation
is different: on both sides we have different semantic relations and different relata.
Names still designate objects, but predicates designate sets of objects. Sets of objects
are by no means the intuitive designations of predicates anymore. Tarskians seem
to have good reasons for this asymmetric modification. Firstly, there are technical
reasons. If predicates like names have individual designations, we can use one and the
same interpretation function to assign semantic values to the basic expressions of the
used formal language. But, secondly, there also seem to be more systematic reasons
for this one-sided abstraction or lifting, namely the following two reasons: firstly, not
only one or some objects are relevant for the overall determination of the truth-values
of all sentences that contain a specific predicate, but all objects or the fotality of all
of these objects is required for this purpose. Hence, it seems more reasonable to make
use of the sum or totality of these objects for this purpose. However, the sum of all

36 1 yse predicate abstraction marked by curly brackets as a formal tool to designate the set of all things
that are F.
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objects to which a predicate applies also does not provide a proper semantic value
for all possible uses of all meaningful predicates that can contribute to a meaningful
sentence. There are also meaningful predicates that either actually or necessarily do not
apply to any object. However, there isn’t an empty sum, which consists of no objects
whatsoever. Hence, we need something different as a compositional value for all uses
of all meaningful predicates. Sets are a very good candidate for this purpose because
sets can also be empty. Functions from objects to truth-values are an equally good
alternative candidate because such functions can map every object to the truth-value
F. Both kinds of entities can be used to formally interpret the semantics of predicates
that do not apply to any object. Therefore, the set of all objects to which a predicate
applies or a related function of objects into truth-values is a very good candidate for
playing the role of the semantic value with respect to every meaningful predicate.

But now here comes the twist: If the possibility of meaningful predicates that do
not apply to any object provides a good motivation for preferring the set of all objects
to which a predicate applies or a related function of objects into truth-values over the
sum or totality of these objects, then the possibility of meaningful names without a
semantic referent should equally well provide a good reason for preferring sets of the
referents of proper names (or an equivalent function of objects into truth-values) as
semantic values for proper names over the referent of a name itself. Even against the
background of the familiar abstraction in case of the semantic values of predicates, it
still remains the case that predicates have the primary function fo apply to objects. That
is, this function remains the basic semantic property of predicates, even if the semantic
values of predicates are sets of objects or functions from objects into truth-values.
Hence, it would also remain the primary semantic (or pragmatic) function of proper
names to refer to things even if we would assume that the semantic value of a name
is a set that contains its referent. Therefore, the defender of standard single-domain
free logic based on a Tarskian or Neo-Fregean semantics seems to owe us a good
reason for the apparently unfounded asymmetric semantic treatment of proper names
that lack a semantic referent and predicates that don’t apply to any object. In other
formal semantic frameworks, it is also quite usual to use similar formal abstractions to
formally model the semantics of singular terms and to provide a uniform compositional
semantics. Montague-semantics is a very good example of this sort.>’

3.4 The problem of the compositional status of the existence predicate

Our fourth problem concerns the specific status of the semantic value of the existence
predicate relative to our favored negative semantics of singular existential sentences.
As we have seen already, there is plenty of linguistic evidence to favour the proposed
negative semantics for singular existential sentences over alternative analyses. How-
ever, there is also a problem concerning the compositional contribution of the existence
predicate to the truth-conditions of a sentence of the form “El!a” on the basis of the
following typically proposed truth- and falsity-conditions®:

37 For more discussion of this issue see: Justice (2007, pp. 365-368) and Zimmermann and Sternefeld
(2013, pp. 122-129).

38 C.f.: Lehmann (2002, p- 226); Nolt (2018, §3.1); Rami (2014, p. 504).
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V(E!t) =T iff Den(t)is defined.
V(E!'t) =F iff Den(t) is undefined.

These conditions provide the correct and desired distribution of the truth-values for
singular existential sentences, but they do not provide meaningful compositional truth-
conditions. The used necessary and sufficient condition for the truth of “E!a” is a
condition that in fact only concerns the referential status of the individual constant “a”.
This condition specifies the contribution of a proper name that refers to something in a
sentence that contains this name, but it is in no distinctive way related to the semantic
value of “E!”. That is, the individual contribution of the semantic value of “E!” to
the truth-conditions of sentences of the form “E!a” remains a riddle on the basis of
the given truth-conditions. The condition that is provided by the falsity-conditions of
“El!a” is a condition that every non-referring proper name seems to contribute to the
truth- or falsity-conditions of any sentence that contains such a name. It is again in
no distinctive way related to a possible or meaningful semantic value of the existence
predicate. Hence, we also need to improve the given formulation of our semantics for
existential sentences if we aim to provide an adequate compositional semantics for
these sentences, as we aim to give.

3.5 The problem of the semantic status of identity sentences

The fifth and last problem concerns the semantic status of identity sentences. As we
have already mentioned, some people accept that a sentence of the logical from “a =
a” is true independently of whether “a” has a semantic referent or not. Furthermore,
people tend to hold that sentences of the form “a = b” are false, even in the following
two cases: (a) if only one of these two singular terms refers to something, and (b)
if none of these two singular terms refers to something. But if we only consider the
purely extensional contribution of the contained referring expressions and the identity
relation for the determination of a truth-value, it is completely unclear how we can
provide a semantic foundation for these intuitive evaluations. Against the background
of the outlined semantic framework of a single-domain free logic, the three examples
of truth-value assignments given seem to be ad hoc, semantically unfounded and in
no proper way licensed by a meaningful principle of compositionality. Hence, we
either have to reject such evaluations of identity sentences or provide a more plausible
semantic foundation for them.

4 A modification of the original framework that solves nearly all
of our five problems

We now have introduced five different but related problems of the standard single-
domain semantic framework, which are mainly concerned with a proper compositional
semantic implementation of non-referring names into a single-domain free semantic
framework.

Four of the mentioned problems only make deficits of the standard semantic single-
domain framework obvious, but one of these problems also seems to provide the clue
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for a solution to most, or probably all of these problems. It is the third problem that
proposes a more analogous semantic treatment of predicates and proper names that
leads to the following new assumptions: (a) a distinction between the semantic value
of a proper name and its semantic referent on the basis of a corresponding and familiar
distinction between the semantic value of predicates and their semantic applicants,
(b) an identification of the semantic value of a proper name with a set that contains
the semantic referent of this name if the name has any,> or the empty set if the name
does not refer,* which is based on the analogous identification of the semantic values
of predicates with the set of objects to which the predicate applies.*!

One might object that if we accept that semantic reference and semantic application
are two different kinds of semantic relation, this difference can be used as a justification
to assign completely different semantic values to names and predicates than a Tarskian
semantics does.*> Prima facie such “relational” semantic differences seem to provide
a good reason for a different formal semantic treatment of names and predicates.
However, the mentioned differences do not seem to be sufficient to justify a Tarskian
semantic treatment of singular terms. Some supplementary facts are required to justify
the specific Tarskian treatment. For example, the Fregean thesis that logically proper
names must have a semantic referent, while logically proper predicates may not apply
to an object, would provide such an additional reason. However, there seem to be
certain reasons that can be used to motivate single domain free logic that seem to
falsify the Fregean thesis, namely the acceptance of meaningful singular terms that
lack a semantic referent. Additionally, if the fact that predicates may not have any
semantic applicants leads to the acceptance of sets as semantic values instead of the
semantic applicants of these predicates, the fact that names may not have semantic
referents should equally be seen as a reason against the identification of the semantic
values and the semantic referents of names. Hence, in the light of the possibility of
meaningful singular terms that lack a semantic referent and the fact that they might be
used in a meaningful way as constituents of sentences with an inferential potential, only
the mentioned difference between the semantic relations of reference and application
does not provide a sufficient or good reason for a Tarskian semantic treatment of names
and predicates.

A second possible objection against our proposal is the following: According to
our new semantics of singular terms, there mainly seem to be two semantic differ-

3 Orin the Neo-Fregean framework, with a function from objects into truth-values, that maps only one
object to the True.

40 Orin the Neo-Fregean framework, with a function from objects into truth-values, that maps every object
to the False.

41 Two anonymous reviewers pointed out to me that there are two independent predecessors of the idea
to conceive of singletons or empty sets as extensions of singular terms or contributions to the expressed
semantic content. The first reviewer noticed that this idea is very briefly sketched in a footnote in Kaplan’s
seminal paper Kaplan (1977 [1989], p. 496, n. 23). Kaplan only sketches this idea, but he nowhere develops
it in detail. This paper can be seen as one way to develop this idea in more detail. (An alternative way is
provided by one of the discussed views of gappy propositions.) The second reviewer drew my attention
to Justice (2007). In this paper, the mentioned idea is also proposed and develop in some detail, but it is
motivated in a different way and also embedded in a different formal semantic framework. I will say more
about the differences and similarities between the account of Justice and my own at the end of this section.

42 This objection was made by the first anonymous reviewer of this paper.
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ences between predicates and names: firstly, names can at most have one semantic
referent as element of their extension, while predicates also can have more applicants
in their extension. Secondly, names always have the very same extension/semantic
value relative to every possible world, while predicates can have different extensions
relative to different possible worlds. However, on this basis there does not seem to be
a significant semantic difference between the name “Frege” and the predicate “x =
Frege”. The identity predicate “="is a logical predicate and “Frege” a rigid designator,
hence, this predicate seems to have relative to every possible world the same single-
ton as its extension. But intuitively, there is a significant semantic difference between
the name “Frege” and the predicate “x = Frege”.*? It is true that “Frege” and “x =
Frege” share some important semantic features relative to our framework, but there are
also important differences. Although some names and predicates may have the same
semantic values, (a) on the level of logical form and (b) on the level of truth-conditions
of sentences, names and predicates play a different role and are represented in differ-
ent ways. The different semantic contributions to the truth-conditions of sentences are
captured by our recursive definitions of the truth-conditions of atomic sentences.** I
think this shows that the mentioned semantic similarities between our two examples
do not lead to a complete semantic identification.

A third possible objection that one could make is whether there aren’t any alternative
ways to solve our problem that makes use of an alternative semantic framework and
different semantic representations of predicates and names.*> The main idea behind
my solution is not to propose a semantic assimilation of proper names and predicates
relative to all possible formal semantic frameworks. My concern is more modest. I
only want to argue that if relative to a Tarskian (or Neo-Fregean) semantic framework
the semantic values of predicates are lifted in a certain way for certain semantic or
syntactic reasons, then the semantic values of proper names should be lifted in a similar
way for similar reasons. In other kinds of frameworks such adjustments could be made
in different ways. My main point is just that there are no good reasons to identity the
semantic values of proper names with their referents and that there are certain problems
with the semantic representations of proper names that may speak against such an
assimilation. For example, if one aims to implement my proposed distinction between
the semantic value and referent of a name relative to the Tarskian framework into a
Fregean kind of semantics, one could still hold that predicates designate functions.
However, it would be necessary to slightly modify these functions. Instead of functions
from objects to truth-values, these functions would become functions from specific
sets into truth-values. Against this background, Frege’s main idea behind the role
of concepts would remain intact, namely that they are functions from the semantic
values of singular terms into the semantic values of sentences. The semantic values of
proper names and predicates would be different, but the system would function in a
semantically equivalent way as our modified Tarskian semantics. Similar modifications
could also be made on the basis of a Montegovian semantics, where the distinction

43 This objection was made by the first anonymous reviewer of this paper.
4 See Sect. 4.1 and 6.1.

45 This objection was made by the second anonymous reviewer of this paper.
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between the semantic value and the referent of a name is already drawn, but for different
reasons and not in a fashion that can be easily extended to empty names.

In Justice (2007), a formal semantics is proposed that to a large part resembles
our new semantics for single-domain free logic. The similarities are the following:
firstly, Justice also distinguishes between the semantic referent of singular terms and
their denotation (semantic value.) Secondly, he also holds the view that individual
objects are the semantic referents of singular terms and singletons that contain these
referents are the semantic values of these terms. Thirdly, he also assumes that singular
terms can lack a semantic referent and, in this case, would have an empty set as their
extension. However, there are also significant differences between Justice’s and the
present account. Firstly, although our semantics seems to be extensionally equivalent
with respect to first order predicate logic, they rest on different meta-semantic assump-
tions. Justice uses a Fregean metasemantics, which assumes that the extensions of all
singular terms are determined by certain Fregean descriptive conditions. I make use
of a Kripkean metasemantics that holds that the referent of a name is determined by a
chain of uses of a proper name. Secondly, while I make use of the tools of a Tarskian
single domain free logic, Justice makes use of a modified version of Montague seman-
tics. Thirdly, and most importantly, Justice’s main motivation for his semantics is the
desire for a uniform treatment of singular terms that overcomes certain problems of
a Montegovian unification of the semantics of singular terms and noun phrases. But
Justice (2007) does not focus on the problems the present paper is concerned with and
he, hence, does not use problems of compositionality that concern the introduction
of empty singular terms into a formal semantic framework as a motivation for his
approach. Furthermore, Justice does not discuss any of the delicate issues concerning
a compositional semantics of existential sentences, which is a central concern of the
present paper.

I will now implement the suggested changes into the standard Tarskian single-
domain framework and show how we can solve nearly all of the outlined problems on
this basis.

4.1 A compositional free semantics for non-logical atomic sentences

As we have already seen, the single-domain framework consists of a single domain of
reference and quantification D and the following already introduced semantic func-
tions: Den(), 6(), I() and V(). The proposed changes lead to modifications mainly with
respect to Den(), §() and V(), but there are also some slight modifications necessary
concerning D.

The first required main modification concerns Den(). Instead of elements of D, the
denotation function now assigns either a singleton containing an element of D or the
empty set to our individual constants.

Against this background, we also have to adjust the role of the denotation function
in atomic sentences. Firstly, we have to adapt the semantics of atomic sentences with
non-logical predicates. For this purpose, we make use of the following quantified
truth-conditions for the negative and the neutral semantics:
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Modified negative free logic concerning non-logical atomic sentences*':
V(Pt;...ty) =T iff 3Ixy....3Ixu(xX1 € Den(ty) &... & X, € Den(ty)
&<X{,...,.Xxp > € I(P));

V(Pt;...ty) =F otherwise.

Modified neutral free logic concerning non-logical atomic sentences:

V(Pty...t,) =T iff 3Ix;....3x, (x; € Den(t)) &... & x, € Den(t,)
&<X1,...,.Xp >€ I(P));

V(Pt;...t,) =F iff 3Ix;....3x, (x; € Den(t;) &... & x, € Den(t,)
&<Xx1,....%n > ¢ I(P));

V(Pt;...t;) = N iff Itis not the case that (Ix;... Ix, (x1 € Den(t;)
&... & x, € Den(ty))).

I have some sympathy for the idea of semantic presuppositions and would, hence,
personally favour neutral semantics with respect to atomic sentences with non-logical
predicates over a negative semantics. But our adapted semantics can be formulated in
an equally plausible way for both kinds of semantics.

Against this background, we can now provide a solution to the compositionality
problem with respect to atomic sentences with non-logical predicates. Our new truth-
and falsity-conditions for this kind of sentences now assign to each semantically signif-
icant expression different semantic values that function as inputs for the determination
of the truth-values of the respective sentences.*’

That is, it assigns to proper names sets that contain no or at most one element of D
and to predicates sets or n-tuples of objects that are elements of D.

4.2 A compositional free semantics for existential sentences

We have already noticed that concerning singular existential sentences, a negative
semantics seems to be the only plausible option if one aims to use our framework
as formal semantic framework for natural languages and our ordinary existential dis-
course. Based on our proposed semantic modifications, there are different possibilities
to solve the problem with respect to the compositional contribution of the existence
predicate to the truth-conditions of singular existential sentences.

46 As in the case of the standard version of single-domain first order logic, I use as a metalanguage a
classical first-order logic with identity and set theory. (Alternatively, one could also use a metalanguage
that makes use of a free logic.).

47 AsThave already mentioned: one alternative Fregean version of our framework would assign to proper
names as semantic values either singletons or the empty set and to predicates as semantic values either
functions from singletons into truth-values or functions from singletons or the empty set into truth-values.
According to the first option, such functions would be undefined with respect to the empty set as an input.
According to the second option, even the empty set is treated as an ordinary input that gets a (classical
or non-classical) truth-value as output. Although, these functions are different from the original Fregean
functions and even more artificial than the latter, we could nevertheless identify the extensions of predicates,
on this basis, with sets of objects to which the predicate applies. In this respect, our new semantics can
remain conservative.
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Insofar as according to our new semantics, proper names have two different semantic
aspects that could function as the objects of application of predicates, namely their
semantic values and their semantic referents, we now also have the choice in our formal
syntax and semantics to distinguish two different kinds of predicates; namely those
that can (only) apply to the semantic referents of singular terms, with which they are
combined, and those that can (only) apply to the semantic values of singular terms, with
which they are combined. It is necessary to mark this difference also syntactically such
that our logical representations remain unambiguous. I will use ordinary predicates
symbols like “F” for predicates of semantic referents and mark those predicates like
“F*” with a star that are predicates of semantic values.*® The interpretation function
interprets predicates with such a star, like “F*”, in a different way than ordinary
predicates: it assigns to monadic predicates sets that contain (arbitrary) subsets of D.
It assigns to n-adic predicates, where n> 1, sets that contain n-tuples of subsets of D.
On this basis, we can assign to atomic sentences that contain stared predicates the
following truth-conditions:

V(P*ty...ty) =T iff <Den(t;) &... & Den(t,) > € I(P*));
V(P*t;...ty) = F otherwise.

On this basis, we now seem to have the choice to introduce two different existence-
predicates, one of both varieties.

The first option conceives of the existence predicate as a predicate that expresses a
property that applies to the semantic value, but not to the semantic referent of a proper
name according to our newly drawn distinction. On this basis, the existence predi-
cate “detects” whether a certain proper name has an empty or non-empty extension
(semantic value). This conception has some similarities with Frege’s famous second-
order interpretation of the notion of existence,* but there is one important difference
between the two views. In our case, the property of existence is exclusively a prop-
erty of the extension of singular terms. In Frege’s case, it is exclusively a property
of the extension or semantic values of predicates. Hence, this property of existence
is neither a classical first-order nor a classical second-order property. It is a restricted
second-order property.

There are different ways to formulate the truth-conditions of atomic sentences that
contain such an existence predicate. The first alternative makes use of a restricted
second-order domain D! that can be defined as follows:>"

DP!'= the set of all subsets of D that contain exactly one
element.

48 Alternatively, one could make use of a single set of predicates, but use specific abstraction operators that
access the semantic value of a name instead of its referents. I think the choice is a matter of convenience.

9 . Frege (1884). See also on this issue for more details: Williams (1981); Rami (2017a, b); Rami
(2018).

50 Intuitively, this set D! is the set of all possible semantic values that a referring singular term can have
relative to a given domain D.

SLIfD s empty, D! is identical with the empty set.
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The second way makes use of a particular quantifier in the meta-language that
“detects” whether the semantic value of a singular term is an empty or non-empty set.
This new idea of interpreting the property of existence leads to the following adapted
truth- and falsity-conditions of singular existential sentences:

Negative free logic concerning singular existential sentences

V(E!*t) =T iff Den(t) € D! [or: 3x(x € Den(t)).]’?
V(E!*t) =F iif Den(t) ¢ D! [or: =3x(x € Den(t)).]

On this basis, we can now clearly distinguish the semantic contribution of the singular
term “t” and that of the predicate “E!*” in a sentence of the logical form “E!*t”. The
singular term contributes the semantic value of “t”, which is either a singleton or the
empty set and it is denoted by “Den(t)”. The predicate “E!*” semantically designates
the extension D! (or contributes the property expressed by “Ix(x €...)” to the truth-
conditions of “E!*t”, where the instances for the dots are syntactically restricted to
extensions of singular terms).

On this basis we can solve our fourth compositionality problem. However, this
solution also has its costs if the compositional contribution of “E!*” is as we have
claimed. As a consequence of this interpretation, every atomic sentence of the form
“Fa” that explicitly contains only non-logical predicates also expresses the property
of existence because the identified property is also part of the truth-conditions of these
sentences. In this sense, “Fa” is not only logically but semantically equivalent to “Fa
& E!*a” (relative to a bivalent version of free logic).>® That might appear to be a
strange consequence at first sight, but closer inspection shows that this is not at all an

52 This is an equivalent alternative formulation. Another equivalent formulation in the spirit of Frege (1884)
is the following: Den(t) # { }. C.f. also: Rami (2018).

53 The first anonymous reviewer of this paper pointed out to me that this equivalence does not hold relative
to a standard version of neutral free logic that makes use of the strong Kleene truth-tables of the logic
Kj3. C.f.: Priest (2008, p. 122). If “Fa” has the value N relative to such a logic and “E!*a” the value F, the
conjunction of these two formulas comes out as having the value F and, hence, the equivalence does not
hold. However, there is also a so far generally unknown three-valued-logic that plausibly can be combined
with a free logic and that offers a different semantics for connectives. I discussed this logic so far with very
few logicians and there is not yet a finished publishable paper on this topic. The main new idea behind
this logic is a new (semantic) ordering of the truth-values. According to it, T is the “best”, F the “second
best” and N the “worst” truth-value. The main motivation for this different ordering is the idea that atomic
sentences that lack a semantic referent are in a certain sense semantically defective, because they lack an
important semantic feature, namely the semantic referent, which can be seen as a precondition for receiving
a classical truth-value. Sentences with a classical truth-value are not defective in this sense, hence, they
have a higher grade of semantic perfection than sentences with the value N. Nevertheless, there is also a
difference in semantic perfection between the value T and F, because only T is the value we aim to preserve
in deductions (= the designated value) and only a sentence that has T represents the world in a correct way.
On this basis, we get the proposed ordering. The second new idea behind this logic is that the semantic
defectiveness of an atomic sentence need not necessarily lead to the semantic defectiveness of a complex
sentence that contains such an atomic sentence. All that is required for a disjunction to be true is at least one
disjunct that is true. Hence, if one of the disjuncts is N, this does not automatically lead to the result that
the whole disjunction is N. If we generalize this idea, this leads to the following semantics for conjunctions
and equivalences: a conjunction is defined by the minimum-function of the values of the conjuncts and an
equivalence has the value T if it has two constituents with the very same truth-value. C.f.: Gottwald (2015,
§3.2). On this basis the equivalence would hold, because the conjunction “Fa & E!*a” then also comes out
as N.
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unwelcome consequence. It seems to be quite plausible to assume that every purely
extensional predicate is existence-entailing. Such predicates actually only apply to
actually existing things. Hence, this consequence seems acceptable.

However, if one thinks that the property that our first option identifies with the
property of existence, is in fact not a contribution of “a exists” to the truth-conditions
of a sentence of the form “a exists”, but a contribution that is provided and enforced
by the correct compositional combination of the semantic values of the constituent
expressions, there is also an alternative possible interpretation of the compositional
contribution of “E!” based on our modified framework, which leads to the following
alternative truth- and falsity-conditions:

Negative free logic concerning singular existential sentences
V(E!"t)=T iff 3Ix(x € Den(t) & x € D).
V(E!t) =F iff —3x(x € Den(t) & x € D).

This second option conceives of the existence predicate as a first-order predicate that
can directly apply to the semantic referent of a proper name. According to the given
truth- and falsity-conditions, the semantic contribution of “E!” to the truth-conditions
of “E!t” is the first-order extension of “E!”, which is by stipulation identical with
the domain D. Such a kind of stipulation is allowed because of the status of “E!” as
a logical predicate that has truth- and falsity-conditions that are independent of the
values that the interpretation function assigns. This stipulation also seems to provide
a plausible and welcome interpretation of the semantics of “E!”.

According to this analysis, sentences of the logical form “E!t” have a similar seman-
tic structure as ordinary monadic predicates of the form “Fa”. Their only difference
concerns the fact that “E!” is not an ordinary, but a logical predicate. (However, this
semantic symmetry is only given on the basis of a negative semantics for all atomic
sentences. If we assume a neutral semantics for atomic sentences with ordinary pred-
icates, then the semantic differences between ordinary atomic sentences and singular
existential sentences are more substantial.) In any case, both options seem to provide
a plausible answer to our fourth outlined problem.

4.3 A compositional free semantics for identity sentences

Let us now focus on different possibilities to solve our fifth special and the first
general compositionality problem with respect to identity sentences. The simplest
possible adaption of the truth- and falsity-conditions of identity sentences against
the background of our proposed semantic modification is provided by the following
adapted negative semantics for identity sentences:

Modified negative free logic concerning identity sentences

V(a=b)=T iff IxIy(x € Den(a) & y € Den(b)) & x =y).

V(@a=b)=F iff —3x3Iy(x € Den(a) & y € Den(b)) & x =y).

We have already mentioned the intuitive tendency of some philosophers to assign to
identity sentences classical truth-values even in cases where these sentences contain at
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least one non-referring singular term. Hence, if one aims to provide a formal semantics
for ordinary identity sentences, negative semantics seems to be the better choice as
a neutral semantics. However, the given negative semantics does not provide all the
mentioned desired results concerning the intuitive evaluation of truth-values of identity
sentences which contain at least one non-referring name. Based on the given semantics,
the following examples of sentences with (a) two non-referring names and (b) one non-
referring name come out as false, which is the intuitively desired result:

(2) Sandy Island = Sherlock Holmes.
(3) Tony Blair = Sandy Island.

However, some people also have the intuition that the following apparently trivial
identity sentences should come out as true, even if “Sandy Island” lacks a semantic
referent:

(1) Sandy Island =
Sandy Island. >*

Based on our distinction between the semantic referent and the semantic value of a
name, we at least have the semantic resources to change the semantics in such a way
that we can add cases like (1) to the class of true identities. This leads to the following
modified positive semantics, which provides a non-extensional semantics for identity
sentences because the exact logical form of an identity sentence plays an essential role
concerning the determination of the truth-value of this sentence:

Extended positive free semantics concerning identity sentences

V(a=b)=T iff IxIy(x € Den(a) & x € Den(b) & x =y) Vv Den(a) = Den(b)
& [a] = [b] 553

V(a=b)=F iff —(IxJy(x € Den(a) & x € Den(b) & x =y) V Den(a) =
Den(b) & [a] = [b]).

At first sight, such a kind of disjunctive semantics for identity sentences might seem
ad hoc. However, there seems to be a way to justify this kind of semantics. It distin-
guishes rwo different cases of identity. The first disjunct captures the standard case
of metaphysical identity. That is, every object is metaphysically necessarily identical
to itself. The second case concerns a semantic or metalinguistic case of identity that
aims to capture an identity with respect to the same representational device. That is,
according to this interpretation of a sentence of the form “a = a” it is true if I literally

54 This alternative, more intuitive evaluation of a sentence like (1) also seem to be reinforced by a familiar
problem of the negative semantics that concerns the semantic interpretation of trivial identity sentences of
the form “a = a” and corresponding sentences of the form “a is different from a”. According to a negative
semantics, both of these sentences would come out as false if “a” lacks a semantic referent, which seems to
be a highly counterintuitive result. However, if we have the semantic resources to evaluate (1) as true even
if “a” does not refer, we can also provide in an analogous way a plausible story why “a is different from a”
should come out as false, even if “a” does not refer. C.f.: Sainsbury (2005, p. 69); Nolt (2018, §4.1).

35 J use Quine-corners in the following sense that “[a]” designates the expression itself that we can substitute

TRt

for the schematically used expression “a”.
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use the very same semantic device for the same object with the same semantic value
twice in such a sentence. In the light of the intuitive evaluation of a sentence like
(1) as true, we might interpret our intuitive notion of identity as a hybrid notion that
aims to capture both kinds of cases, which concern different representational levels.
However, for those who believe that the identity sign only expresses the notion of
the first distinguished and purely metaphysical kind, the modified negative semantics
would be the better option. But, I think, we should think of the option that our intuitive
notion of identity in fact aims to capture both distinguished cases of identity as worth
considering.

4.4 The abstraction of compositional semantic Russellian propositions

We have shown how the standard semantic framework of a single-domain free logic can
be transformed in a meaningful way on the basis of a concessive solution to our third
outlined problem, the problem of semantic asymmetry. Against the background of our
new outlined semantics for atomic sentences, we can also now offer a partial solution
to the problem of linguistic abstraction concerning semantic Russellian propositions.
In so far as our semantics now conforms to the general principle of compositionality
and provides for each meaningful constituent expression of an atomic sentence a
semantic value that delivers an adequate input for the computation of the truth-value
of the whole sentence, we can now also abstract away from the semantic values of
our atomic sentences purely extensional semantic Russellian propositions that have
the semantic values of our atomic sentences as their constituents. Furthermore, we
can also transfer the truth-conditional composition of our atomic sentences to the
abstracted semantic Russellian propositions. These semantic Russellian propositions
are relatively coarse-grained, because on their basis properties are identified with
the extensions of predicates. However, there are ways to improve on this issue. One
could, for example, implement our framework into an S5-type modal logic and load
the intensions of predicates instead of the extensions into our semantic Russellian
propositions. On this basis, we get semantic Russellian propositions that are about
genuine objects and necessarily equivalent with standard metaphysical Russellian
propositions. Additionally, we also get plausible candidates of compositional semantic
Russellian propositions about things that only appear(ed) to exist.

However, we cannot solve the problem of abstraction with respect to a metaphys-
ical Russellian conception of proposition just on the basis of our modified semantic
framework. For this purpose, we would have to be able to provide a new conception of
states of affairs which can be described by sentences that contain empty names. Our
framework does not provide the resources for such a conception and it would also be
inappropriate to expect such a conception from our formal semantic framework. The
only kind of Russellian conception of propositions we could provide on this basis is
a semantic one. And it is in fact an important improvement if we can at least fix the
problem with respect to semantic Russellian propositions.”®

56 In my opinion, there is only one way to solve the problem of abstraction with respect to metaphysical
Russellian propositions; namely by postulating non-existent objects and states of affairs that concern these
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4.5 Summary of our first results

Let us now sum up our first results: firstly, our solution to the mentioned problems
started with a concessive solution to the problem of semantic asymmetry. We dis-
tinguished between the semantic referent and the semantic value of a proper name,
and we identified the semantic value of a proper name with a set that contains the
semantic referent of this name or the empty set if this name lacks one. Secondly,
on the basis of this modification, we provided a new modified version of a single-
domain free semantics for all kinds of atomic sentences. All our modified semantic
proposals for different atomic sentences provide a well-motivated answer to the main
problem of compositionality. On the basis of our account, empty proper names con-
tribute empty sets as semantic values to the semantic trees that represent the logical
forms of atomic sentences that contain such names. Thirdly, we also could offer two
different viable solutions to the problem of the compositional status of the existence
predicate. Fourthly, we could show how two alternative compositional semantics for
identity sentences can be offered. The second of these accounts also had the resources
to account for a variety of different truth-value intuitions concerning identity sentence
with at least one empty name. Finally, we pointed out that our framework allows us
to solve the problem of propositional abstraction with respect to the semantic con-
ception of Russellian propositions, but that one should not expect on this basis new
options to solve this problem with respect to a metaphysical conception of Russellian
propositions. So far, so good!

As anext step I would like to extend our modified framework to quantified sentences
and in a last step I will try to implement it into an S5-type modal logic.”’

5 The extension of the new framework to quantified sentences

There seems to be a quite easy and straightforward extension of our framework to
quantified sentences that only requires certain small adaptions concerning the seman-
tics of individual variables that are similar to our proposed changes with respect to
individual constants. In the same way as we distinguished between the semantic refer-
ent and the semantic value of an individual constant, we now also have to distinguish
between, on the one hand, the objects of D over which a bound variable ranges or
the objects of D to which a free unbound variable refers, and on the other hand, the
semantic values of bound and free unbound variables, which are now conceived as
singletons that contain objects of D. There is an important semantic difference with
respect to our new framework between individual constants and individual variables.
The denotation-function assigns singletons containing objects of D or the empty set
to individual constants. However, the denotation- or assignment-function only assigns

Footnote 56 continued

objects. However, there seem to be plausible Fregean alternatives for cognitive propositions about things
that only appear to exist.

57 In this paper, I completely ignore the issue of semantics for connective sentences, because our proposed
modifications of the semantics of atomic sentence do not have any significant consequences for the semantics

connective sentences. Hence, they can be combined with any plausible version of a free semantics for
connective sentences. C.f.: Bencivenga (1986); Lehmann (2002); Nolt (2018); Rami (2014).
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singletons containing objects of D to our bound or unbound variables. Hence, there
cannot be meaningful bound or unbound uses of individual variables, where these
expressions range over or refer to nothing.

To provide an overall and uniform semantics for bound or unbound uses of variables
and individual constants, we will make use of two functions that assign semantic
values to individual variables. The primary function is the assignment function 3()
that assigns to every individual variable of our language a singleton that contains
an object that is element of the domain of discourse D. Additionally, we also now
have the following multi-functional denotation-function, which unifies the semantics
of individual variables and constants:

Denotation-function-restrictions:

If the argument o of Den() is an individual variable, then Den(a) = d(ov).

If the argument o of Den() is an individual constant, then Den(a) = a singleton
containing an element of D or the empty set.

Based on these two modifications, we now only have to add the following slightly
modified standard Tarskian truth- and falsity-conditions for quantified sentences to
our formal framework to get the full expressive resources of a first-order predicate
logic:

Modified negative free semantics concerning quantified sentences

V3(VxA) = T iff for every object d € D it is such that V3*(A) = T, where 3* is the
same as § except that it assigns {d} to x;

V3(VxA) = F otherwise.

V3(3xA) = T iff for at least one object d € D it is such that V8*(A) = T, where 3*
is the same as 3 except that it assigns {d} to x;

V3(3axA) = F otherwise.

Against this background, D remains as in a standard single-domain predicate logic both
our domain of quantification and reference. In the same sense as individual constants
may still refer to objects in the domain D and predicates may apply to objects in
the domain D, quantifiers still quantify over objects in the domain D, although these
objects are not the semantic values of the variables that we use for quantificational
purposes anymore. The semantic values of variables are now singletons that contain
an element of D.

For the sake of simplicity, in this paper, I will only introduce the negative free
semantics for quantifications. However, based on our proposed neutral free semantic
of atomic sentences with ordinary predicates, it is relatively easy to add alternatively
a neutral free semantics for quantified sentences to our framework.>® There are two
things that I want to briefly add here concerning quantified sentences in our neutral
semantic framework: firstly, if we provide a Tarskian semantics for quantified sen-
tences based on our new general framework and a neutral free semantics for these

58 C.f. Rami (2014).
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sentences, this kind of semantics becomes fully compositional and, hence, it does not
violate the no-input-no-output-principle. Therefore, it is not required to make use of
a Fregean semantics for quantified sentences in combination with a neutral free logic
instead of a Tarskian semantics to satisfy the no-input-no-output-principle, as it was
formerly proposed in Lehmann (1994). Secondly, there seems to be a significant rea-
son that speaks against the use of a neutral semantics for quantifiers if one aims to
provide a proper semantics for existential sentences relative to purely (or basically)
extensional single-domain free semantic framework. We have already seen that there
are good linguistic reasons to favour a negative free semantics concerning existential
sentences over a neutral free semantics. However, on this basis we get into trouble if
we aim to account for the plausible equivalence between the extension of “E!x”, the
extension of “Jy(y = x)” and the domain D. If we now assume a neutral free Tarskian
semantics for quantifications based on our semantic framework, an implausible asym-
metry between the following principle and intuitively true instances of this principle
arise:

(ESP) Vx(E!x < qy(y = x))

(ESS) (Ela < Ix(x = a))

On this basis, we can still account for the truth of (ESP) and this principle can also be
conceived of as a logical truth. However, certain instances of (ESS) come out as false
if “a” does not refer. This is the case because “E!a” comes out as false on the basis of
our favoured negative free semantics for existential sentences, but “3Ix(x = a)” would
come out as neither true nor false if we make use of a neutral free Tarskian semantics
for quantifications.

We get a similar but reverse problem if we make use of Lehmann’s neutral free
logic that makes use of a Fregean semantics for quantified sentences.” According to
this semantics, “dx(x = a)”’ comes out as false, if “a” has no semantic referent. How-
ever, “Ela” comes out as neither true nor false, because Lehmann commits himself
to the no-input-no-output principle and in consequence applies it, based on his stan-
dard singular-domain framework, to singular existential sentences. Hence, according
to Lehmann, certain instances of (ESS) also come out as false, although for different
reasons. This shows that the two proposed neutral frameworks have unwelcome con-
sequences for our purposes. Therefore, if one aims to provide an intuitively plausible
semantics for singular existential sentences based on a single-domain free semantic
framework and, hence, also aims to verify (ESP) and all instances of (ESS), there
only seem to be two viable options. Both of these options require a commitment to
our new semantic framework, which allows one to combine a negative free seman-
tics of existential sentences with a commitment to the no-input-no-output principle.

59 According to a standard Fregean semantics of quantified sentences, the interpretation function assigns
to predicates not sets of objects or ordered n-tuples, but their characteristic functions from objects into
truth-values or functions of n-tuples into truth-values. Furthermore, the semantic value of the particular and
universal quantifier are functions from functions from objects or n-tuples into truth-values into truth-values.
The particular quantifier maps such a function to the truth-value TRUE iff for at least one object or n-tuples
of objects the value is the truth-value TRUE; otherwise this function is mapped to the truth-value FALSE.
The universal quantifier maps such a function to the truth-value TRUE iff either every object or every
n-tuple of objects is mapped by this function to the truth-value truth; otherwise this function is mapped to
the truth-value FALSE. C.f.: Lehmann (1994, pp. 312-313).
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More specifically, the two options are the following: our new semantic framework may
either be combined with the new negative free semantics or with a new and alterna-
tive Fregean semantics for quantifications. In fact, these two options lead to equivalent
results. But there are, I think, two reasons in favour of the first option. Firstly, a Tarskian
treatment of quantifiers fits much easier and nicer into our new framework. That is,
some adaptations would be necessary to combine a Fregean semantics for quantifiers
with our modified framework; and, furthermore, a Tarskian semantics seems to be
the much more natural semantics for a predicative logic that contains variables with
a genuine semantic contribution. Secondly, this framework makes use of the more
intuitive and modest conception of the semantic values of predicates, because it maps
them to sets of objects to which these predicates apply. The necessary adaption of a
Fregean semantics for quantification would assign functions from singletons that con-
tain elements of D to truth-values as semantic values to predicates. That is, if our focus
is especially on a proper semantics for existential claims, then our outlined modified
semantics for quantified sentences seems to be the most natural addition to our new
framework.

6 The extension of the new framework to an S5-type modal logic

As alast step of the development of our new single-domain free semantic framework, I
will extend our framework to an S5-type modal logic with domain-specific quantifiers
(and optional additional total quantifiers). I have chosen an S5-type modal logic for
two reasons. Firstly, from a purely semantic point of view, it is the simplest version of
a normal modal logic because it can be introduced without the use of an accessibility
relation. Secondly, in the light of the fact that some of our problems concerned the
notions of existence and identity relative to a free semantic framework an S5-type
modal logic seems to be the appropriate framework to address interesting additional
questions concerning the modal status of both notions.

The standard semantics for an S5-type first-order modal logic makes use of a seman-
tic Kripkean structure to interpret the sentences of the relevant formal language. For
our purposes, I will make use of a slightly more complex structure®® of the follow-
ing kind: S = <W, D*, D(), Den(), I()>. This structure contains a non-empty sets of
possible worlds W. A set of all actual and merely possible objects D*. A function D()
from worlds to world-relative domains of quantification and reference that are subsets
of D*.

With respect to Den(), we have two options: firstly, we can interpret Den() as an
absolute and fotal function that assigns a singleton that contains an element of D*
or the empty set to each individual constant of our language. On this basis, proper
names come out as obstinately rigid®' expressions in three different senses: (1) proper
names in an obstinately rigid way designate their semantic values; that is, with respect
to all possible worlds. (2) Referring names refer in an obstinately rigid way to their
referents. (3) Non-referring names lack in an obstinately rigid way a semantic referent.

60 C.f.: Cocchiarella (1991, p. 244); Garson (1991, p. 119).
61 For more details on this notion see: Salmon (1981); Stanely (1997); Rami (2019).
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Secondly, we can interpret Den() as a world-relative and fotal function that assigns
relative to every possible world w a singleton that contains an element of D(w) or
the empty set to each individual constant of our language. There are at least two
possible additional and relatively strong restrictions that one could add on this basis
to turn proper names into rigid singular terms: (a) one adds the restriction: For every
individual constant o and every possible world w and w*: Den(a, w) = Den(a, w*).
On this basis, we reach the very same result as on the basis of the first mentioned
un-relativized option. (b) Alternatively, if one is skeptical about whether we can name
objects that do not actually exist, we could also add the following even more restrictive
clause: for every individual constant o and every possible world w: Den(a, w) = Den(a,
@). This restriction must be understood in such a way that every proper name has the
same semantic value as with respect to the actual world with respect to every possible
world. However, this does not mean that every object that exists with respect to the
actual world and is named with respect to that world must exist in every possible
world. It only means that names refer to the same object in the actual domain of
quantification and reference, D(@), with respect to every possible world. This notion
of actually restricted rigidity has some similarities with obstinate rigidity, but there
are also significant differences. I will not go into the details here.®? I just wanted to
point this option out. In the following, I will, for the sake of simplicity, work with the
above introduced total denotation function and a notion of obstinate rigidity.

I() is our interpretation function that is now relativized to possible worlds.

Additionally, we now also make use of a modified world-relative valuation function
V0.

6.1 A compositional modal free semantics for non-logical atomic sentences

With these additions and modifications at hand, one can now provide the follow-
ing world-relative truth- and falsity-conditions for non-logical atomic sentences with
respect to a negative or neutral semantic framework:

Negative free modal logic concerning non-logical atomic sentences:

V(Pty...t,, w) =T iff 3Fx;....3Ixp(X1 € Den(ty) &... & (x5 € Den(ty,)
&<X1,....xp > € (P, w));

V(Pt;...t,,w) =F otherwise.

Neutral free modal logic concerning non-logical atomic sentences:

V(Pt...th, w) =T iff 3Ix; ... 3Ix, (x; € Den(ty) &... & (x4 € Den(ty)
&<X1,....Xxp > € (P, w));

V(Pty...ty,w)=F iff 3Ixp....3Ix, (x1 € Den(t)) &... & (x, € Den(ty)
&<X1,...,.Xq > ¢ I(P, w)));

V(Pt;...t,,w) =N iff Itis not the case that (3Ix;... Ix, (x; € Den(t)) &... & X,
€ Den(ty)))

62 For more details see: Rami (2019).
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These extensions and modifications are pretty straightforward; they provide a com-
positional semantics for an S5-type modal logic with empty names and do not require
much explanation. One thing, however, that has to be noticed with respect to our meta-
language: The particular quantifiers we use to specify the truth- and falsity-conditions
of non-logical atomic sentences range over the total domain D*.

6.2 A compositional modal free semantics for existential sentences

More tricky and interesting is the question, how our two proposed treatments of exis-
tential sentences can be implemented into an S5-type modal logic. We proposed the
following two different compositional semantics for the existence with respect to our
first-order predicate logic: (a) a semantics that interpreted “E!*” as a property of the
semantic value of singular terms and variables; (b) a semantics that interpreted “E!”
as a predicate that has by stipulation the same extension as the domain D.

Is it possible to implement both interpretations into an S5-type modal predicate
logic? With respect to our second proposal such an implementation seems to be rela-
tively easy and straightforward. We just have to identify the world-relative extensions
of the existence predicate with the world-relative domains of quantification that are
the values of D() with respect to different possible worlds. This slight change leads to
the following modal truth- and falsity-conditions for singular existential sentences:

Modified modal negative free logic concerning singular existential sentences
1

V(E!'t, w) =T iff 3Ix(x € Den(t) & x € D(w)).
V(E!t,w)=F iff —3x(x € Den(t) & x € D(w)).

Against this background, we can have contingently or necessarily true existential
sentences that contain names that refer, and necessarily false existential sentences that
contain names that lack a semantic referent. According to one possible compositional
interpretation of this semantics, the semantic value of the existence predicate is the
intension, which maps possible worlds to world-relative domains of quantifications.

Is it possible to implement our other semantic interpretation of existential sentences
into our new modal framework as well? At first sight, it seems to be a difficult issue if
we focus only on the second version of this alternative analysis because according to it,
the truth-conditions for “E!*t” are provided by “Ix(x € Den(t))”. But if one transfers
these truth-conditions to our new modal framework, it is necessary to relativize these
truth-conditions to possible worlds in some way. However, one can neither meaning-
fully relativize “Den(t)” on the basis of our treatment of proper names as obstinately
rigid designators, nor could the particular quantifier that ranges over D* be relativized
to world in a direct way. The only meaningful possibility to provide the desired rel-
ativisation seems to be given by an additional world-relative restriction of the used
particular quantifier. The most straightforward way to provide such a relativisation is
provided by the restrictor “x € D(w)”. However, this kind of addition exactly leads to
the very same truth-conditions, we assigned to the modal version of our second mod-
ified interpretation existential sentences above. The two semantics seem to collapse
into one.
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However, the situation changes if we make use of our first higher-order formulation
of the semantics of atomic existential sentences. On this basis, it is much clearer what
we have to do to relativize the truth-conditions of atomic existential sentences to
possible worlds. For this purpose, we have to relativize the higher-order domain D! to
possible worlds. We can treat D!(w) as a function from possible worlds into specific
subsets of the world relative domains. That is, we have to define D!(w) as follows:

D!(w) = the set of all subsets of D(w) that contain exactly one
element.

Against this background, we can now provide the following truth- and falsity-
conditions:

Modified modal negative free logic concerning singular existential sentences I1

V(E!*t, w) =T iff Den(t) € D!(w)
V(E!*t, w) =F iff Den(t) ¢ D!(w)

In the light of this analysis, it becomes now also clear, why there are two different
ways to interpret the truth-conditions of singular existential sentences according to
the first proposed analysis. The above outlined analysis allows two different ways to
decompose the truth-conditions for existential sentences into constituent contributions.
According to the first way, the compositional contribution of the existence predicate
is expressed by the following complex condition “3Ix(x €... & x € D(w))”; i.e., the
world-relative extension that is characterized by this condition is the semantic value of
“E!*”. This decomposition is licensed by the outlined second modalized account; and
the property expressed by “E!*” is a property of the semantic values of proper names,
not of their referents. According to the second way, this contribution of “E!” to the
truth-conditions is provided by the condition “x € D(w)”; and the property expressed
by this condition is a property of the semantic referent of individual constants and
variables and, hence, the composition that is licensed by our first modalized analysis.
This shows that both distinguished accounts that we have developed for our first-
order predicate logic can now be also transferred to our new modal framework.

6.3 A compositional modal free semantics for identity sentences

In this paper, we have already proposed two different and independent analyses of
identity sentences for our new first-order free semantic framework. These propos-
als can very easily be implemented into our new modal framework, namely in the
following way:

Negative free logic concerning identity sentences

V(a=b,w)=T iff IxIJy(x € Den(a) & x € Den(b)) & x =y).
V(a=b,w)=F iff —3Ix3Jy(x € Den(a) & x € Den(b)) & x =y).

63 If D(w) is empty, D!(w) is identical with the empty set.
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Extended positive free semantics concerning identity sentences

V(a=b,w)=T iff IxIy(x € Den(a) & x € Den(b))& x =y) V Den(a) =
Den(b) & [a] = [b] .

V@a=b,w)=F iff —(3Ixy(x € Den(a) & x € Den(b))& x =y) Vv Den(a) =
Den(b) & [a] = [b]).

This implementation is easy and unproblematic because identity is a logical relation
with a fixed semantic contribution with respect to all possible worlds. The only thing
we in fact have to change explicitly with respect to our initial proposal concerns the val-
uation function used. We now have to relativize this function to possible worlds. Apart
from that, no other changes neither seem to be possible nor required. On this basis,
we get two slightly different semantics for identity sentences. The second semantics
validates the following schemata concerning identity, if these are interpreted on the
basis of a standard semantics of the S5-necessity operator that is implemented into
our modified modal framework:

(I1) O(a = a)**
(I2) ((a = a) — U(a = a))
(I3) ((a=Db) —» (a=Db))

According to our first semantics, the first schema (I1) is invalid because it also has false
instances if “a” is a term that lacks a semantic referent. But the other two schemata are
also true with respect to our first semantics.%> Hence, we not only seem to get a proper
compositional semantics for identity sentences within a modal semantic framework
on the basis of our new modified treatment of free logic, we can also capture important
intuitive and widely accepted properties concerning the notion of identity relative to
this framework.

6.4 A compositional modal free semantics for quantified sentences

The last thing T would like to demonstrate in this paper is how our proposed new
negative semantics for quantified sentences can also be quite easily transferred to our
new S5-type modal framework. In the case of a modal predicate logic, we always
have the choice between at least two different interpretations of the universal and the
particular quantifier: we can either interpret them relative to variable and world-relative
domains D(w) or relative to our constant and total domain D*.% The first choice leads
to the following semantics for quantified sentences:

64 T assume the standard semantics for the necessity operator in an S5-type modal logic.

65 Tt has to be noticed that this result remains the same even if we would make use of actually restricted
rigid names instead of obstinately rigid names. That is, one of the advantages of this alternative treatment
over other more weaker interpretations of rigidity. C.f.: Rami (2019, pp. 278-279).

66 C.f.: Fitting and Mendelsohn (1998, Chap. 4); Priest (2008, Chap. 14-15).
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Modified modal negative free semantics concerning quantified sentences with variable
domains

V8(VxA,w) =T iff for every object d € D(w) it is such that V8*(<A, w>, T)
where 3* that is the same as 8 except that it assigns {d} to x;

V3(VxA, w) =F otherwise.

V3(3xA,w) =T iff for some object d € D(w) it is such that V3*(<A, w>, T)
where 8* that is the same as 8 except that it assigns {d} to x;

V38(3xA, w) =F otherwise.

We can modify these truth- and falsity-conditions very easily in such a way that we
get the alternative constant domain quantifiers. For this purpose, we only have to
substitute “D*” for “D(w)” in the given truth- and falsity-conditions.

The differences between variable and constant domain quantifiers are well known
and they become mainly apparent if quantifiers interact with modal operators. This
is not the place to discuss these differences in detail. I only wanted to show how the
distinction between these two different interpretations of modal quantified sentences
can also be made on the basis of our new framework.

However, there is one thing I would like to elaborate on in a bit more detail that
also concerns this distinction and the interaction of quantifiers with the identity and
the existence predicate. The following principles are valid relative to certain of our
given interpretations and the usual standard semantics for (a) modal operators and (b)
logical connectives:

(M1) OVx(E!x < Jy(y = x))*’
(M2) LVxE!x

(M3) Ovx3y(y = x)

M4) OvxO3Iy(y = x)

The first principle (M1) only holds relative to a variable domain interpretation of
the quantifiers. Hence, and only here, we get the desired link between the existence
predicate and quantifications.®® However, there is also a way to get a similar valid
principle on the basis of a constant domain framework.%° For this purpose, we only
have to slightly adjust the semantics of existential sentences. That is, we have to
substitute the restrictive condition “x € D(w)” with the, to some extend redundant, but
compositionally relevant—at least relative to our second semantic interpretation of
“E!”—restriction “x € D*”. Such a change has some counter-intuitive consequences.
All true singular existential sentences would come out as necessarily true and all false

67 See on this issue also: Mendelsohn and Fitting (1998, pp. 160-163).

68 In terms of Garson'‘s classification of different systems of quantified modal logic this would require a
logic like QIR. C.f.: Garson (2001, 274-275); See also: Garson (1991, p. 113); Mendelsohn and Fitting
(1998, pp. 101-105).

69 According to Garson'‘s classification such an interpretation requires the base-system Q1. C.f.: Garson
(2001, p. 273). See also: Mendelsohn and Fitting (1998, pp. 95-101).
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ones as necessarily false.”? Hence, we would undermine some of the initial semantic
motivations for a single-domain logical framework, if we extend it in such a way to
a modal logic. Hence, I will not propose this option, I only wanted to mention it as a
possible alternative to validate (M1).

The principle (M2) also comes out as logically valid on the basis of a variable domain
interpretation of our quantifiers.”!-’? At first sight, this might seem to be a counter-
intuitive result because, intuitively, there are instances of (M2) that are false. But in
fact, this apparently counter-intuitive result makes an important insight of free logic
apparent, which can be formulated as follows: the truth of a universal quantification
is not determined by the logical product of all its true instances, but by the objects
that are assigned as values to the variables used. Hence, possibly false instances do
not cause a real problem. So, if one thinks that the truth of the instances of a universal
quantification should determine the truth-value of the quantification itself, then it
would be more adequate to opt for a specific substitutional interpretation of (M2);
namely such an interpretation that has among the class of possible substitutions for
the open sentence “E!x” also non-referring terms.’> On the basis of such an alternative
interpretation, (M2) would come out as false. (M2) also comes out as false on the basis
of a constant domain interpretation of the quantifiers.”* However, one could restore the
truth of (M2) on this basis if one again adjusts the semantics of “E!” as it was already
outlined with respect to (M1). But such a change has similar counter-intuitive semantic
consequences, as we have already mentioned with respect to a similar interpretation
of (M1).

The truth of (M3) very much depends on specific details that concern the semantic
interpretation of the quantifiers and whether the domains of the quantifiers can be
empty or not.”” If a universally free logic not only allows that world-relative domains
can be empty, but also that the total domain can be empty, then (M3) is false with
respect to both interpretations of the quantifiers. However, (M3) comes out as true if
we hold that D* cannot be empty and we make use of a constant domain interpretation
of our quantifiers.”® This kind of interpretation of D* seems to be more plausible one,
at least from a metaphysical point of view, because D* contains, apart from the real
objects, also merely possible objects, and it seems to be a very strong view to assume
that there could be nothing whatsoever. That is, it would be metaphysically possible to
assume no objects at all; hence even merely possible objects would be excluded from

70 Because we allow for the possibility of empty names, we still have the option to assign the truth-
value FALSE to some positive singular existential sentences. In this respect, in logical space, the discussed
modification of our view on existence occupies a conception between our initial view and Williamson’s
famous necessitism, according to which all meaningful singular existential claims interpreted on the basis
of (M1) are necessarily true. C.f.: Williamson (2002, 2013).

7L If we allow that our variable domains can be empty, then “VxXE!x“also comes out as trivially true with
respect to a possible world with an empty domain, although this formula only has false instances with
respect to such a world. See also on this issue: Mendelsohn and Fitting (1998, pp. 180-186).

72 C£.: Garson (2001, pp. 274-275); See also: Mendelsohn and Fitting (1998, pp. 101-105).
3 Cf. Kripke (1976); Rami (in preparation).

74 C.£.: Garson (2001, p. 273). See also: Mendelsohn and Fitting (1998, pp. 95-101).

75 C.£.: Garson (2001, pp. 274-275); See also: Mendelsohn and Fitting (1998, pp. 101-105).
76 C.£.: Garson (2001, p. 273). See also: Mendelsohn and Fitting (1998, pp. 95-101).
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D*. (M3) only comes out as true relative to a variable domain interpretation of the
quantifiers if we exclude the possibility of empty world-relative domains. However,
then our free logic is non-inclusive with respect to both possible domains and, hence,
only a very weak form of free logic. With respect to (M4) everything is nearly the
same as in the case of (M3) with one important difference: even if we exclude the
possibility of empty domains whatsoever, (M4) still comes out as false on the basis of
a variable domain interpretation of the quantifiers.

These brief comparisons with respect to the interaction of our existence and identity
predicate with quantifiers on the basis of the two possible standard semantics of quan-
tifiers in a modal logic conclude my presentation of our new semantic framework in
application to free constant or variable domain modal predicate logics of the S5-type.

7 Summary

In this paper, I tried to show that standard (Tarskian) semantics for single-domain
free logic faces problems that concern its compositional status. It turned out that this
kind of semantics violates compositionality in many different respects. As a reaction
to these problems, I introduced a new alternative semantics for single-domain free
logic, which distinguishes not only with respect to predicates between the semantic
values and the sematic applicants of such terms, but that also distinguishes between the
semantic values and the semantic referents of singular terms. According to this new
semantics, a singular term that has a semantic referent has the singleton that contains
this referent as its semantic value; a singular term that lacks a semantic referent has the
empty set as semantic value. I showed in detail how this semantics can be formulated
for a first-order single-domain free logic and an S5-type modal free logic with constant
or variable domain quantifiers and how we can, on this basis, solve nearly all of the
outlined problems of compositionality that standard (Tarskian) semantics for single-
domain free logic faces.

Acknowledgements Open Access funding provided by Projekt DEAL. The main idea behind this paper,
namely a two-sided lifting of the semantic values of singular terms and predicates, I presented in a nutshell
in November 2013 separately to Graham Priest and Lee Walters. They both endorsed me to think more
intensely about this view. But it was especially my friend Lee Walters who took this view very seriously and
decided to develop a free logic on this basis by himself. His insisting on this option as a possible alternative
to standard semantics encouraged me to write and develop my own version of such a semantics and a
first draft of this paper was finished during a visit to Southampton organized by Lee and Giulia Felappi in
November 2018. I would like to very much thank Lee Walters for discussions and inspirations concerning
this topic. Furthermore, I also would like to thank Giulia Felappi, Graham Priest, Brian Rabern, Heinrich
Wansing and Sarah Zobel for discussions on some of the ideas developed in this paper. I also was very lucky
to have two extremely good and constructive reviewers, whose objections and suggestions helped me a lot
to develop some of my ideas more clearly and precisely. I would especially thank the first reviewer of this
paper for their very careful reading of this paper during each step of the reviewing process and their very
good suggestions that helped to improve the presentation of some crucial aspects of my view. Many thanks
to Christopher Badura for proof-reading the final version of the paper. Research on this article was funded
by German Research Council (DFG) on the basis of a Heisenberg Professorship (RA 3012/2-1).

OpenAccess Thisarticleis licensed under a Creative Commons Attribution 4.0 International License, which

permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,

@ Springer



9522 Synthese (2021) 198:9479-9523

and indicate if changes were made. The images or other third party material in this article are included
in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If
material is not included in the article’s Creative Commons licence and your intended use is not permitted
by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the
copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Adams, F., & Stecker, R. (1994). Vacuous singular terms. Mind and Language, 9, 387-401.

Bencivenga, E. (1986). Free logics. In D. Gabbay & F. Guenthner (Eds.), Handbook of philosophical logic
(Vol. 1, pp. 373-426). Dordrecht: D. Reidel.

Braun, D. (1993). Empty names. Noiis, 27, 449-469.

Braun, D. (2005). Empty names, fictional names, mythical names. Noiis, 39, 596-631.

Burge, T. (1974). Truth and singular terms. Noiis, 8, 309-325.

Cocchiarella, N. (1991). Quantification, time, and necessity. In K. Lambert (Ed.), Philosophical application
of free logic (pp. 242-256). Oxford: Oxford University Press.

Evans, G. (1982). The varieties of reference. Oxford: Clarendon Press.

Fitting, M., & Mendelsohn, R. L. (1998). First-order modal logic. Dordrecht: Kluwer.

Frege, G. (1884 [1987]). Grundlagen der Arithmetik. Stuttgart: Reclam.

Garson, J. W. (1991). Applications of free logic to quantified intensional logic. In K. Lambert (Ed.), Philo-
sophical application of free logic (pp. 111-142). Oxford: Oxford University Press.

Garson, J. W. (2001). Quantification in modal logic. In D. Gabbay & F. Guenthner (Eds.), Handbook of
philosophical logic (2nd ed., Vol. 3, pp. 267-323). Dordrecht: D. Reidel.

Gottwald, S. (2015). Many-valued logic. In Edward N. Zalta (Ed.), The Stanford encyclopedia of philosophy
(Summer 2020 Edition). https://plato.stanford.edu/archives/sum2020/entries/logic-manyvalued/.

Justice, J. (2007). Unified semantics of singular terms. Philosophical Quarterly, 57, 363-373.

Kaplan, D. (1989[1977]). Demonstratives. In Almog, J., Perry, J., and Wettstein, H. (eds.), Themes from
Kaplan (pp. 481-563). Oxford: Oxford University Press.

Kripke, S. A. (1976). Is there a problem about substitutional quantification? In G. Evans & J. McDowell
(Eds.), Truth and meaning (pp. 324—419). Oxford: Oxford University Press.

Kripke, S. A. (1980). Naming & necessity. Cambridge, MA: Harvard University Press.

Lambert, K. (1991). The nature of free logic. In K. Lambert (Ed.), Philosophical application of free logic
(pp. 3—14). Oxford: Oxford University Press.

Lambert, K. (1997). Free logics: Their foundations, character, and some applications thereof. Sankt
Augustin: Academia.

Lehmann, S. (1994). Strict fregean free logic. Journal of Philosophical Logic, 23, 307-336.

Lehmann, S. (2002). More free logic. In D. M. Gabbay & F. Guenthner (Eds.), Handbook of philosophical
logic (2nd ed., Vol. 5, pp. 197-259). Dordrecht: Kluwer.

Mates, B. (1965). Elementary logic. Oxford: Oxford University Press.

Mendelsohn, R. L., & Melvin, F. (1998). First-order modal logic. Dordrecht: Springer.

Nolt, J. (2018). Free logic. In Edward N. Zalta (ed.), The Stanford encyclopedia of philosophy (Fall 2018
Edition). http://plato.stanford.edu/archives/fall2018/entries/logic-free/.

Priest, G. (2008). An introduction to non-classical logic (2nd ed.). Cambridge: Cambridge University Press.

Rami, D. (2014). Existence as a property of individuals. Erkenntnis, 79, 503-523.

Rami, D. (2017a). Drei Varianten des Paradoxons der Nicht-Existenz. Deutsche Zeitschrift fiir Philosophie,
65(4), 657-689.

Rami, D. (2017b). Existenz. In M. Schrenk (Ed.), Handbuch fiir Metaphysik (pp. 216-223). Stuttgart:
Metzler.

Rami, D. (2018). Existenz und anzahl. Paderborn: Mentis.

Rami, D. (2019). Names and their kind of rigidity. Erkenntnis, 84, 257-282.

Rami, D. (in preparation): Names in use, accepted for publication by Bloomsbury Publishing.

Russell, B. (1905). On denoting. Mind, 14, 479-493.

Sainsbury, M. (2005). Reference without referents. Oxford: Clarendon Press.

Salmon, N. (1981). Reference and essence. Princeton: Princeton University Press.

Salmon, N. (1998). Nonexistence. Noiis, 32, 277-319.

@ Springer


http://creativecommons.org/licenses/by/4.0/
https://plato.stanford.edu/archives/sum2020/entries/logic-manyvalued/
http://plato.stanford.edu/archives/fall2018/entries/logic-free/

Synthese (2021) 198:9479-9523 9523

Schock, R. (1968). Logics without existence assumptions. Stockholm: Almqvist & Wiskell.

Smiley, T. (1960). Sense without denotation. Analysis, 20, 125-135.

Stanley, J. (1997). Names and rigid designation. In B. Hale & C. Wright (Eds.), A companion to the
philosophy of language (pp. 555-585). Oxford: Oxford University Press.

Wetzel, T. (1998). Possible states of affairs. Philosophical Studies, 91, 43—60.

Williams, C. J. F. (1981). What is existence?. Oxford: Oxford University Press.

Williamson, T. (2002). Necessary existents. Philosophy, 51, 233-251.

Williamson, T. (2013). Modal logic as metaphysics. Oxford: Oxford University Press.

Zimmermann, T. E., & Sternefeld, W. (2013). Introduction to semantics. Berlin: de Gruyter.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

@ Springer



	Single-domain free logic and the problem of compositionality
	Abstract
	1 Introduction: empty singular terms, standard single-domain free logic and compositionality
	2 Setting the stage: The standard semantic framework of a single-domain free logic
	3 Five problems of the standard framework of a single-domain free logic
	3.1 The problem of compositionality
	3.2 The problem of propositional abstraction
	3.3 The problem of semantic asymmetry
	3.4 The problem of the compositional status of the existence predicate
	3.5 The problem of the semantic status of identity sentences

	4 A modification of the original framework that solves nearly all of our five problems
	4.1 A compositional free semantics for non-logical atomic sentences
	4.2 A compositional free semantics for existential sentences
	4.3 A compositional free semantics for identity sentences
	4.4 The abstraction of compositional semantic Russellian propositions
	4.5 Summary of our first results

	5 The extension of the new framework to quantified sentences
	6 The extension of the new framework to an S5-type modal logic
	6.1 A compositional modal free semantics for non-logical atomic sentences
	6.2 A compositional modal free semantics for existential sentences
	6.3 A compositional modal free semantics for identity sentences
	6.4 A compositional modal free semantics for quantified sentences

	7 Summary
	Acknowledgements
	References




