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Abstract
This paper introduces a sophisticated approach to network security, with a primary 
emphasis on utilizing deep learning for intrusion detection. In real-world scenarios, 
the high dimensionality of training data poses challenges for simple deep learning 
models and can lead to vanishing gradient issues with complex neural networks. 
Additionally, uploading network traffic data to a central server for training raises 
privacy concerns. To tackle these issues, the paper introduces a Residual Network 
(ResNet)-based deep learning model trained using a federated learning approach. 
The ResNet effectively tackles the vanishing gradient problem, while federated 
learning enables multiple Internet Service Providers (ISPs) or clients to engage in 
joint training without sharing their data with third parties. This approach enhances 
accuracy through collaborative learning while maintaining privacy. Experimen-
tal results on the X-IIoTID dataset indicate that the proposed model outperforms 
conventional deep learning and machine learning methods in terms of accuracy and 
other metrics used for evaluation. Specifically, the proposed methodology achieved 
99.43% accuracy in a centralized environment and 99.16% accuracy in a federated 
environment.

Keywords  Intrusion detection (IDS) · Industrial IoT · Deep learning · Residual 
networks · ML · Industry 4.0

1  Introduction

In the continuously evolving digital landscape of today, the growth of the inter-
net brings increasingly complex security challenges, including various network 
security threats like viruses, malware, and ransomware. Detecting and mitigat-
ing these attacks is crucial to protect a network’s availability, confidentiality, and 
integrity [1]. For this, an Intrusion Detection System (IDS) serves as a tool that 
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analyses ongoing ingress (incoming traffic), alerts users of potential anomalies, 
and takes preventive measures [2]. Intrusion detection is essentially a classifica-
tion problem that distinguishes different types of network attacks based on net-
work traffic characteristics [3]. Therefore, enhancing the accuracy of these IDS 
becomes a vital task [4].

Deep Learning (DL) has recently gained prominence as a promising approach 
to intrusion detection research. DL involves the usage of multi-layered artificial 
neural networks to extract hierarchical data representations, drawing inspira-
tion from the design and function of human brain. DL algorithms analyze large, 
complex datasets to obtain optimal features from input data, enabling systems to 
make accurate predictions and decisions regarding new data. DL has facilitated 
significant advancements in image and speech recognition, medical diagnosis, 
and autonomous systems. Its capability to learn intricate patterns in data renders 
it a valuable tool for addressing complex challenges across diverse fields.

However, the vanishing gradient problem is a crucial consideration in DL 
models. Adding more layers with certain activation functions makes training a 
neural network increasingly difficult, as the gradients of the loss function even-
tually approach zero. Activation functions like sigmoid and hyperbolic tangent 
yield gradients within the range (0, 1), and back-propagation calculates gradients 
using the chain rule. When employing an activation function like sigmoid across 
‘n’ hidden layers, ‘n’ small derivatives are multiplied together. Consequently, as 
the gradient rapidly decreases when propagating toward lower layers, the initial 
layers’ weights and biases are inadequately updated after each training session. 
Given that these initial layers often rely on the recognition of incoming data’s 
fundamental components, this issue can result in overall network inaccuracy. Sev-
eral potential solutions to the vanishing gradient problem include using the ReLU 
activation function, gradient clipping, Long Short-Term Memory (LSTM), and 
ResNet. Hence, we propose a modified version of the ResNet, capable of han-
dling numerous neural network layers without encountering the vanishing gradi-
ent problem, thereby ensuring high accuracy.

Observations in Fig.  1 indicate that DL-based classification requires a sub-
stantial volume of data for effective performance. It also indicates that the clas-
sification model’s accuracy increases with the growth of training data. However, 
obtaining such an extensive dataset might pose a challenge for individual Internet 
Service Providers (ISPs).

This issue can be resolved by having multiple ISPs upload their data to a cen-
tral server (collaborative learning). However, this raises privacy concerns. As 
an alternative, we propose using Federated Learning (FL) [5], which offers the 
advantages of collaborative learning while also ensuring privacy. FL [6] allows 
training on local datasets without sharing data with the central entity and only 
sharing the training results weights with a central server.

In summary, this study introduces an innovative approach for IDS in Industrial 
Internet of Things (IIoT) networks by leveraging ResNet and FL. The key contri-
butions of this work are as follows:
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•	 It addresses the challenge of centralized data aggregation and analysis by inte-
grating the FL algorithm. This facilitates collaborative model training among 
various industries while safeguarding the privacy and security of the clients.

•	 The novelty of this work involves adapting the ResNet-based DL model for 
intrusion detection. This modification specifically addresses the vanishing gradi-
ent problem, ensuring the model’s effectiveness in handling highly dimensional 
datasets. The enhanced model exhibits a high accuracy rate in identifying net-
work intrusions, showcasing its robust performance in complex scenarios.

•	 Leveraging ResNet in our DL model allows for the effective utilization of a sub-
stantial number of layers in a neural network, mitigating challenges posed by 
vanishing gradient problem. This ensures that the model performs optimally, 
maintaining stability and efficiency throughout its architecture.

The remaining paper is organized as: Section 2 provides a literature review and dis-
cusses relevant work. Section 3 elucidates the proposed approach in detail. Section 4 
presents the experimental findings, demonstrating the effectiveness of our approach. 
Finally, Sect. 5 offers the conclusion and discussion of our findings.

2 � Related work

Machine Learning (ML) techniques have proven to be valuable in mitigating attacks 
and assisting network administrators in preventing intrusions. Several methods, such 
as K-Nearest Neighbors (KNN) [7, 8], Random Forest (RF) [9, 10], Naïve Bayes 
(NB) [11, 12], and Support Vector Machine (SVM) [13, 14], have been proposed 
and employed for intrusion detection in earlier research. Traditional methods pri-
marily focus on feature engineering and selection but are inefficient in detecting 

Fig. 1   Large amount of data are required for more accurate classification in DL
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intrusions within large datasets in real-world application environments, as described 
in [15, 16]. These methods are not suitable for high-dimensional, large datasets.

Recently, DL-based intrusion detection has emerged as a new research area. 
Akashdeep et al. [17] utilized Artificial Neural Networks (ANN) for intrusion detec-
tion. Park et  al. [18] employed a Recurrent Neural Network (RNN) with N-gram 
sliding window technique for anomaly detection. Torres et  al. [19] also applied 
RNN for intrusion detection. Wang et  al. [20] applied Convolutional Neural Net-
works (CNN) on traffic data for malware classification, and in [21], they combined 
the advantages of both RNN and CNN. Al-Qatf et al. [22] provided a Self-Taught 
Learning (STL) framework-based approach. L. Bontemps et  al. [23] proposed a 
Long Short-Term Memory (LSTM) model for anomaly detection. Additionally, 
various IDS models using RNN, autoencoder, Deep Convolutional Neural Network 
(DCNN), and others have been proposed [3].

Nonetheless, most researchers have utilized centralized DL methods to accumu-
late large-scale datasets, raising privacy concerns. FL addresses this issue. Zhao 
et al. [24] applied FL for intrusion detection using an LSTM model, demonstrating 
its potential to overcome privacy challenges while maintaining effective detection 
capabilities. Priyanka et al. [25] utilized a dual autoencoder-based model in a feder-
ated environment for handling Zero-Day Attacks in 5G-enabled IIoT. Table 1 shows 
the brief comparative state-of-the-art analysis.

However, despite their successes, these approaches are not without their limita-
tions. One significant limitation is the need for large amounts of labeled data for 
training. ML algorithms rely heavily on data to learn patterns and make predictions, 
and the quality and quantity of the data can significantly impact the model’s perfor-
mance. Acquiring labeled data can be expensive and time-consuming, particularly 
for specialized domains where expertise is required to annotate the data accurately. 
Additionally, centralized methods pose privacy issues, as they often require pooling 
sensitive data from various sources into a central repository, raising concerns about 
data security and confidentiality. These centralized approaches can undermine pri-
vacy regulations and may deter individuals or organizations from sharing their data 
for fear of breaches or misuse.

Another issue the models face is the vanishing gradient problem, particularly in 
deep neural networks with many layers. It occurs during the training process when 
gradients become exceedingly small as they propagate backward through the net-
work, leading to stagnant or slow learning. As a result, earlier layers in the network 
receive negligible updates, hindering their ability to learn meaningful representa-
tions from the data effectively.

Therefore, we introduce a ResNet-based DL approach that successfully addresses 
these issues. It effectively handles the vanishing gradient issues, ensuring stable and 
efficient training. By overcoming this obstacle, it demonstrates significant advance-
ments in the field of DL, paving the way for more robust and scalable models. Addi-
tionally, our approach stands out in its novelty through the incorporation of FL, a 
technique that enables training on decentralized data sources while preserving data 
privacy. It allows us to leverage insights from diverse datasets without compromis-
ing individual data privacy, making it particularly advantageous in sensitive domains 
such as healthcare and finance.
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3 � Proposed method

3.1 � Residual networks

ResNet, proposed by Microsoft Research [29], emerged as the winner of the 2015 
ImageNet Large Scale Visual Recognition Competition (ILSVRC) in both classifica-
tion and object recognition categories. Outperforming Inception v3, the third ver-
sion of Google’s GoogLeNet [30], ResNet is a CNN based on residual blocks. It is 
20 times larger compared to AlexNet [31] and VGG-16 [32].

ResNet’s unique residual effects from skip connections enable it to have a deeper 
network compared to other neural networks while preventing the vanishing gradient 
problem. Unlike typical networks, ResNet’s performance does not deteriorate with 
increased layers; instead, it improves. The design of residual block is depicted by 
Fig. 2.

x represents the input of a residual block; F(x) represents the output of the ResNet 
before the second activation function.

In ResNet, skip connections are employed that bypass certain model layers. Due 
to these skip connections, the output deviates from the standard layer-by-layer pro-
cessing. Without skip connections, the input x would be multiplied by the layer’s 
weights and a bias term would be joined. However, with the presence of skip con-
nections, even if the given block in Fig. 2 is not learning anything, it will still retain 
the input information. This is because, at the next block, it utilizes the input x when 
moving forward and then applies the activation function to sum of input and output 
from the previous layers.

Here,

where W
1
 and W

2
 stand for the weights of the first and second layers, respectively, 

and � stands for the rectified linear unit (ReLU) [33]. �(F(x) + x) is result of the 
residual block. Including this type of skip connection offers the advantage of allow-
ing regularization to bypass any layer that might negatively impact the performance 
of the architecture.

The skip connections [34] applied in the ResNet model, Identity Block and 
Bottleneck/Convolutional Block, are shown in Fig.  3. The identity block adds 

(1)F(x) = W
2
�(W

1
x)

Fig. 2   Design of residual block
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the residue directly to the output, whereas the Bottleneck Block incorporates a 
convolutional layer with dimensions (1 × 1) on the residue before combining it 
with the output. We will add layers according to Table 2.

3.1.1 � Identity Block

In the Identity Block, the first layer consists of a convolutional layer with kernel 
size 3, stride 2, padding 1, and channels as specified in Table 2. Following this, 
there is group normalization and a ReLU activation function. The subsequent 
layer is another convolutional layer, resembling the preceding layer but with a 
kernel size 3. It is also succeeded by a group normalization layer and ReLU. The 
final layer is a convolutional layer with the same parameters as the first layer but 
with an increased number of channels. This is followed by group normalization, 
and the output (F(x)) is then added to original input (x). The combined result is 
provided as input to the next block after applying the ReLU activation function 
to it.

Fig. 3   Identity and Convolutional Block in ResNet
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3.1.2 � Convolutional Block

In the Convolutional Block, the architecture of the main path is the same as that of 
the Identity Block, as illustrated in Table 2 and Fig. 3. However, there is a modifi-
cation in the skip connection. In the Identity Block, the input and output share the 
same shape, allowing for the direct addition of the input to the output. In contrast, 
the Convolutional Block requires a transformation to accommodate the change in 
shape between the input and output.

To illustrate this with an example, consider the first Convolutional Block of 
model (i.e., Conv2_x Convolutional Block), as detailed in Table 2. The input shape 
is (N ×M) , where N represents the number of features in our input dataset, and M 
denotes the filters of the first layer (Conv1), i.e., 8. Therefore, the input shape is 
(N × 8) , while the output shape is (N × 32) , as there are 32 channels in the last con-
volutional layer of the block. To accommodate this change in shape, we introduce a 
convolutional layer with a kernel size 1, 2 strides, and 32 channels in the skip con-
nection. This results in an output shape of (N × 32) , which can then be added to the 
main path output.

The output generated by the Convolutional Block, with a shape of (N × 32) , 
will now serve as the input for the Identity Block. Since the output of the Identity 
Block’s main path also has the same shape, we can directly add a skip connection 
between them.

3.2 � Network architecture

The proposed ResNet architecture is devised with several layers incorporated fol-
lowing the specifications in Table  2. The network initiates with a convolutional 
layer succeeding the input layer, and a max pooling layer follows. Subsequently, a 
Conv2_x-type Convolutional Block is introduced, trailed by two Identity Blocks. In 
a similar manner, a single Convolutional Block precedes three, five, and three Iden-
tity Blocks for Conv3_x, Conv4_x, and Conv5_x, respectively. Finally, architectural 
design is completed with an average pooling layer followed by an output layer.

The intended architecture seeks to improve the model’s accuracy and efficiency 
through the integration of skip connections. These connections facilitate the smooth 
flow of gradients across the network, allowing for the training of deeper networks 
without facing issues related to vanishing gradients. The convolutional blocks are 
crafted to extract intricate features from input data, while identity blocks play a cru-
cial role in maintaining the identity mapping between the input and output of resid-
ual blocks.

The ResNet architecture discussed by Microsoft researchers [29] is primarily used 
for image classification and features a large number of neurons, which increases 
training costs. Since our work does not involve image datasets, our proposed model 
is based on the ResNet50 architecture [29]. ResNet50 employs 2D convolutional lay-
ers; however, we utilize 1D convolutional layers with smaller kernel sizes and fewer 
filters to optimize training. Furthermore, we employ group normalization in place of 
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batch normalization as it offers a superior alternative for small-sized batches. Group 
normalization avoids exploiting the batch dimension and is independent of batch 
size.

3.3 � Introduction to layers used in the network

3.3.1 � Convolutional layer

The first layer employed for feature extraction from the input is depicted in Fig. 4. In 
this layer, a convolution operation is performed between the input and a specific fil-
ter of size M. The dot product is calculated by sliding the filter across the input data, 
matching the size of the filter (M), and computing the value of the product between 
the filter and the corresponding input segments.

This feature map (output layer) serves as input for other layers.

3.3.2 � Pooling layer

The layer illustrated in Fig.  5 is employed to reduce the size of the complex fea-
ture map, thereby decreasing computational costs. This is accomplished by mini-
mizing the connections between layers and independently processing each feature 
map. Various types of pooling layers are at one’s disposal, such as max pooling, 

Fig. 4   Convolutional layer (1D)

Fig. 5   Pooling layers (1D)
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average pooling, and sum pooling. In max pooling, the feature map’s largest element 
is chosen, whereas in average pooling, the output is the average of all values. Sum 
pooling, on the other hand, utilizes the total sum of values from the feature map as 
its output.

3.3.3 � Group normalization layer

Group normalization normalizes the inputs of a layer by utilizing the mean and 
variance calculated within a group of channels. This process accelerates the train-
ing of the model while maintaining consistency and stability across different input 
distributions.

3.4 � Federated learning

FL is an emerging domain in field of collaborative ML. Among various approaches 
in FL, we have employed the foundational method known as FedAvg [35]. In this 
approach, each participating institution conducts training on their local network 
traffic data and subsequently uploads the model parameters to a central server. The 
server computes average of these parameters and disseminates the updated param-
eters back to the clients for the subsequent round of training. This procedure enables 
collaborative learning while maintaining the privacy and security of each individual 
client’s data.

In FL, the data of participating institutions remain stored locally and are not 
shared. Instead, only the models or parameters of the local models are shared after 
local training. Clients maintain complete control and privacy over their own data, 
and they can opt out of the FL process at any time. Additionally, this approach 
addresses potential imbalances in data size among clients through weighted averag-
ing. Clients with smaller datasets contribute less to the updated weights. The steps 
followed in this FL approach are as follows: 

1.	 The parameters of the global model are initialized and distributed to local clients.
2.	 Clients incorporate these parameters into their local models and train them on 

their respective local datasets.
3.	 After finishing local training, the parameters of each local model are uploaded to 

the central server.
4.	 The weighted average of the parameters obtained from various clients is deter-

mined by the central server, which then adds these averaged parameters to the 
global model citeref31. 

 where f(w) = average parameters, K = number of clients, ni = size of dataset at 
the ith client, n = total data size, and F(w) = parameters received from the ith 
client.

(2)f (w) =

K
∑

i=1

ni

n
Fi(w)
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5.	 Repeat steps 1–4, N-1 times where N is the communication rounds in FL.

4 � Results and evaluation

4.1 � Experimental setup

This section analyzes and compares efficacy of the proposed framework for IDS in 
different scenarios. The experiment was conducted on an AMD Ryzen 5 processor, 
using Python 3.0. Additionally, the FL framework was developed using TensorFlow 
2.7 and TensorFlow Federated.

4.2 � Evaluation metrics and dataset description

This section entails the evaluation metrics and dataset opted for evaluating the pro-
posed framework. Here, accuracy serves as the primary performance metric along 
with other metrics such as precision, recall, True Negative Rate (TNR), and loss 
function values are also utilized. Accuracy is defined as the ratio of correctly clas-
sified samples to the total number of samples. Precision is a metric that quantifies 
the proportion of correctly predicted positive samples among all samples classified 
as positive. The True Positive Rate (TPR), also referred to as sensitivity, measures 
the proportion of actual positive samples that were accurately predicted among all 
actual positive samples. TNR, often known as specificity, represents the proportion 
of actual negative samples that were accurately predicted in actual negative samples. 
F1 score is computed as the harmonic mean of precision and recall. The F2 score 
provides a balanced assessment of both precision and recall, making it a useful met-
ric for evaluating the performance of a classification model, especially in scenarios 
where one class is more critical to detect than the other.

Extensive results on the latest intrusion detection dataset X-IIoTID [36] which is 
specifically designed for the industrial settings, with an 80–20 training–testing split, 
indicate the supremacy of the proposed approach. It contains 820,834 instances, 
with 421,417 observations for normal and 399,417 for attacks. The dataset includes 
59 features such as network traffic features (source and destination address, port, 
bytes and packets transferred, data transfer rate, etc.) and features related to the edge 
gateway’s resources (CPU and memory loads, I/O activities, average and standard 
waiting time, user time, idle time, etc.). The dataset has 19 classes: 18 attacks and 
1 normal that are processed to two major classes, attack and normal. These train-
ing data are distributed among 10 clients while maintaining equal distribution for 
each client. According to [36], the X-IIoTID dataset is an extensive set of network 
traffic data, host resources, logs, and alerts that records the behaviors of new IIoT 
connection protocols, devices that have just been introduced, a variety of attack 
types and situations, and different attack protocols. Since the dataset is intended to 
be device- and connectivity-agnostic, it is extremely reflective of the heterogene-
ous and interoperable real-world IIoT systems. In order to assist in the creation of 
all-encompassing security solutions for IIoT systems, it seeks to give a realistic and 
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accurate representation of the activities, connectivities, and potential cyber-attack 
behaviors of these systems. While the dataset aims to reflect the changes and hetero-
geneity of network traffic and systems’ activities, it may not encompass all possible 
IIoT systems and attacks, particularly given the rapid evolution of technologies and 
tactics in this domain.

Accuracy = TP+TN

TP+FP+TN+FN

Precision = TP

TP+FP

Recall (TPR) = TP

TP+FN

TNR = TN

TN+FP

F1 score = 2(precision×recall)
precision+recall

F2 score = 5(precision×recall)

(4×recall)+precision

4.3 � Result evaluation

4.3.1 � Evaluation in centralized environment

In a centralized environment, we employed four traditional classification methods 
and three DL methods. The traditional classification methods utilized include logis-
tic regression, NB, KNN, and SVM. The DL approaches are as follows: 

1.	 MLP: A Multi-Layer Perceptron neural network [37] is employed for classifi-
cation, featuring a single hidden layer with 64 units and an output layer with a 
‘sigmoid’ activation function.

2.	 CNN: A CNN [38] is utilized for classification, consisting of three 1D convo-
lutional layers (filters = 64, stride = 2, and kernel size = 3) each followed by an 
average pooling layer (pool size = 3 and stride = 2).

3.	 Proposed Model: The ResNet-based model discussed in Sect. 3.2 is used for 
classification purposes.

In DL methods, we used batch size = 32, and the number of epochs = 32. The 
batch size and number of epochs are selected based on a greedy search.

The confusion matrices for each approach are presented in Table 4, while other 
metrics are illustrated in Fig. 6 and Table 3. Logistic regression achieves an accu-
racy of 91.43%, exhibiting high precision and a reasonable F1 score. Conversely, 
Naïve Bayes has an accuracy of 84.69%, which is comparatively lower than the 
other models. KNN attains an accuracy of 98.29%, with high precision, F1 score, 
and recall, albeit a slightly lower True Negative Rate (TNR). SVM demonstrates 
strong performance with an accuracy of 97.89% and high precision but lower recall 
and F1 score compared to KNN. MLP achieves an accuracy of 98.47% with high 
precision but lower recall than KNN.

The DL-based model, CNN, displays high performance with an accuracy of 
99.19%, achieving high precision, F1 score, recall, and TNR. Our proposed model 
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surpasses all other models with an accuracy of 99.43% and high-performance met-
rics. Having a high recall indicates a low amount of False Negatives, thus reducing 
the possibility of missed attacks. To balance precision and recall, F-beta scores are 
used, allowing us to optimize our models for specific requirements. The F2 score 
prioritizes recall over precision, doubling its weight. Our proposed approach demon-
strates high recall and F2 score, indicating a rare occurrence of missed attacks.

In general, the comparison of these models reveals that DL-based models, such as 
CNN and our proposed model, outperform traditional ML models, including logistic 
regression, NB, KNN, and SVM, for accuracy and other performance metrics. Ulti-
mately, the proposed model excels over all other models in terms of accuracy and 
performance metrics, rendering it a more reliable and efficient option for intrusion 
detection in industrial IoT networks. A ResNet is easily able to handle more com-
plexity without vanishing gradient issues as compared to DL-based models. This 

Fig. 6   Comparison of various classification approaches in the centralized environment

Table 3   Comparison of various classification techniques in centralized environment

Model Accuracy Precision F1 score F2 score Recall TNR

Logistic regression 91.43% 93.05% 91.00% 92.22% 89.04% 93.70%
Naïve Bayes 84.69% 85.05% 84.10% 84.67% 83.17% 86.14%
KNN 98.29% 98.49% 98.24% 98.39% 98.00% 98.57%
SVM 97.89% 99.68% 97.79% 98.92% 95.98% 99.70%
MLP 98.47% 99.58% 98.41% 99.11% 97.26% 99.61%
CNN 99.19% 99.40% 99.17% 99.31% 98.94% 99.43%
Proposed method 99.43% 99.65% 99.41% 99.56% 99.18% 99.67%
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allows ResNet to capture complex hierarchical features and patterns without much 
degradation.

4.3.2 � Evaluation in federated environment

The hyperparameters, such as batch size and number of epochs, are chosen through 
a greedy search approach. The dataset is distributed among 10 clients to simulate 
a federated environment, with each client performing four epochs of local training 
in each communication round. The FL process encompasses 20 communication 
rounds. The comparator models are described as: 

Table 4   Confusion matrix of various classification methods

Classification methods Confusion matrix

Logistic regression Actual class
Predicted class Attack Normal
Attack 71,124 5310
Normal 8756 78,974

Naïve Bayes Actual class
Predicted class Attack Normal
Attack 66,436 11,681
Normal 13,447 72,603

K-Nearest-Neighbors (KNN) Actual class
Predicted class Attack Normal
Attack 78,287 1204
Normal 1596 83,080

SVM Actual class
Predicted class Attack Normal
Attack 76,674 249
Normal 3209 84035

Multi-Layer Perception (MLP) Actual class
Predicted class Attack Normal
Attack 77697 327
Normal 2186 83957

Convolutional Neural Network (CNN) Actual class
Predicted class Attack Normal
Attack 79035 477
Normal 848 83807

Our proposed method Actual class
Predicted class Attack Normal
Attack 79226 279
Normal 657 84005
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1.	 Logistic regression equivalent model: As we know, the logistic function is: 

 where L = the maximum value the function can take (in binary classification 
value is in the range of 0 to 1, so L = 1 ). x

0
 controls where on the x-axis the 

growth should be, f (x
0
) =

L

2
 . k decides the change of function from the mini-

mum to the maximum value. We employ a gradient descent algorithm for loss 
calculation and effective classification in logistic regression-based classifica-
tion. Thus, we utilized a neural network closely resembling logistic regression 
for classification. In this model, we employed the Stochastic Gradient Descent 
(SGD) optimizer function and a single-unit dense layer with a sigmoid function 
as the output layer, which is directly connected to the input layer. The sigmoid 
function is a special case of the logistic function with L = 1 (for binary classifi-
cation), x

0
= 0 , and k = 1 . Consequently, it can be used for binary classification. 

2.	 Quasi-SVM model: The Quasi-SVM model is an adaptation of the SVM that 
has been implemented using the Keras library of TensorFlow, developed by the 
Google Brain Team [39]. This model involves utilizing a Random Fourier Fea-
tures layer to nonlinearly transform the input features, which effectively kernelizes 
the linear model. Subsequently, a linear model is trained on top of the transformed 
features, and hinge loss is employed to replicate the SVM kernel within the neural 
network.

3.	 Fifty-Layeryed model: Our third model is an MLP model consisting of 50 dense 
layers connected in series. The initial 25 hidden layers have 64 nodes each, and 
the remaining 25 hidden layers have 32 nodes each. The output layer has a single 
node with a sigmoid activation function.

4.	 Proposed model: The final model used in our experiments is our modified ResNet 
model as described in Sect. 3.2. The comparison results of these models are 
shown in Fig. 7 which shows the accuracy of each model in different communica-
tion rounds. The loss of each model during the learning process is shown in Fig. 8, 
and the metrics of each model in the last round of communication are presented 
in Fig. 6 showcasing supremacy of the ResNet-based model. Additionally, this 
model does not suffer from the vanishing gradient problem even with 50 layers, 
unlike the 50-layered MLP model whose accuracy does not increase with com-
munication rounds. Furthermore, the loss of this model remains fixed, and the 
precision and recall values are zero, leading to an accuracy of 50%, indicating that 
this model always predicts false values. This behavior confirms that the gradients 
of the 50-layered MLP model are not being updated due to the vanishing gradi-
ent problem. Note that the F1 score value cannot be calculated for the 50-layered 
MLP model shown in Fig. 9. This is because the model has 50 fully connected 

(3)f (x) =
L

1 + e−k(x−x0)

(4)Sigmoid(v) =
1

1 + e−v
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layers without any skip connections, which causes the vanishing gradient problem 
and results in the model not learning anything. Therefore, the final output always 
remains the same as the initial weight of the output neuron, which is zero. As a 
result, all predictions are false, and the count of True Positives is zero. This leads 
to both precision and recall being zero. The F1 score is the harmonic mean of 
precision and recall; as both values are zero, their harmonic mean is undefined, 
resulting in an undefined F1 score value. Similarly, the F2 score is also rendered 
undefined for the MLP model.

The Quasi-SVM model employs hinge loss, while binary cross-entropy loss is uti-
lized for the remaining models. In this comparison, our focus is on the loss of these 
three models. As descripted in Table 5, the proposed model exhibits a significantly 
lower loss in comparison with other models.

5 � Conclusion and future works

In conclusion, this paper introduces a unique federated network intrusion detection 
approach grounded in ResNet, offering a collaborative learning framework with 
ensured privacy for each participating entity. By distributing the training process 
across local clients, this method not only promotes privacy but also shares the train-
ing costs among participants. Our experimental results showcase the model’s com-
mendable accuracy of 99.16%. Beyond network intrusion detection, the proposed 
method demonstrates its potential applicability to efficiently classify high-dimen-
sional large datasets in various other domains. Although the proposed approach has 

Fig. 7   Accuracy comparison of various models in the federated environment
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its benefits, some concerns need to be addressed. One of the main issues is that it 
may not be secure against federated learning attacks like data poisoning and model 
poisoning. While it provides better privacy than centralized training, there is still a 
need to share a small portion of data to initialize the shared federated model, which 
can raise privacy concerns. In the future, we would like to address the above-men-
tioned security and privacy concerns and also focus on generalizing by analyzing its 
complexity and testing its efficacy for other intrusion circumstances.

Fig. 8   Loss comparison of various models in the federated environment

Fig. 9   Comparison of various classification approaches in the federated environment
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