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Abstract
Network intrusion detection systems (NIDS) are the most common tool used to 
detect malicious attacks on a network. They help prevent the ever-increasing dif-
ferent attacks and provide better security for the network. NIDS are classified into 
signature-based and anomaly-based detection. The most common type of NIDS is 
the anomaly-based NIDS which is based on machine learning models and is able 
to detect attacks with high accuracy. However, in recent years, NIDS has achieved 
even better results in detecting already known and novel attacks with the adoption 
of deep learning models. Benchmark datasets in intrusion detection try to simulate 
real-network traffic by including more normal traffic samples than the attack sam-
ples. This causes the training data to be imbalanced and causes difficulties in detect-
ing certain types of attacks for the NIDS. In this paper, a data resampling technique 
is proposed based on Adaptive Synthetic (ADASYN) and Tomek Links algorithms 
in combination with different deep learning models to mitigate the class imbalance 
problem. The proposed model is evaluated on the benchmark NSL-KDD dataset 
using accuracy, precision, recall and F-score metrics. The experimental results show 
that in binary classification, the proposed method improves the performance of the 
NIDS and outperforms state-of-the-art models with an achieved accuracy of 99.8%. 
In multi-class classification, the results were also improved, outperforming state-of-
the-art models with an achieved accuracy of 99.98%.
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1 Introduction

1.1  Background and motivation

With the fast development of information technologies like smart devices, internet 
of things (IoT), cloud computing and big data, etc., the number of connected devices 
to the internet increased more than ever. Networks are getting larger and the risk 
of cyberattacks increases as networks become more difficult to monitor. A cyberat-
tack begins with reconnaissance of the target and concludes with exploiting weak-
nesses to complete a malicious task [1]. Those cyberattacks cause an intrusion on 
the system which is defined as unauthorized access to the system resulting in a com-
promise in the confidentiality, integrity and availability (CIA) of security mecha-
nisms of computer or network resources [2]. Many new cyberattacks have emerged 
in recent years like distributed denial of service or denial of service, brute force, 
botnet, cross-site scripting, etc. [3]. Those cyberattacks created a concern more seri-
ous than ever in cybersecurity. Many cloud servers and hosts have been under attack 
and have become botnets and Bitcoin Trojans malware vectors. According to the 
Internet Security Threat Report (ISTR), malware is found in one out of every thir-
teen web queries. Spam in e-mail has risen to more than 55%, internet dangers have 
risen to 46%, and ransomware has grown to 46% [4], incurring cyberattacks dam-
ages costing $200,000 in 2019 according to CNBC [5]. Because of this expansion 
of networks and cyberattacks, a system to detect those attacks and provide network 
security is essential, namely intrusion detection systems (IDS).

An IDS, in its most basic form, is a software that monitors various sources and 
detects an intrusion on a system. IDS has proved to be an effective approach in 
detecting intrusions and has caught the attention of many researchers. It has the abil-
ity to detect known and unknown threats and intrusions by monitoring traffic data 
in computer systems and issuing alerts when these threats are detected [6]. Accord-
ing to the data sources monitored, IDSs are classified into Host IDS (HIDS) and 
Network IDS (NIDS). HIDS monitors data from logs, system calls, etc., but does 
not monitor network traffic, and thus, it can detect internal attacks not involving the 
network [7]. NIDS, on the other hand, collects and monitors data directly from the 
network through network monitoring equipment such as switches, routers and other 
network devices and thus can detect many types of network attacks.

According to the detection approach, IDSs are classified into misuse and anomaly 
detection. In misuse detection (also known as signature-based detection), any suspi-
cious access is compared to a database of all known attacks, and the intrusion is 
detected based on that. This detects any previously known attacks successfully, but 
fails in detecting novel day-zero attacks. In addition, the database of known attacks 
should be regularly updated in order to keep up with the ever-increasing new attacks. 
On the other hand, anomaly-based intrusion detection system are capable of detect-
ing both network and computer intrusions by monitoring system activity and clas-
sifying it as either normal or anomalous. The classification is based on heuristics or 
rules and not comparing to signatures. This has the theoretical potential of detecting 
day-zero new attacks, which has attracted the interest of many research fields.
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Anomaly detection in intrusion detection systems was started in 1980 by Ander-
son [8] whose proposed method was system monitoring to detect anomalies. Since 
then, many techniques have been developed to implement anomaly-based network 
intrusion detection. Some of those techniques are computing based, data mining 
based, statistical based, machine learning, cognitive based or knowledge and user 
intention identification based, etc. [9]. One of the techniques used for anomaly 
detection is machine learning, which has shown ability to detect the differences 
between normal and anomaly traffic as shown in [10]. However, with the increase 
in network traffic and attack types, traditional machine learning models (shallow 
learners) are not keeping up with the needed performance [11]. To meet this large-
scale demand, deep learning (DL) which is a branch of machine learning is now 
being used in NIDS. Studies have shown that deep learning outperforms traditional 
machine learning models in detecting anomalies due to its ability to extract informa-
tion from massive amounts of data [12]. Deep learning-based approaches used in 
NIDS include deep neural networks (DNN), convolutional neural networks (CNN), 
long short-term memory (LSTM) and recurrent neural networks (RNN) [13]. A 
detailed literature review on machine learning- and deep learning-based NIDS is 
provided in Sect. 2.

1.2  Challenges

NIDSs based on deep learning models has proven to be an improvement upon 
machine learning models and achieving higher accuracy. However, they fail in 
detecting attacks with less traffic due to class imbalances in the benchmark datasets. 
Intrusion detection state-of-the-art benchmark datasets include class imbalances 
where the normal traffic is much more than the attacks’ traffic (simulating real-
world network traffic). Even among the different attack types, some attacks appear 
much more than others. This causes the NIDS to have difficulties detecting certain 
types of attacks and lowers the overall performance of it. Increased false alarm rate 
and decreased detection rate are signs of this lower performance. In recent NIDS 
researches, not enough attention was given toward the problem of imbalanced data 
despite its negative effect on the NIDS’s accuracy of detecting attacks [14].

1.3  Contributions

This research aims to address the issue of class imbalances to improve the detec-
tion rate of minority classes using NIDS based on deep learning models. This is 
done by proposing a hybrid data resampling algorithm consisting of oversampling 
using Adaptive Synthetic Sampling (ADASYN) and undersampling using Tome-
kLink. ADASYN is an oversampling technique that creates artificial samples of the 
minority classes, while TomekLink is an undersampling technique for cleaning up 
redundant samples that occur with ADASYN. A detailed explanation of the pro-
posed method is included in Sect. 3. The main contributions of this paper can be 
summarized as follows:
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• Addressing the class imbalances issue by using deep learning in combination 
with data resampling techniques. Both oversampling and undersampling tech-
niques are applied to the dataset to increase the detection rate of minority classes. 
Oversampling is done using ADASYN which creates artificial data samples of 
the minority classes, while TomekLink is used to undersample any redundant 
data samples.

• Building four deep learning models to study the effect of data resampling on 
them and compare them with each other and with previous works. Those mod-
els include multi-layer perceptron (MLP), DNN, CNN and CNN-BLSTM. The 
effect of data resampling is observed on all models, and the improvement in false 
alarm rate and detection rate is noted.

• Testing the proposed data resampling method with the different deep learning 
models on the benchmark NSL-KDD dataset. The NSL-KDD is the most used 
NIDS dataset [15] while also suffering from the class imbalances problem.

• Evaluating the model performance by obtaining well-known performance met-
rics and comparing the models among each other’s and with the related state-of-
the-art previous models to show the superiority of the proposed models.

2  Literature review

With the increase in the need to detect network intrusions, the research into NIDS 
is gaining more and more attention. In addition, much progress has been achieved 
in both the machine learning and deep learning techniques and their applications in 
anomaly-based NIDS. In this section, we will review the most recent approaches in 
both techniques, focusing on the techniques applied on the benchmark NSL-KDD 
dataset presented in the literature which is divided into KDDTrain and KDDTest for 
training and testing, respectively.

2.1  Machine learning NIDS

Machine learning has been used as a technique to detect anomalies in network traf-
fic as well as novel day-zero attacks without having its signature known before. The 
most common machine learning models used to detect anomalies in literature are 
support vector machines (SVM), decision trees (DT) and random forest (RF). The 
authors of [16] compare the accuracies of different machine learning models in 
classifying the KDDTest dataset into two classes (normal and anomaly). Reported 
results show that SVM achieved an accuracy of 69.52%, RF achieved an accuracy of 
80.67%, and the J48 decision tree achieved an accuracy of 81.67%, all when tested 
on KDDTest. The authors of [17] proposed machine learning-based intrusion detec-
tion systems to classify attacks into normal, dos, probe, r2l and u2r. Their tests using 
DT algorithm achieved an accuracy of 75.22%, compared to 73.26% using SVM, 
and 62.73% using RF algorithm, all when tested on the KDDTest. In [18], an IDS 
was proposed based on preprocessing, feature selection, clustering and then clas-
sification. This was done by using fuzzy rule-based system to analyze the features 
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followed by a decision tree to select important features. The data are then clustered 
using K-means to minimize the number of the data sets used in training in order to 
bring down the complexities in the computation and processing. The SVM classifier 
is then used to categorize the intrusion on the network. This achieves an average 
accuracy of 97% on the KDD-NSL dataset. In [19] Firat et al. applied SVM, K-near-
est neighbors (KNN) and DT algorithms on the NSL-KDD dataset and evaluated 
by splitting the KDDTrain dataset into train and test sets. Building on this work, 
Soheily et al. [20] proposed a hybrid NIDS based on K-means and RF(KM-RF) and 
evaluated the proposed algorithm on the NSL-KDD dataset. Similar work using an 
enhanced KNN algorithm along with local outlier factor (LOF) was done by authors 
of [21] and tested on the CICIDS2017 dataset of predicting zero day attacks with an 
accuracy of 92.74%.

Although machine learning techniques achieve good detection accuracies, they 
cannot face the problems in a real-world network environment. This is because tra-
ditional machine learning techniques rely heavily on feature engineering to extract 
information from network traffic [12]. On the other hand, deep learning can extract 
and learn features from the data due to their deep structure [22]. Thus, deep learning 
techniques are more suitable for massive amounts of data.

2.2  Deep learning NIDS

Deep learning techniques are typically used in more complex tasks like image rec-
ognition and natural language processing. This makes deep learning more suitable 
for a complex task like intrusion detection especially for intrusions that have not 
been seen before. Many researchers have studied the application of deep learning for 
intrusion detection and proved that it outperforms other techniques.

In [12], a recurrent neural network (RNN) model was proposed and evaluated on 
the NSL-KDD dataset. It achieved accuracies of 83.28% and 81.29% in binary and 
multi-class classification, respectively, and thus outperforming traditional machine 
learning models. In [13], long short-term memory (LSTM) layers were used to build 
a model and evaluated on the same dataset achieving a higher accuracy of 93.88%. 
The authors of [23] used a sequential feedforward neural network (SEQ-FFNN) to 
detect and classify attack packets and evaluated the model on the KDDTrain dataset 
achieving accuracies of 98.97% for Tanh activated layers and 99.59% for the Sig-
moid activated model. In [24], a multi-layer perceptron (MLP) with particle swarm 
optimization algorithm (PSO) model was proposed (MLP-PSO) and was shown to 
achieve an accuracy of 83.27% on binary classification. The authors in [25] sug-
gested a BAT-MC model for NIDS using NSL-KDD that outputs a 122-feature vec-
tor and uses a min-max scaler in the data preprocessing layer. The traffic data are 
then converted into traffic images in the multiple convolution layers stage, which 
contains three two-dimensional convolutional layers that extract spatial features, 
followed by the bidirectional long short-term memory (BLSTM) layer, which con-
nects the forward and backward LSTM and learns the time-series features in the data 
packet. Each data packet can produce a packet vector, which forms a network flow 
vector. Then, to learn features on the network flow vectors and pay more attention 
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to key features, attention layers are used. These proposed enhancements achieved 
84.25% accuracy in KDDTest in five category classification. The authors in [26] 
implemented a CNN2D model and achieved an accuracy of 86.95% on binary clas-
sification. Finally, in [27], a CNN model was used and evaluated after splitting the 
KDDTrain dataset to achieve an accuracy of 98.63 % which is the highest compared 
to other models. In [28], an intrusion detection system based on fusion convolutional 
neural network (FCNN) for feature extraction and stacked ensemble (SE) for clas-
sification was proposed. The FCNN uses a 1D CNN with a 2D CNN to extract fea-
tures from the dataset. This method produced a new dataset of 256 features. The 
classification was then carried out by an SE learner where a combination of K-near-
est neighbors (KNN), decision tress (DT) and Naive Bayesian (NB) was used. The 
experiments on the NSL-KDD dataset with tenfold validation resulted in an aver-
age accuracy of 98.9%. In [29], an IDS based on LSTMs and gated recurrent unit 
(GRU) called LTSMGRU is proposed. The steps of this IDS included feature selec-
tion using Pearson correlation method after scaling the data using MinMaxScaler 
then using the model to predict the attack. This was evaluated on the CICIDS2018 
dataset by splitting it into train and test sets and testing with tenfolds. The highest 
average accuracy achieved was recorded to be 99.76%. Another IDS is proposed in 
[30], and it is based on gated recurrent neural network (GRU-RNN) on a software-
define network (SDN) called DeepIDS. This was tested on the NSL-KDD dataset 
and achieved an accuracy of 80.7% and 90% in binary detection for a DNN and 
GRU-RNN, respectively. In [31], feature selection was implemented using sequence 
forward selection (SFS) algorithm and decision tree (DT) model before anomaly 
detection. Anomaly detection was carried out by using RNN, LSTM and GRU. This 
IDS achieves the highest average accuracy of 92%.

Deep learning techniques show an obvious improvement over traditional machine 
learning models by achieving very high accuracies. However, those high accuracies 
achieved are due to the class imbalances in the NSL-KDD dataset. Most models are 
able to detect majority classes easily, which results in high accuracies, while failing 
to detect minority classes.

2.3  Class Imbalances

When a class is underrepresented in a dataset, this causes the dataset to be imbal-
anced. Detecting the minority class becomes a difficulty which lowers the perfor-
mance of the intrusion detection system [32]. The NSL-KDD dataset has much more 
normal samples than the attack samples, just like in real-world network. This causes 
the class imbalances problem to appear and be one of the most common challenges 
in intrusion detection [11]. In [33], the performance of DT and RF was improved by 
using CatBoost with random oversampling and undersampling. This was evaluated 
on the CIC-IDS-2018 dataset and achieved an accuracy of 91.95% in multi-class 
classification. In [34], an improved NSGS-III called I-NSGA-III feature selection 
algorithm was proposed for solving the imbalance problem in NSL-KDD. A better 
detection rate was reported, but not a higher accuracy. In [35], random oversam-
pling was used on the minority classes, and random undersampling was used on the 
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majority class in the NSL-KDD dataset to improve intrusion detection. However, 
in this work, random oversampling is known to cause overfitting [36], and only the 
accuracy was reported. In [37], two tree-based and one deep learning-based classi-
fiers were tested with different sampling rates; it proved that sampling improves the 
detection of different classes. In [38], Zhang et al. propose SMOTE combined with 
edited nearest neighbors (SMOTE-ENN) and deep neural network (DNN) algorithm 
to evaluate on the NSL-KDD dataset. A cost-sensitive deep learning model was 
combined with ensemble algorithms to deal with the imbalance problem in [39]. 
An IDS consisting of three layers. The first layer uses cost-sensitive deep neural net-
work to separate normal traffic from suspicious traffic. Suspicious traffic is then fed 
into an XGBoost model to classify into a majority class or a collection of minority 
classes. The collection of minority classes is then classified into a particular minor-
ity class using a random forest. This achieves high detection rates for both majority 
and minority attacks but it consumes heavy resources and takes a lot of time. A deep 
metric learning that combines autoencoders and triplet networks to detect attacks 
was proposed in [40]. The triplet network is trained to get the embedding vectors 
of the network flows and detect the presence of a malicious activity. However, this 
achieved good results mainly on binary classification of the NSL-KDD giving accu-
racy of 93.5%. In [41], seven machine learning models were tested on the NSL-
KDD dataset for binary classification including k-means clustering, k-NN, RF, IF, 
b-XGBoost, DNN and CNN. Both of the b-XGBoost and DNN models were the top 
performers. For multi-class classification, two classifiers, namely m-XGBoost and 
Siamese-NN, were evaluated, and m-XGBoost was chosen. The model was tested 
on the NSL-KDD dataset. The accuracy was reported to be 80% in binary classi-
fication. In multi-class, an average F-score is 70%. In [42], oversampling was done 
using SMOTE, while the oversampled data were undersampled using TomekLink to 
remove redundant data samples. This was evaluated on many datasets including the 
NSL-KDD with a stratified tenfold cross-validation, while the classification was car-
ried out with a LSTM model. This method achieved an accuracy of 99%.

Related works in NIDS that consider the imbalance problem highly improve the 
performance of NIDS compared to others that do not address imbalances problem. 
However, few of the related works evaluated their methods on NSL-KDD dataset; 
also to the best of our knowledge, none of the studies have analyzed the combination 
of ADASYN and TomekLink algorithms together for undersampling and oversam-
pling, respectively.

3  Proposed method

In this paper, it is aimed to deal with the NSL-KDD dataset imbalances problems 
in order to achieve not only good accuracies but also improved detection rate of the 
minority classes. This can be achieved by mitigating the imbalanced classes’ prob-
lem and then proceeding with intrusion detection.

To deal with the imbalance problem, a data preprocessing method is proposed. 
This method consists of oversampling the minority classes using Adaptive Synthetic 
Sampling (ADASYN) followed by undersampling using TomekLink to remove any 
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redundant data samples generated by ADASYN. ADASYN basic idea is using a 
weighted distribution for different minority class examples according to their level 
of difficulty in learning, where more synthetic data are generated for minority class 
examples that are harder to learn compared to those minority examples that are 
easier to learn [43]. Some of the generated samples may overlap with the majority 
classes, and that is why undersampling is used after oversampling. Undersampling is 
done using TomekLinks which deletes some of the majority class to remove redun-
dancies. This proposed method is shown to improve the performance of NIDS, and 
to the best of our knowledge, ADASYN + TomekLinks method has not been tested 
in the previous literature. After the resampling method, the classification is then car-
ried out by more than one deep learning model, and the performances of the differ-
ent models are compared. After the data resampling, the models are trained on both 
binary and multi-class classification problems. The performance of the models is 
evaluated on the KDDTest dataset and a part of KDDTrain dataset, where in both 
cases, the test dataset remains unseen by the training model. A detailed explana-
tion of the dataset, data preprocessing as well as the purposed architectures will be 
included in this section. A diagram of the purposed architecture is shown in Fig. 1.

3.1  Dataset description

The NSL-KDD is a publicly available dataset purposed by M. Tavallaee in [44] as 
an improvement over the well-known KDD’99 dataset. It is available for research-
ers as a benchmark dataset to evaluate different intrusion detection methods. The 
NSL-KDD dataset contains KDDTrain and KDDTest which are partitioned into dif-
ferent difficulty levels. The NSL-KDD improved many of the shortcomings of the 
KDD’99 dataset by providing the following advantages:

• It does not include redundant records in the train set, so that the training would 
not be biased toward a certain record [44].

• It does not include duplicate records, which helps the training to be more accu-
rate [44].

Fig. 1  Purposed architecture
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• The selected records of each difficulty level is proportional to the original 
KDD’99 dataset in order not to affect the training [44].

• The number of records in the train and test sets is not very large, which makes 
it affordable to run experiments on the whole dataset without needing to select 
a portion of the dataset randomly. This enables a more accurate comparison 
between intrusion detection algorithms [44].

The dataset contains 41 attributes, with 1 column as the classification label. There 
are five labels, one label for the normal traffic, while the attacks are grouped into 
four different labels (DoS, Probing, R2L and U2R) according to the type of attack as 
shown in Table 1. An overview of each classification label is given below:

• Normal: This refers to normal traffic, and it is considered as the majority class of 
the dataset [45].

• Denial of Service Attack (DoS): This is an attack that aims to make a system 
extremely busy and consume its memory resources to hinder its ability to accept 
normal requests, preventing users’ access to the system [45].

• Probing Attack (Probe): This attack is used to gather information about a net-
work in order for its initiator to exploit the network’s vulnerabilities [45].

• Remote to Local Attack (R2L): This is an attempt by an intruder to get access to 
a network as a user [45].

• User to Root Attack (U2R): This attack starts as a regular user account on the 
network and exploits vulnerabilities to gain root access to the system [45].

The 41 attributes of the dataset are shown in Table 2. There are three non-numer-
ical attributes, and the remaining 38 attributes are all numerical [45]. The non-
numerical attributes are the protocol-type which varies between 3 values, the Ser-
vice which can have 70 different values and the Flag which has 11 different values 
as shown in Table 3 [45].

Table 1  NSL-KDD dataset 
attack types [45]

Class label Attack type

DoS mailbomb, neptune, apache2, back, land
pod, processtable, teardrop, smurf, udpstorm
worm

Probe ipsweep, nmap, mscan, saint, portsweep
satan

R2L guess passwd, ftp write, httptunnel, multihop
imap, named, phf, sendmail, Snmpgetattack
spy, warezclient, snmpguess
warezmaster, xsnoop, xlock

U2R buffer overflow, loadmodule, perl, ps
sqlattack, rootkit, xterm
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The distribution of the labels in the train set and the test set is shown in 
Table  4. The distribution of the train and test sets can be further visualized in 
Fig. 2.

As shown in both Table 4 and Fig. 2, the NSL-KDD suffers from a very obvi-
ous class imbalance problem. This is intended to simulate real-network traf-
fic where the normal traffic is much more than the attacks traffic. However, this 
causes the NIDS to achieve good accuracy by detecting the normal traffic and 
can negatively affect the detection rate of some attacks. The percentages of the 
normal, DoS, Probe, R2L and U2R traffic in the KDDTrain dataset are 53.45%, 
36.45%, 9.25%, 0.78% and 0.04%, respectively. The presence of attacks is much 
lower than normal traffic especially both R2L and U2R attacks which are more 
difficult to detect [46]. This provides the motivation behind resampling the train-
ing dataset using ADASYN and TomekLinks.

Table 3  Non-numerical features values [45]

Non-numerical features Values

Protocol-type tcp, udp, icmp
Service aol, auth, bgp, courier, csnet-ns, ctf, daytime, discard,

X11, Z39-50, domain, domain-u, echo, eco-i, ecr-i,
efs, exec, finger, ftp, systat, vmnet, ftp-data, gopher,
harvest, hostnames, http, http-2784, http-443,red-i, http-8001,
imap4, IRC, iso-tsap, klogin,
kshell, ldap, link, login, supdup, mtp,
name, netbios-dgm, netbios-ns,
netbios-ssn, netstat, nnsp, whois, nntp,
ntp-u, other, pm-dump,
pop-2, pop-3, printer, private,
urp-i, uucp, uucp-path, remote-job, rje, shell
smtp,sql-net, ssh, sunrpc, telnet, tftp-u
, tim-i, time, urh-i

Flag OTH, REJ, RSTO, RSTOS0, RSTR, S0, S1, S2, S3, SF, SH.

Table 4  Distribution of samples 
for each class in NSL-KDD 
dataset

Class label Train Test

Normal 67,343 9710
DoS 45,927 7458
Probe 11,656 2421
R2L 995 2887
U2R 52 67
Total 125,973 22,543
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3.2  Data preprocessing

Before using the data for the deep learning model, data preprocessing is essential 
to make it understandable and learnable by the model. The NSL-KDD dataset is 
a clean dataset without any empty or Not a Number (NaN) entries. Nan entries 
are not understood by a machine learning model and thus should be removed 
before training a model. So in this work, data preprocessing consists of two steps: 
encoding and normalization.

3.2.1  Encoding

Deep learning models only understand numeric values, that’s why the non-
numeric attributes have to be encoded in some way to be understood by the 
model. In this work, the three non-numeric attributes were converted into numeri-
cal ones using one-hot encoding. One-hot encoding is the most common algo-
rithm for addressing multi-labeled data due to its simplicity [47]. One-hot encod-
ing is converting each categorical value into a new categorical column and assign 
a binary value of 1 or 0 to those columns. Each integer value is represented as a 
binary vector. All the values are zero, and the index is marked with a 1 as shown 
in Fig.  3 [47]. This transformation results in increasing the number of attrib-
utes from 41 to 122. The classification labels are also transformed using one-hot 
encoding. This converts the 1 column classification into five columns represent-
ing the normal class and the four attack types. This encoding is achieved with the 
OneHotEncoder class from the scikit-learn library [48]. Various encoding tech-
niques were tested in this work, and one-hot encoding was chosen as it provided 
best results.

Fig. 2  Distribution of samples for each class in NSL-KDD dataset
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3.2.2  Normalization

Scaling the data is an important part of data preprocessing in deep learning by 
mapping the values into a specific range. This process helps the deep learning 
model and speeds up the training process. Scaling can be achieved using normali-
zation, where one of the most common normalizers is the MinMaxScaler from 
the scikit-learn library which was used in this work. The normalization is done by 
subtracting each value from the minimum value in its column and dividing by the 
range (Max value–Min value) as shown in Eq. 1. Several normalizers were tested 
in the process of this research; eventually, MinMaxScalar was chosen for provid-
ing best results.

After applying one-hot encoding and normalization on the train dataset, two 
approaches are implemented. The first approach is to train on the entire KDDTrain 
dataset and use the KDDTest as the testing dataset. The second approach is to split 
the KDDTrain dataset into a 75%, 25% parts and use the 75% for training and 25% 
for testing. In both cases, the test dataset is a set of samples that have not been seen 
while training the model.

3.2.3  Class balancing

As shown in the dataset description subsection, the NSL-KDD suffers from the class 
imbalance problem. This appears in how the normal traffic compromises 53.45%, 
while the U2R traffic compromises 0.04% of the dataset. This problem creates a 
false high accuracy because the model will be trained to classify the majority class 
while ignoring the minority classes. Achieving high accuracies that does not cor-
rectly reflect the performance of the model is called an accuracy paradox [51]. This 
imbalance problem is well-known to be dealt with by oversampling and undersam-
pling [52]. In this work, an advanced approach based on the work of [42] is pro-
posed by oversampling the dataset using ADASYN instead of SMOTE and under-
sampling the output using TomekLinks with the addition of dropping the normal 
traffic in the multi-class classification case. This proposed data resampling method 
will be referred to as ADASYN + TomekLinks.

(1)xscaled =
x −min(x)

max(x) −min(x)
[50].

Fig. 3  One-hot encoding [49]
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3.2.3.1 Dropping normal traffic In the case of multi-class classification, the normal 
traffic is dropped from both the train and test datasets. This is implemented to let the 
model focus more on classifying the attack type without confusing it with a normal 
sample. This is done under the assumption of having two-stage NIDS which will first 
identify an attack then identify its type. The distribution of the dataset samples after 
dropping normal traffic is shown in Fig. 4.

3.2.3.2 ADASYN Using ADASYN algorithm generates synthetic samples according 
to the level of difficulty in learning a specific minority class samples. Thus, more 
synthetic samples are generated for the minority classes that are relatively harder to 
learn due to their small count. It generates samples along the line segments between 
the k minority classes nearest neighbors [53]. The ADASYN algorithm can be further 
clarified as explained in Algorithm 1. However, ADASYN does not take into consid-
eration that neighboring examples may come from other classes. This may create an 
overlap between classes that can be solved by undersampling. Although ADASYN 
was designed as an improvement to SMOTE, the literature of comparisons between 
them does not unanimously favor either of the two [53]. The distribution of the data-
set samples after dropping normal traffic and oversampling is shown in Fig. 5.

Fig. 4  Distribution of samples in each class in NSL-KDD dataset after dropping normal traffic
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Fig. 5  Distribution of samples in each class in NSL-KDD dataset after dropping normal traffic and over-
sampling
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3.2.3.3 TomekLinks TomekLinks are a pair of samples belonging to different classes, 
but they are each other’s nearest neighbor [54]. This is done by going over minority 
class samples and calculated the neighbor with the lowest Euclidean distance. If this 
nearest neighbor turns out to belong to the majority class, it is removed [54]. The 
presence of these pairs makes it ambiguous to distinct between classes so removing it 
helps in training the model [55].

3.2.3.4 ADASYN+TomekLinks In this paper, a combination of ADASYN and Tome-
kinks is used to oversample the data. TomekLinks is used after ADASYN to remove 
the noise that is generated with the oversampling. This removes neighbors of differ-
ent classes to make the learning process easier. The proposed algorithm is shown in 
Algorithm 2. The distribution of the dataset samples after dropping normal traffic and 
oversampling+undersampling is shown in Fig. 6.

The distribution of the dataset in all preprocessing stages is shown in Table 5. 
It should be noted that the above-mentioned data resampling algorithms are only 
applied on the training dataset and not the test dataset. Applying those techniques 

Fig. 6  Distribution of samples in each class in NSL-KDD dataset after dropping normal traffic and 
oversampling+undersampling
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on the test dataset would generate similar patterns in both training and test datasets, 
which will result in overestimated results [56].

3.3  Model architectures

Several model architectures were used in this work; we now describe those deep 
learning models. The models are based on MLP, DNN, CNN and CNN-BLSTM 
architectures. Those models were chosen for their proved high performance in many 
domains [57–59].

3.3.1  Multi‑layer perceptron (MLP)

Multi-layer perceptron is a feed forward neural network which consists of three lay-
ers: the input layer, the output layer and the hidden layer. The input layer is the layer 
that receives the input signal which needs to be processed by the neural network. 
The output layer is the layer that performs the classification and produces an output. 
Any number of hidden layers can be included in between the input and output lay-
ers. They are the engine of the computations between the input and output layers. 
MLP is a feed forward neural network, meaning that the data flows from the input 
layer to the output layer. MLP neurons are trained using the back propagation algo-
rithm. Some of the uses of MLP are pattern classification, recognition, prediction 
and approximation [60].

In this work, an enhanced MLP model is suggested. The model is the simple and 
fast one consisting of an input layer, an output layer and two hidden layers. After 
several trials and experiments, the number of neurons in each layer was found to 
provide the highest accuracy with values of 102 and 50, respectively. The activation 
function was chosen as the ReLU in both hidden layers. For the output layer, the 
activation function was either a sigmoid or a softmax depending on whether it is a 
binary or multi-class classification. No dropout was used in this model. The details 
of the model are shown in Table 6. Finally, the model was complied with the Adam 
optimizer and categorical cross-entropy or binary cross-entropy as a loss function. 
The hyperparameters of the model are shown in Table 7.

The second model is of a more complex architecture than the first one, which 
will be referred to as the DNN (deep neural network) model. It consists of an 

Table 5  Distribution of samples in each class in KDDTrain

Class label Dropping normal Oversampling Oversampling+Undersampling

Normal 0 0 0
DoS 45,927 45,927 45,927
Probe 11,656 45,918 45,918
R2L 995 45,925 45,864
U2R 52 45,924 45,863
Total 125,973 183,694 183,572



10630 A. Abdelkhalek, M. Mashaly 

1 3

input layer, an output layer and two hidden layers. After several experiments, the 
number of neurons in each hidden layer was found to be 1024 and 768. The acti-
vation function was chosen to be ReLU function for all the hidden layers. A drop-
out layer was used after each hidden layer as well, with a probability of 0.01. 
For the output layer, the activation function was either a sigmoid or a softmax 
depending on whether it is a binary or multi-class classification. The details of 
the model are shown in Table 8. Finally, the model was complied with the Adam 
optimizer and categorical cross-entropy or binary cross-entropy as a loss func-
tion. The hyperparameters of the model are shown in Table 9.

Table 6  MLP model layers

1Depending on binary or multi-class classification

Block Layers Number of 
Neurons

Activation

Input block Input layer 122 –
Hidden block 1 Dense layer 102 ReLU
Hidden block 2 Dense layer 50 ReLU
Output block Output layer 1/41 Sigmoid/Softmax 1

Table 7  MLP model hyperparameters

1Depending on splitting the KDDTrain or not

Parameter Binary classifier Multi-class classifier

Batch size 128 128
Learning rate 0.001/0.0011 0.001/0.0011

Standard deviation 0.001/0.11 0.01/0.11

Optimizer Adam Adam
Loss function Binary cross-entropy Categorical cross-entropy
Metric Accuracy Accuracy

Table 8  DNN model layers

1Depending on binary or multi-class classification

Block Layers Number of 
neurons

Activation

Input block Input layer 122 –
Hidden block 1 Dense layer 1024 ReLU

Dropout layer 0.01 –
Hidden block 2 Dense layer 768 ReLU

Dropout layer 0.01 –
Output block Output layer 1/41 Sigmoid/Softmax1
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3.3.1.1 Convolutional neural networks (CNN) The convolutional neural network 
(CNN) is a deep learning model widely used in computer vision. CNN is composed 
of a convolutional layer, pooling layer and dense layer. While the two-dimensional 
CNN has been successfully applied in image recognition, the one dimensional CNN 
(1D CNN) is more suitable for sequence data [61].

In this work, we use a 1D CNN model to implement an intrusion detection sys-
tem. We design a model with seven layers, including the input and output layers. 
There are three 1D convolutional layers and two fully connected layers for the clas-
sification. The three convolutional layers are followed by a 1D max pooling layer 
to reduce the spatial size, thus reducing complexity and avoiding overfitting. Each 
layer is followed by a 10% dropout layer. The number of convolutional filter is 62, 
62 and 124 with a kernel size of 2, 4 and 8. The max pooling layers has a pool size 
of 2, 4 and 8 with a stride of 1. The two fully connected layers consist of 256 and 
five neurons. All of those values were found after experiments and trials. The details 
of the model are shown in Table 10. Finally, the model was compiled with an Adam 
optimizer and categorical cross-entropy or binary cross-entropy as a loss function. 
The hyperparameters of the model are shown in Table 11.

3.3.1.2 Recurrent neural networks (RNN) Recurrent neural networks (RNNs) are a 
class of neural networks which can deal with sequential data [62]. They extend the 
capabilities of a traditional neural network by having a looped back connection in 
the hidden layers that is able to reuse data from previous times. A major problem 
that hinders the learning process of RNNs is vanishing and exploding gradients. This 
led to developing long short-term memory (LSTM) [63]. The LSTM model is pro-
posed by Hochreiter et al. [63] to solve the vanishing gradient problem of RNN. It 
is composed of a cell, an input gate, output gate and forget gate. Bidirectional long 
short-term memory (BLSTM) is a more advanced application of LTSM where there 
are two LSTMs; one that takes the input in the forward direction and the other in the 
backward direction. This is done so that the BLSTM output can depend on both next 
and previous time steps.

In this work, we use a CNN-BLSTM model to implement an intrusion detec-
tion system. We design a model with six layers, including the input and output 
layers. There are three 1D convolutional layers and a BLSTM layer. The three 

Table 9  DNN model hyperparameters

1Depending on splitting the KDDTrain or not

Parameter Binary classifier Multi-class classifier

Batch size 128 128
Learning rate 0.0003/0.0011 0.001/0.0011

Standard deviation 1/0.11 1/0.11

Optimizer Adam Adam
Loss function Binary cross-entropy Categorical cross-entropy
Metric Accuracy Accuracy
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convolutional layers are followed by a 1D max pooling layer to reduce the spa-
tial size, thus reducing complexity and avoiding overfitting. Each layer is fol-
lowed by a 10% dropout layer. The number of convolutional filter is 40, 60 and 
80 with a kernel size of 2, 3 and 4. The maxpooling layers have a pool size of 
2, 3 and 4 with a stride of 1. All of those values were found after experiments 
and trials. The details of the model are shown in Table 12. Finally, the model 
was compiled with an Adam optimizer and categorical cross-entropy or binary 
cross-entropy as a loss function. The hyperparameters of the model are shown in 
Table 13.

Table 10  CNN model layers

1Depending on binary or multi-class classification

Block Layers Layer size Activation Kernel Stride

Input block Input layer 122 – – –
Hidden block 1 1D CNN layer 62 ReLU 2 1

1D MaxPooling layer 2 – – 1
Dropout layer 0.1 – – –

Hidden block 2 1D CNN layer 62 ReLU 4 1
1D MaxPooling layer 4 – – 1
Dropout layer 0.1 – – –

Hidden block 3 1D CNN layer 124 ReLU 8 1
1D MaxPooling layer 8 – – 1
Dropout layer 0.1 – – –

Hidden block 4 Dense layer 256 ReLU – –
Dropout layer 0.1 – – –

Hidden block 5 Dense layer 5 ReLU – –
Dropout layer 0.1 – – –

Output block Output layer 1/41 Sigmoid/Softmax1 – –

Table 11  CNN model hyperparameters

1Depending on splitting the KDDTrain or not

Parameter Binary classifier Multi-class classifier

Batch size 128 128
Learning rate 0.1/0.0011 0.001/0.0011

Standard deviation 0.1/0.0011 1/0.0011

Optimizer Adam Adam
Loss function Binary cross-entropy Categorical cross-entropy
Metric Accuracy Accuracy
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4  Experiments and results

In this section, several experiments were conducted to evaluate the performance 
of the purposed models with the data resampling method ADASYN+TomekLink. 
Firstly, the evaluation metrics are introduced and defined. Secondly, the perfor-
mance of the different purposed models is compared with and without data resam-
pling and also compared with each other’s performances and with some state-of-the-
art models in intrusion detection. The experiments show that our model outperforms 
state-of-the-art models in anomaly detection.

4.1  Experiment setup

The models were implemented using TensorFlow and Keras in a Google Collab 
platform. The hardware of the experiments is a Windows 10 with an Nvidia GeForce 

Table 12  CNN-BLSTM model layers

1Depending on binary or multi-class classification

Block Layers Layer size Activation Kernel Stride

Input block Input layer 122 – – –
Hidden block 1 1D CNN layer 40 Tanh 2 1

1D MaxPooling layer 2 – – 1
Dropout layer 0.1 – – –

Hidden block 2 1D CNN layer 60 Tanh 3 1
1D MaxPooling layer 3 – – 1
Dropout layer 0.1 – – –

Hidden block 3 1D CNN layer 80 Tanh 4 1
1D MaxPooling layer 4 – – 1
Dropout layer 0.1 – – –

Hidden block 4 Forward BLSTM layer 50 Tanh – –
Backward BLSTM layer 50 Tanh – –

Output block Output layer 1/41 Sigmoid/Softmax1 – –

Table 13  CNN-BLSTM model hyperparameters

1 Depending on splitting the KDDTrain or not

Parameter Binary classifier Multi-class classifier

Batch size 128 128
Standard deviation 0.1/0.0011 1/0.0011

Optimizer Adam Adam
Loss function Binary cross-entropy Categorical cross-entropy
Metric Accuracy Accuracy
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GTX 1050. All the data resampling is done on the training set only. The test dataset 
was a set of samples never seen by the model, either the KDDTrain dataset or 25% 
of the KDDTrain dataset. The training of the models was done using 500 epochs 
with an early stopping condition monitoring val_accuracy metric to maximize with 
a patience of 20.

4.2  Evaluation metrics

A commonly used table in evaluating supervised machine learning models is the 
confusion matrix. The confusion matrix is a table that shows information about the 
predicted classes vs the actual classes [64]. It helps in calculating several metrics to 
evaluate the performance of the model using some terminologies. Some of the con-
fusion matrix terminologies are:

• True Positive (TP): The data instances correctly predicted to be positive.
• False Negative (FN): The data instances wrongly predicted to be negative.
• True Negative (TN): The data instances correctly predicted to be negative.
• False Positive (FP): The data instances wrongly predicted to be positive.

The first metric used and the most intuitive on is accuracy, which can be calculated 
as Eq. 2

When data are unbalanced, accuracy does not provide the most optimal evaluation 
of the model. Therefore, in addition to accuracy, other metrics are often used to eval-
uate the model. Those metrics are Precision, Recall and the F-score. The precision 
is the number of true positive results divided by the number of all positive results, 
including those not identified correctly also known as positive predictive value. It 
is calculated as shown in Eq.  3. The recall is the number of true positive results 
divided by the number of all samples that should have been identified as positive 
and is computed using Eq. 4. And the F-score is the harmonic mean of the precision 
and recall which is calculated according to Eq. 5 [65].

According to the metrics definitions, the objective here is to maximize accuracy, 
recall, precision and F-score.

(2)Accuracy =
TP + TN

TP + TN + FP + FN
[28].

(3)Precision =
TP

TP + FP
[28].

(4)Recall =
TP

TP + FN
[28].

(5)Fscore =
2 ∗ precision ∗ recall

precision + recall
[65].
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4.3  Experimental results

The conducted experiments are mainly divided into two parts. In the first part, the 
proposed models were trained on the KDDTrain dataset and tested on the KDD-
test dataset. This part will be referred to as the NoSplit part. In the second part, 
the proposed models were trained on 75% of the KDDTrain dataset while being 
test on the remaining 25% of the KDDTrain dataset. This part will be referred 
to as the split part. All the proposed models were tested in the two parts on both 
binary and multi-class classification. The effect of data resampling is observed 
on all the proposed models, then their performance is compared to each other’s. 
Moreover, the proposed models performances are compared to recent NIDS 
works in the literature.

The baseline performance of every model without any data resampling is com-
pared with the performance of the same model using oversampling (ADASYN) and 
oversampling+undersampling (ADASYN+TomekLink). The performance is also 
compared with random over- and undersampling. The evaluation metrics of each of 
the ML, DNN, CNN and CNN-BLSTM models in the binary classification case are 
shown in Tables 14, 15, 16 and 17, respectively.

From Tables 14, 15, 16 and 17, the effect of the proposed ADASYN+TomekLinks 
algorithm can be observed on the binary classification. In most models, an improve-
ment in all accuracy, precision, recall and F-score can be observed. Among the 

Table 14  MLP performance metrics in binary classification

1Accuracy
2Precision

Metric NoSplit Split

Acc.1 Prec.2 Recall F-score Acc.1 Prec.2 Recall F-score

No Resampling 77.2% 0.67 0.92 0.77 99.7% 0.99 0.99 0.99
Over 81.4% 0.73 0.90 0.80 99.8% 0.99 0.99 0.99
Over+ Under 85.1% 0.76 0.95 0.84 99.8% 0.99 0.99 0.99
Random Sampling 82.6% 0.72 0.96 0.82 99.8% 0.98 0.98 0.98

Table 15  DNN performance metrics in binary classification

1Accuracy
2Precision

Metric NoSplit Split

Acc.1 Prec.2 Recall F-score Acc.1 Prec.2 Recall F-score

No Resampling 84.1% 0.75 0.94 0.83 99.6% 0.99 0.99 0.99
Over 85.6% 0.77 0.93 0.84 99.6% 1 0.99 0.99
Over+ Under 86.1% 0.77 0.95 0.85 99.6% 0.99 0.99 0.99
Random Sampling 85.6% 0.77 0.94 0.84 99.7% 0.97 0.97 0.97
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proposed models, the CNN model achieves the highest accuracy of 87.8% in the 
NoSplit case and 99.8% in the Split case.

Furthermore, the evaluation metrics of each of the ML, DNN, CNN and CNN-
BLSTM models in the multi-class classification case are shown in Tables 18, 19, 20 
and 21, respectively.

The effect of the proposed ADASYN+TomekLinks algorithm can be observed on 
the multi-class case from Tables 18, 19, 20 and 21. In most cases, an improvement 
in all accuracy, precision, recall and F-score can be observed with oversampling 

Table 16  CNN performance metrics in binary classification

1Accuracy
2Precision

Metric NoSplit Split

Acc.1 Prec.2 Recall F-score Acc.1 Prec.2 Recall F-score

No resampling 74.8% 0.72 0.96 0.82 99.7% 0.99 0.99 0.99
Over 82.3% 0.72 0.96 0.82 99.7% 0.99 0.99 0.99
Over+Under 93.3% 0.76 0.95 0.84 99.8% 0.99 0.99 0.99
Random sampling 75.7% 0.65 0.92 0.76 99.8% 0.98 0.98 0.98

Table 17  CNN-BLSTM performance metrics in binary classification

1Accuracy
2Precision

Metric NoSplit Split

Acc.1 Prec.2 Recall F-score Acc.1 Prec.2 Recall F-score

No Resampling 80.0% 0.70 0.92 0.79 99.7% 0.99 0.99 0.99
Over 83.5% 0.74 0.94 0.82 99.5% 0.99 0.99 0.99
Over+ Under 82.2% 0.73 0.91 0.81 99.7% 1 0.99 0.99
Random sampling 78.8% 0.68 0.94 0.78 99.7% 0.97 0.97 0.97

Table 18  MLP performance metrics in multi-class classification

1Accuracy
2Precision

Metric NoSplit Split

Acc.1 Prec.2 Recall F-score Acc.1 Prec.2 Recall F-score

No Resampling 83.3% 0.83 0.83 0.83 99.7% 0.99 0.99 0.99
Over 87.3% 0.87 0.87 0.87 99.9% 0.99 0.99 0.99
Over + Under 85.5% 0.85 0.85 0.85 99.9% 0.99 0.99 0.99
Random sampling 84.4% 0.84 0.84 0.84 99.9% 0.99 0.99 0.99
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only. This is due to dropping the normal traffic before the resampling process, which 
helps the model not get confused with the normal traffic and decreases the pres-
ence of any TomekLinks. Among the proposed models, the MLP model achieves the 
highest accuracy of 87.25% in the NoSplit case and 99.9% in the Split case.

4.4  Discussion

The experimental results show the following:

Table 19  DNN performance metrics in multi-class classification

1Accuracy
2Precision

Metric NoSplit Split

Acc.1 Prec.2 Recall F-score Acc.1 Prec.2 Recall F-score

No Resampling 85.7% 0.85 0.85 0.85 99.8% 0.98 0.98 0.98
Over 83.6% 0.83 0.83 0.83 99.9% 0.99 0.99 0.99
Over + Under 82.9% 0.82 0.82 0.82 99.9% 0.9 0.99 0.99
Random sampling 83.0% 0.83 0.83 0.83 99.7% 0.97 0.97 0.97

Table 20  CNN performance metrics in multi-class classification

1Accuracy
2Precision

Metric NoSplit Split

Acc.1 Prec.2 Recall F-score Acc.1 Prec.2 Recall F-score

No Resampling 76.8% 0.76 0.76 0.76 99.7% 0.99 0.99 0.99
Over 77.8% 0.77 0.77 0.77 99.5% 0.99 0.99 0.99
Over+ under 81.8% 0.81 0.81 0.81 99.7% 1 0.99 0.99
Random sampling 81.3% 0.81 0.81 0.81 99.7% 0.97 0.97 0.97

Table 21  CNN-BLSTM performance metrics in multi-class classification

1Accuracy
2Precision

Metric NoSplit Split

Acc.1 Prec.2 Recall F-score Acc.1 Prec.2 Recall F-score

No Resampling 85% 0.84 0.84 0.84 99.6% 0.96 0.96 0.96
Over 80.5% 0.80 0.80 0.80 99.9% 0.99 0.99 0.99
Over + Under 80.6% 0.80 0.80 0.80 99.9% 0.99 0.99 0.99
Random Sampling 82.8% 0.82 0.82 0.82 99.7% 0.97 0.97 0.97
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1. Among the proposed binary models, the CNN model achieves the best accuracy, 
precision, recall and F-score. The CNN model extracts important features from 
the inputs which helps in detecting attacks. The un-sequential nature of the inputs 
makes RNN not useful. It was also found that the increased complexity of the 
model just causes overfitting in the case of DNN model. The confusion matrix is 
shown in Fig. 7 as well as the metrics in Table 16. In Fig. 8, its performance is 
compared to other recent NIDS in binary classification.

2. Among the multi-class models, the MLP model achieves the best accuracy, preci-
sion, recall and F-score. This shows that the added complexity to the model does 
not benefit the classification of the attack type. Increasing the complexity in the 
case of DNN causes overfitting. Because there is no sequential flow between the 

Fig. 7  CNN binary classification confusion matrix

Fig. 8  Proposed CNN versus binary classifiers
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data, RNNs do not increase the accuracy. A deeper look into the metrics is pro-
vided in Table 22, while the confusion matrix is shown in Fig. 9. From Table 22, it 
is shown that the MLP model successfully detects the minority attacks with good 
accuracy, precision and recall. Its performance is compared to recent multi-class 
NIDS in Fig. 10.

3. In both of the binary and multi-class classification detection, the proposed 
ADASYN+TomekLink or ADASYN only combined with deep learning improve 
the accuracy, precision and recall over the baseline models. This shows that data 
resampling techniques are a promising approach to solve the class imbalance 
problem in intrusion detection.

Fig. 9  MLP multi-class classification confusion matrix

Fig. 10  Proposed MLP versus multi-class classifiers
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4. Dropping the normal traffic before training the attack type classification model 
improves the detection rate of minority classes. This is because the model no 
longer confuses an attack type sample with normal traffic sample.

5. A two-stage NIDS can be implemented using both binary and multi-class mod-
els. The first stage would detect the presence of an attack as opposed to normal 
traffic. After detecting the presence of an attack, the second stage would work on 
identifying the type of attack in order to be able to deal with it.

5  Conclusion

This paper proposes a framework to solve the class imbalance problem in the NSL-
KDD dataset to improve the detection rate of minority class attacks. Data resam-
pling techniques along with deep learning were proposed to solve the problem. The 
data were first oversampled using ADASYN then undersampled using TomekLinks 
to remove redundant data samples. This data resampling technique was used with 
four different deep learning models based on MLP, DNN, CNN and CNN-BLSTM 
architectures. Based on experimental results, ADASYN+TomekLinks technique 
was found to increase the detection rate of minority classes in comparison with no 
data resampling techniques. Moreover, in the binary classification, the proposed 
CNN model achieved an accuracy of 99.8% and detection rate of 99% which is bet-
ter than state-of-the-art binary classifiers. Furthermore, in the multi-class classifica-
tion, proposed MLP model achieved an accuracy of 99.9% and detection rate of 99% 
which is also better than state-of-the-art multi-class classifiers. These results pro-
vide a promising direction for NIDS and for improving the detection rate of minority 
classes in imbalanced datasets. This also opens up the possibility of implementing 
a two-stage NIDS to make use of the high accuracies in binary and multi-class clas-
sifiers using different models. Some of the future work recommendations will be 
below.

5.1  Future work

The proposed IDS in this paper provides promising results. However, the detec-
tion rates of minority classes can be improved even further, which is how this 

Table 22  MLP performance 
metrics in multi-class 
classification on different classes

1Accuracy
2Precision

Label Acc.1 Prec.2 Recall F-score

dos 100% 1 1 1
probe 100% 1 1 1
r2 l 98.8% 1 0.98 0.98
u2r 100% 0.81 1 0.89
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work can be extended upon. By using different data resampling techniques and 
different combinations of oversampling and undersampling techniques and using 
different deep learning architectures, the detection rate can be further improved. 
This work can also be tested on different more imbalanced intrusion detection 
datasets like CIC-IDS2017 or UNSW-NB15, which both have more classes than 
the NSL-KDD dataset.
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