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Abstract
Understanding the behaviour of a system’s API can be hard. Giving users access to relevant 
examples of how an API behaves has been shown to make this easier for them. In addition, 
such examples can be used to verify expected behaviour or identify unwanted behaviours. 
Methods for automatically generating examples have existed for a long time. However, 
state-of-the-art methods rely on either white-box information, such as source code, or on 
formal specifications of the system behaviour. But what if you do not have access to either? 
This may be the case, for example, when interacting with a third-party API. In this paper, 
we present an approach to automatically generate relevant examples of behaviours of an 
API, without requiring either source code or a formal specification of behaviour. Evalua-
tion on an industry-grade REST API shows that our method can produce small and relevant 
examples that can help engineers to understand the system under exploration.
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1  Introduction

Understanding and verifying the behaviour of an API can be a difficult task. One way 
of alleviating some of this burden is through access to examples of the API’s behav-
iour (McLellan et al., 1998; Novick & Ward, 2006; Nykaza et al., 2002; Robillard, 2009; 
Robillard & DeLine, 2011; Shull et al., 2000). Generated examples can significantly aid 
users in understanding the behaviour of an API (Gerdes et al., 2018), and many approaches 
have been proposed to automatically produce them  (Barnaby et  al., 2020; Buse and 
Weimer, 2012; Gu et al., 2019; Holmes et al., 2006; Kim et al., 2009; Mar et al., 2011; 
Montandon et al., 2013; Moreno et al., 2015). A common theme for these approaches is 
that they require access to white-box information such as existing usage examples from 
source code. In contrast, Gerdes et  al. (2018) proposed a black-box approach. However, 
it required not only the implementation itself, but also a formal specification of the code, 
from which tests could be generated. The formal specification played a key role in select-
ing examples of “interesting” behaviour.

What if we do not have a specification of behaviours? Can we still generate tests to 
explore the behaviour of the system, and among them select interesting examples from 
which the user can gain a new understanding of the system’s behaviour? Can we automate 
the behaviour of “playing with the system” to understand parts of what it does? Gaining 
such understanding of a system is vital for end-users in using an API to successfully inter-
act with the system, testers verifying the actual behaviour of a system, and developers mak-
ing changes to the system, wanting to ensure the behaviour has been altered correctly.

In our work, we consider this situation and generate examples of the system’s behav-
iour without requiring any white-box information, such as source code, or a formal spec-
ification. As illustrated in Fig. 1, an example generating approach, such as we propose, 
fits in an interactive workflow where understanding of an API is refined over time. As 
shown in Fig. 1, a user of the approach interacts with the approach by generating exam-
ples of behaviours. Through search iterations, the approach interacts with an API to gen-
erate the examples. The user of the approach inspects the examples to better understand 
how the API behaves.

For example generation to be useful, we must consider the following three requirements: 
(i) generated examples should illustrate interesting and different behaviours, i.e. how differ-
ent API operations interact (Robillard & DeLine, 2011). Moreover, to avoid overwhelming 

Fig. 1   The proposed approach can be used in an interactive exploration process, where a user—based on 
the output—refines the understanding of an API
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the user, (ii) the number of examples should be small and (iii) each example should be min-
imal (Gerdes et al., 2018; Robillard & DeLine, 2011). Minimal means that all the opera-
tions in the example should be essential to its point—no operation can be removed without 
breaking the example. Indeed, a generated example consisting of a random sequence of 
API operations would not be helpful in understanding a system’s behaviour. Therefore, we 
focus on generating relevant examples.

In this work, we judge an example as relevant if it fulfils the requirements mentioned 
from prior work in this area (Gerdes et al., 2018; Robillard & DeLine, 2011). Concretely, 
we judge an example as relevant if it shows an interaction between the state of the system 
and a sequence of two or more operations in such a way that a distinct behaviour is dem-
onstrated, in accordance with the aforementioned requirements. For example, a sequence 
of three operations that query the state of the system, create an entity, and query the state 
again could demonstrate a state-changing sequence in which the state of the system is 
enlarged—the system stores a larger number of entities. We exclude sequences of only one 
operation due to the fact that such a sequence cannot produce an example of interaction 
between the operation and the state of the system. We would have no general behaviour to 
relate the operation to, since we do not know how it behaves over multiple invocations or in 
sequence with other operations.

Potential uses of generated examples include helping users and developers understand 
the behaviour of an API. Users could be, e.g. end-users who want to understand its func-
tionality better, developers integrating with APIs of 3rd-party systems or developers who 
make changes to the codebase that the API exposes. For the latter type of user, generated 
examples of the actual behaviour could then show both expected pre-existing behaviours 
and unexpected new behaviours, whereas an existing test suite would be limited to find-
ing potential regressions in existing behaviours, but would not uncover new, potentially 
unwanted, behaviours.

Another potential use case is in systems consisting of services with APIs created by 
different teams, such as in a microservice architecture (Fowler, 2016), where the system is 
composed of many services (sometimes hundreds). For a developer implementing an API 
for such services, generated examples can serve as a basis for usage documentation, speed-
ing up the documentation process. In addition, examples of how operations interact could 
yield documentation in a tutorial fashion, rather than a flat list of API operations. In this 
way, the generated examples would complement a typical API reference documentation. 
Example interactions would alleviate the need for the user to have a mental model of the 
state of the system and how the operations interact when reading the API documentation.

Our approach generates examples as sequences of operations invoking the API. The 
examples are generated by automatically searching for predefined commonly occurring 
categories of general behaviour that we expect many systems to display instances of. We 
call these general behaviours “meta-properties”. A set of generated examples of general 
behaviours can indicate specific behaviours of an API. These indicated specific behaviours 
emerge from the generated examples. An example of such a specific behaviour is that of 
a query-operation—an operation that has the general behaviour of not changing the state 
of the system. Figure 2 shows how these concepts fit together in our proposed approach; 
meta-properties are used to search for examples of general API behaviours which then indi-
cate specific API behaviours. We assess whether meta-properties hold or not, based on the 
observations we make of responses from the API when we execute a generated sequence 
of operations. In essence, a meta-property defines behaviour in terms of how responses 
from executing a sequence of generated operations relate. Meta-properties are central to 
our approach as they define the behaviours that our exploration searches for.
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Specifically, we make the following contributions:

•	 An approach to automatically generate relevant examples of actual system-under-test 
behaviours, as exposed by an API, without the need for a formal specification.

•	 A set of general abstract meta-properties used to categorise behaviours.

The proposed approach is enabled by the key ideas of abstracting the API of the system 
under exploration and using meta-properties to generate examples, as shown in Fig. 3.

We evaluate the ability of the proposed approach to generate relevant examples using 
the proposed meta-properties. We do so by applying the approach on GitLab, an industry-
grade REST API.

The remainder of this paper is structured as follows: Section 2 describes our approach in 
detail. Section 3 shows an application of our approach to an illustrative example. Section 4 
includes the evaluation of our approach. Section 5 discusses the approach in the context of 
our evaluation. Section 6 relates our work to the literature. Section 7 concludes the article.

2 � Our approach for exploring behaviours

In this section, we explain the details of our approach to generate relevant examples by 
exploring the behaviours of an API. Before describing the details of specific parts of the 
process, we present a schematic overview of the components and process of the proposed 
approach, as shown in Fig. 4.

2.1 � Process overview

To explore the behaviour of an API provided by a System Under Exploration , the exam-
ple generation process must be able to call the operations of the API. To be able to make 

Fig. 2   Meta-properties define general behaviours. Examples are produced from the meta-properties. A set 
of examples, or the lack of, indicate specific emergent behaviours exposed by an API

Fig. 3   An overview of the key ideas and how they fit in the process of generating examples
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any calls to an API, we need to know at least the operations it provides and a schema of 
the required inputs for those operations. Without any of those, we would be forced to send 
random bits to the API, a process with a low probability of being useful when searching for 
behaviours. We aim to propose a general approach, potentially targeting any type of API 
implementation. Therefore, we represent the operations of the API in an abstract format, 
with no details of how the operations are to be executed. We refer to this format as the 
Abstract Method and Operations Specification (AMOS). The details of the AMOS are fur-
ther explained in Sect. 2.2.

To automatically generate the AMOS describing the operations of an API, an API 
Specification  would be needed. Some examples of existing API specification formats 
are OpenAPI1 specification (WebAPIs), a GraphQL2 schema (WebAPIs), or an Async 
API3 specification (message-driven APIs). This kind of specification could potentially 
be used to generate an AMOS automatically. However, constructing a component of 
Automatic AMOS Mapping  is a one-time engineering effort for the specific type of 

Fig. 4   Approach overview; the API Abstraction process produces an AMOS as input to the Example Gen-
eration process. The Example Generation process interacts with an API and produces Generated Examples 

1  https://​www.​opena​pis.​org/
2  https://​graph​ql.​org/
3  https://​www.​async​api.​com/

https://www.openapis.org/
https://graphql.org/
https://www.asyncapi.com/
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API, e.g. once a mapper from OpenAPI specifications to AMOS exists, then any REST 
API (Fielding, 2000) described using OpenAPI can use it. Alternatively, if no such 
mapper exists for a type of API, then the AMOS can be created manually , since it is 
expressed in a human-readable notation. Both of these options can be seen in Fig. 4 in 
the API Abstraction part of the process—the goal of which is to provide an AMOS. The 
AMOS  is an input to our approach and only includes the API operations, not how the 
operations relate, i.e. no behaviour—that is what our API exploration aims to find.

Given an AMOS as input and a set of Meta-Properties —descriptions of general API 
behaviours, detailed in Sect. 2.4—examples are generated by the Example Generation Pro-
cess, further explained in Sect. 2.3. This process generates an example candidate , which 
is then executed on the API . As the Example Generation Process only uses abstract oper-
ations—as specified in the AMOS —the abstract candidate operations must be translated 
to actual API operations. This translation process is done by an API Translation  compo-
nent. The response of an executed candidate operation sequence is selected  according 
to the conformance of the candidate to Meta-Properties . Example candidate operation 
sequences, which pass the selection criterion, are included in the Generated Examples . 
In addition, found examples are made available to future iterations of the candidate genera-
tion , to avoid repeatedly generating examples which are already known.

The following subsections detail the different parts of the proposed approach.

2.2 � Abstracting the system with AMOS

The Abstract Method and Operations Specification (AMOS)  provides a general for-
mat for specifying available operations for the generation of examples. Such a speci-
fication is necessary when building a method and tool useful on many different types 
of SUT such as web-services, user interfaces, and libraries. One of the problems we 
aim to solve with this work is the burden of specifying SUT behaviour by a human. 
Thus, it is important to consider the effort of creating the AMOS. We must not move 
the burden from specifying the SUT itself to specifying the AMOS for the SUT. Since 
the AMOS only contains operations possible to perform on the SUT, the specification 
is not as detailed as a behavioural specification of a SUT, hence reducing effort. Since 
the AMOS does not specify behaviour, the effort of mapping the operations of the SUT 
to the AMOS can potentially be automated, given that the SUT conforms to a common 
format. The domain of web services using the OpenAPI specification is an example of 
where the creation of an AMOS could be automated.

Figure 5 shows the AMOS for an example application used to illustrate our approach, 
that is introduced in Sect.  3.1. The AMOS is described in extensible data notation 
(edn).4 The essential components of the AMOS are as follows:

•	 Method of invocation - Which API Translation component  should be used to per-
form the executions? Line 3 in Fig. 5.

•	 Operations - Which operations are available? Lines 11–22 in Fig. 5.

4  https://​github.​com/​edn-​format/​edn

https://github.com/edn-format/edn
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•	 Parameter specification - What is the shape of required parameters to execute the oper-
ations? Lines 18 and 22 in Fig. 5, where the example on Line 18 refers a specification 
defined on Lines 5–10.

In addition to the essential components required to execute any successful operations, 
the AMOS can also serve as a place for further enrichment. The more we learn of a SUT, 
the more information can be added, either based on a human user judging generated exam-
ples or by the tool itself. An example of such additional information is whether an opera-
tion is a query operation that leaves the state of the SUT unchanged.

To specify the input parameter schema, we use a format inspired by the Malli5 schema 
library. The schema allows input data structures to be defined in a system-agnostic way. In 
addition, this schema provides enough information to allow for the automatic creation of 
input generators used in the example generation process. The notation does support some 
simple constraints on inputs (for example, on line 10), but does not support logical depend-
encies between operations, such as, for example “if parameter X is larger than 0 for opera-
tion Y, then parameter Z should be negative”. Support for parameter dependencies could 
be a means for enrichment, when such constraints are realised by generated examples they 
could be included. However, logical dependencies are left as future work as it is not essen-
tial to the proposed approach.

2.3 � Example generation process

The exploration of API behaviour is performed automatically based on a set of general API 
Meta-Properties . The basic exploration process is the following: we start in the current 
state of the SUT; this state is then transformed by executing a sequence of API operations, 

Fig. 5   AMOS in edn format

5  https://​github.​com/​metos​in/​malli

https://github.com/metosin/malli
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and we observe the effects of the execution. The execution of the sequence transforms the 
starting state of the SUT into the final state.

We observe changes to the system state in two different ways. The most direct way is 
to query the state before and after each operation; in this way, state-changes are directly 
observable. But being able to query the state of the system requires a query operation 
which tells us the current state of the system, and at the beginning of exploration, we have 
no such operation available. However, we can observe state-changes indirectly; when the 
same operation is repeated at different points in the execution sequence but returns differ-
ent results, we can infer that the state of the system must have changed between the two.

The Example Generation Process generates sequences of operations, in the Example Can-
didate Generation . A property-based testing (Claessen & Hughes, 2000) library is used for 
the generation of these sequences. Since our prototype was created using the Clojure pro-
gramming language, we have used the QuickCheck-inspired library test.check.6 The gener-
ated example candidate is executed on the SUT in the Example Candidate Execution . The 
sequence generated depends on the specific Meta-Property  used to generate the example 
candidate. For example, some properties might describe the general behaviour that there 
should be a difference in the system state after executing a sequence of API operations. 
Therefore, the candidate generation process needs to generate sequences where the first and 
last operations are the same, so that a difference in their results can be detected by comparing 
their responses. We obtain examples by testing the negation of the meta-property, i.e. that 
“there exist no sequence of operations which match this condition (defined by the meta-prop-
erty)”. If a counter-example is found, it is a generated operation sequence that does indeed 
satisfy the meta-property, and this is an example of the kind we seek.

Generated candidate examples that match a Meta-Property  in the Example Selection  
are shrunk to a minimal example by the property-based testing library. The shrinking pro-
cess re-tests smaller and smaller examples by reducing the number of operations and try-
ing different parameters, searching for a minimal counterexample (i.e. a minimal example 
matching the metaproperty).

Early implementations of QuickCheck did not automatically shrink generated val-
ues, but newer versions do (Hughes, 2007). Different implementations of such automatic 
shrinking strategies exist, such as creating a rose-tree (a tree data structure with a vari-
able and unbounded number of branches per node7) consisting of simplified values (used 
in the Clojure implementation of test.check) or with internal reduction of random values 
(used in the Python implementation of Hypothesis)  (MacIver & Donaldson, 2020). This 
means that “modern” QuickCheck-like implementations provides, in many cases, shrinking 
“for free”. In our approach, we automatically create generators for parameter values based 
on the AMOS parameter schema. Complex types, such as the “Person” example in Fig. 5, 
are defined in terms of scalar types. Even if a complex type refers to other complex types 
in the schema, the leaves of such a tree must be scalar types. The implementation conse-
quence of our approach, regarding parameter shrinking, is that if the implementation uses a 
modern PBT library, the job of the approach is to translate the parameter schema into basic 
generators, and then shrinking of parameters—even complex ones—is provided “for free”. 
If a modern PBT library is not available, the approach is still applicable, but the implemen-
tor of the approach must now also automatically generate the shrinking strategies. How-
ever, the automatically provided shrinking does not always fit the problem domain. In our 

6  https://​github.​com/​cloju​re/​test.​check
7  https://​en.​wikip​edia.​org/​wiki/​Rose_​tree

https://github.com/clojure/test.check
https://en.wikipedia.org/wiki/Rose_tree
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case, the built-in shrinking usually suffices for basic parameter values, but in addition, we 
need to provide a method to shrink examples.

The built-in shrinking strategy for a list of operations just drops list elements from the 
list, but such a strategy might result in an invalid example if we drop an operation creat-
ing a value that later operations refer to. It is important that shrinking discards such “bro-
ken examples”; it is not important though that shrinking preserves the meta-property, since 
candidate examples that fail to match the meta-property will be discarded anyway during 
the shrinking search. (However, there is an opportunity to define meta-property-specific 
shrinking strategies, for example strategies which never drop the first or last operation in 
an example, but while this may speed up the shrinking search, it is not necessary to obtain 
a good result.) The combination of automatically creating generators based on the AMOS, 
providing a custom shrinking strategy for example sequences, and basing the sequence fail-
ing condition on the meta-properties, enable good shrinking results with no requirement of 
a formal specification of behaviour from a user of the approach.

The example generation process is repeated over several iterations, where the goal of 
each iteration is to generate an example not previously seen. Thus, all known shrunken 
examples are input to the next generation iteration. In this way, the process creates a grow-
ing list of new examples previously not seen for the given Meta-Property. The final set of 
selected examples are the output of the process, in the form of Generated Examples .

The description of the Example Generation Process shows how the effort to apply the 
approach to a specific type of API depends on whether previous engineering work has 
been done on the components for the specific target type of API—the Automatic AMOS 
mapping  and the API Translation . The Example Generation Process of the approach is 
abstracted from the API and is thus the same, but the API-type-specific components will 
most likely vary in implementation effort for different types of APIs.

2.3.1 � Generating operations

The Example Candidate Generation  component generates calls to the API in several dif-
ferent ways, leveraging information about the abstract operations in the AMOS . We dis-
tinguish three different types of abstract operations, based on the way the operation’s input 
parameters are generated. The first represents operations with randomly generated input. 
The second represents operations that, as their input, select a value from the parameter of a 
previous operation. The third represents operations that select as their input a value from a 
previous operation’s response.

In the exploration of the behaviour of the system, the process generates  and executes  
a sequence of operations. Each type of abstract operation parameter generation has its own 
precondition. The precondition is a predicate that, given the generated execution sequence 
of operations so far, decides what types of operation parameters can be generated—one of 
the three types mentioned above. For example, when generating an operation with a param-
eter which is a reference to a previous operation, then the sequence so far cannot be empty.

Each operation in the generated sequence of abstract operations, selected from the 
AMOS, is transformed into a concrete operation for execution by the API Translation  
component. Any references (to other operations’ parameters or responses) can be resolved 
during this execution since, after execution of the operation referenced, we have the con-
crete value. It might sound as though creating a API Translation component is a lot of 
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work, but, as with the Automatic AMOS Mapping  component, mapping specifications to 
AMOS, it can be done once per API type, as it is a pure translation between the abstract 
operation and how operations are executed in the given API type. Once a translation is cre-
ated for REST APIs, for example, then it can be reused on all REST APIs, since all abstract 
operations would be mapped to HTTP methods.

When the generated sequence of operations has been transformed and executed, then the 
responses are checked for the specific Meta-Property of interest. This corresponds to the 
Example Selection  part of the process, in Fig. 4.

2.3.2 � Symbolic references

References are a means of enabling the proposed approach to generate operations with a 
dependency on other values—previous parameters or responses. The context of such references 
is restricted to one example, i.e. we do not store and refer to values of operations in previous 
example sequences—only previous values in the current sequence being generated are consid-
ered, and new example candidate sequences start with an empty list. Consider the candidate 
example in Fig. 6: in this example, a sequence of three operations have been generated where a 
“Person” is first created, all available “Person” entities are then queried, and then a deletion is 
performed. However, to create a “Person”, the operation parameter must provide a “name” (ran-
domly generated as “a2h6” in this example), but to delete a “Person”, an “id” must be provided. 
The “id” of a created “Person” is created by the system, not the client. The only way for the cli-
ent to get the “id” is to perform a query of the “Person” entities in the system. Thus, to success-
fully delete the created entity, the “id” of the created entity must be provided.

Fig. 6   Two generated example sequences; one with randomly generated parameters and one which uses 
symbolic references for some parameters
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Generating such references can be done in several ways. The simplest way is to ran-
domly generate the input parameters, which might occasionally generate the required 
referred value—as in the top example sequence using no references in Fig. 6. A some-
what better way is to randomly select, as input to the current operation, any previously 
seen value in the candidate example—in Fig. 6 this would mean that the parameter of 
“Delete” would be randomly selected from “A” or ”B”. However, this could often select 
references that are not valid inputs for the current operation (as in the case of “A”, which 
does not contain a required “id” for the “Delete”). Finally, the method with the highest 
probability of selecting a relevant reference is to base the choice on the actual schema of 
responses and parameters (only “B” would match the schema for “Delete”, since an “id” 
is required). Schemas might not always match perfectly, rather a schema for one param-
eter might be a sub-schema of another parameter. For example, in the situation of Fig. 6, 
“Get Persons” would provide a response schema of a list of “Person” containing the 
fields “id” and “name”, but the schema of “Delete” only requires an “id”. In this case, 
we use a simple heuristic to allow for the selection of a matching value. When perform-
ing a reference look-up, we search for parameters that match the sought schema, either 
as an exact match or as a selection of another value. This selection is what makes it 
possible for the “Delete” operation to select an “id” value from the reference “B” in the 
example in Fig. 6. The downside of selecting with schema is that the user must provide a 
schema for responses (remember, we already have the schema for input in the AMOS , 
since those are required for any calls to the API to be meaningful). The default reference 
method that we use is to generate references that match the operation schema. Since a 
schema for the response of an operation is optional, we fall back to random selection of 
previously seen values in the example sequence if no schema is available.

Note that we sometimes need the concrete value of a reference, and sometimes its sym-
bolic representation. At execution time , we need to pass the API  a concrete value. How-
ever, if we execute the same example several times, then the concrete values in the system 
may be different each time. Thus, in order to supply the correct concrete value during re-
execution, we need to retain references in their symbolic form when we report Generated 
Examples . When re-executing a generated example, the symbols expressed in the exam-
ple can be substituted for the actual concrete value in the specific execution.

The value of symbolic references to the approach will differ depending on the API being 
explored. If the responses and parameters of the API never relate, then references are not 
needed. However, for APIs where operations do relate, it is an essential part of the approach. As 
described with the example in Fig. 6, the probability of randomly finding a successful example 
with the correct random values is far lower than referring to prior seen and generated values in 
the candidate example. We confirmed the value of symbolic references with an evaluation of 
the effect on one of the state-based meta-properties, described in Appendix B, supporting using 
schema references as the default method to generate references.

2.4 � Meta‑properties

In this section, we define a set of Meta-Properties  that we use to evaluate our approach 
by exploring an API. As described, our approach uses meta-properties as definitions 
of general behaviours. The proposed approach does not depend on any specific kind of 
meta-properties, but we need some in order to evaluate the approach. Thus, the approach 
is relevant to many different kinds of APIs, since new meta-properties can be expressed 
that are relevant to new kinds of APIs. In this paper, we propose a set of exploration 



	 Software Quality Journal

1 3

meta-properties that are general in the sense that the properties do not make assumptions 
about the type of the SUT (web-service, user-interface, library, etc.) or any internal (white-
box) information, such as source code or usage examples.

In the most general case, observations are formulated without knowledge of what 
responses from the SUT mean (recall that we do not have any domain knowledge at this 
point). Hence, observations in the most general case are defined as the difference between 
the SUT state before and after the execution of an operation in the exploration example 
candidate sequence or a difference in the response of an operation.

Given the two different possible ways of observing state changes (querying the state of the 
system, or analysing the response of an operation), there are two categories of meta-properties. 
It is worth noting that when we start the exploration, we do not know how to query the state of 
the SUT! Hence, we can not use the meta-properties defined in terms of changes to the system 
state until we have discovered a potential candidate query operation using meta-properties based 
on operation response changes. The conclusion of this reasoning is that, to be able to find system 
state-changing operations, we must first identify candidate query operations.

Although the exploration process is general, we need to be specific to show the applica-
bility of the proposed approach for some type of API. Therefore, in this paper, we primarily 
target APIs that manipulate state, i.e. stateful APIs. Such a behaviour would include Creating, 
Updating, Querying, and Deleting entities stored in the system. We believe that these basic 
operations are general and cover many stateful APIs. We will now propose a set of general 
meta-properties. The proposed properties are based on intuitions about how Create, Update, 
Delete, and Query operations should behave. We do not claim this to be an exhaustive list, but 
a good starting point for evaluation of the usefulness of the proposed approach.

2.4.1 � Meta‑properties based on response changes

The set of general properties based on the proposed operation response changes is as 
follows:

•	 MP-R-1: response equality - Is the observed response for an execution sequence of the 
same operation with the same parameters equal? We would expect a query operation to 
return the same response if executed multiple times in a row with the same arguments.

•	 MP-R-2: response inequality - A property of a query-like operation is that there may 
be a difference in the response, if the operation is executed before and after a sequence 
of state changing operations. We expect this property to result in examples showing 
that when a create operation (for example) is called between two query operations, the 
responses of the query operations differ.

The main purpose of MP-R-1 and MP-R-2 is to suggest probable query operations. Recall 
that to formulate properties on parts of the system state, we need to know how to actually 
query the state.

2.4.2 � Meta‑properties based on state changes

The probable query operation is the operation used to observe state changes. The responses 
from the probable query operation, in different positions in a sequence, are used to assess 
state changes. The proposed set of general properties based on system state changes, given 
a probable query operation, is the following:



Software Quality Journal	

1 3

•	 MP-S-1: State identity, without observed state change - Is there a sequence of oper-
ations that, given state S, after execution results in the same state S and no observed 
state changes took place? An example generated by this property would only contain 
non-state-changing operations in the execution sequence, which might indicate query-
like operations or operations that sometimes cause state changes but failed. The main 
difference between this property and MP-R-1 is that in MP-R-1, the sequence consists 
of the same operation with the same parameters, while in this property, the sequence 
can contain any operation with any parameters.

•	 MP-S-2: State mutation - Is there a sequence of operations that, given state S, after 
execution results in a state not equal to S? Operation sequences that match this prop-
erty would include state-changing operations, which could be creations, updates, dele-
tions, or all of them.

•	 MP-S-3: State identity, with observed state change - Is there a sequence of opera-
tions that, given state S, after execution, results in the same state S, but we observed a 
change in state during execution? An example generated by this property would con-
tain at least one state-changing operation in the execution sequence. In addition, if we 
start from an empty state, the sequence would contain both a create operation, resulting 
in an observed state change, and a delete operation, bringing the state back to the iden-
tity state. The example could also contain update operations between the create and the 
delete operation, updating the state of the created entity before its deletion.

2.4.3 � Meta‑properties based on state change and size

The final meta-properties are based not only on state-changes, but also on the size of the 
state-change. To measure the size in a SUT-agnostic way, we use the length of the com-
pressed (gzip) response. We compress the response to reduce the weight of the common 
structure and increase the weight of the novel values.

•	 MP-S-4: State mutation, state increase - Is there a sequence of operations that, given 
state S, after execution, results in a state not equal to S, and the size of the state has 
increased? Examples generated by this property will contain at least one operation 
increasing the state, i.e. a create-like operation.

•	 MP-S-5: State mutation, state decrease - Is there a sequence of operations that, given 
state S, after execution results in a state not equal to S, and the size of the state has 
decreased? This property will generate examples where the execution sequence con-
tains at least one operation reducing the state, i.e. delete-like. For this property to make 
sense, at least when the starting state is empty, we must first generate and execute at 
least one operation before the rest of the execution sequence. It is not possible to suc-
cessfully delete an entity if it has not been created first. All such operations are included 
in generated examples of this property since they are relevant to the example.

2.5 � Reporting examples

The result of the example generation process is that after the given iterations, several 
examples are produced  (unless no new novel examples were found). As we are aiming 
to increase understanding of the software, it is important not to overwhelm the user with 
too many examples. We prefer shorter examples to longer ones because we want to show 
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an example of the meta-property with as high a signal-to-noise ratio as possible. We rea-
son that if a shorter sequence can produce a specific behaviour, it is preferable to a longer 
sequence with the same property.

The reporting and presentation of the examples are important if they are to be of use to 
a human user. In addition, it is also beneficial for the output to be machine-readable, for 
any future report extensions. How humans best want to be presented with examples needs 
further empirical investigation and is beyond the scope of this paper. However, to present 
the examples in the evaluation of this paper, we have built a proof-of-concept reporter pro-
ducing a report in a human-readable representation. The creation of reports suitable for 
a specific type of API remains a manual effort—analogous to how the API Translation 
component must be done once per type of API. For example, for the RESTful type of API, 
engineers might expect the report to contain URL invocations in some common format for 
that type, such as CURL.

Figure 7 shows three different ways of reporting the same generated example. First, the 
data structure that represents it (L2–19), in human-readable edn-format (the same format 

Fig. 7   Reporting
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as used in the AMOS). Second, the example is formatted as a list of strings, which is more 
accessible to a human reader—using our “humanised” reporter. Note the use of a symbolic 
reference (as explained in Sect. 2.3.2) in L24–25. The use of the symbol in L25 shows both 
the concrete value for this execution and the path in the value referenced by the symbol. 
As an example of how a Generated Example can be transformed for multiple uses, the 
final output is in the form of a test case capturing the behaviour of the meta-property used 
to produce this example. In this case, the usage of symbolic references is essential. If we 
relied on the concrete value, we might not be able to rerun the test case, depending on the 
system state. In addition, in the case where a user transforms the Generated Examples to 
test cases, it is important to remember that since we do not require a formal specification 
of behaviour, we can not judge test cases as correct or not. The test cases show the cur-
rent behaviour of the system. A manual effort is required to assess if the test cases show 
faults or nominal behaviour. However, there is potential to automate some of this work. 
For example, a user of the approach might know that a query-like operation should never 
appear in a Response Inequality example and can automatically control that the output does 
not contain such examples. Thus, in the cases where the output is a large set of examples, 
a simple tool can check if the output contains instances of examples that should never be 
allowed by the system before any test cases are saved for future use.

3 � An illustrative exploration

In this section, we apply the proposed approach to a small API to illustrate how the 
approach works, before going into our evaluation. We limit the exploration to the meta-
properties based on responses (MP-R-1 and MP-R-2 from Sect. 2.4.1) and save the use of 
the other properties for the evaluation in Sect. 4.

3.1 � The application

To illustrate our approach, we use a stateful application as an example. The example rep-
resents a simple API implementation including the basic operations for managing entities: 
post, get, and delete. In this illustrative example application, in order to make the imple-
mentation as clear as possible, we have made the simplification of using “name” as an 
identifier of entities. This is not an industry-grade solution, where the server most likely 
would generate IDs, as in the evaluation in Sect. 4. The application provides the following 
API operations:

•	 post-person - Adds the provided person to the database, indexed by their name. 
The initial implementation does not check whether the person to be added already 
exists in the database or not—it will just be overwritten if it already exists. This lack 
of input validation is a behaviour for which our method can produce an example and 
is something we will address when we explore the behaviour of this application in 
Sect. 3.2.

•	 get-persons - Return the persons in the database or an empty list if the database 
is empty.
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•	 delete-person - Deletes a person with the given name. The initial implementation 
does not check whether the person to be deleted exists in the database or not.

For the interested reader, a walk-through of the source code of the running example is pro-
vided in Appendix A. However, understanding the code is not essential to understand how 
the proposed approached is applied.

3.2 � The exploration

We run through an exploration by interactively applying our proposed approach, as 
shown in Fig.  1. Starting from the application described in Sect.  3.1, we iteratively 
update the application based on the generated examples and the realisations they enable.

When generating the examples in this exploration, the state of the system is reset 
between generations. A reset operation key is sent to the API Translation component, as 
with any other operation, and it is up to the translator to perform the reset of the SUT 
if possible. Our approach can be used with and without an implemented reset function. 
However, to keep this exploration simple, we use a reset function and discuss the differ-
ences caused by not having one in the evaluation in Sect. 4.

As we described in Sect.  2.4, the meta-properties based on system state changes 
require a query operation. However, at the start of the exploration, we do not yet know 
which operations show a query-like behaviour. Therefore, the first step in exploration 
is to find candidate query operations, but in that process, we might also discover other 
behaviours. We do so by generating examples conforming to “response equality” (MP-
R-1) and “response inequality” (MP-R-2).

To put the exploration into the context of the approach overview in Fig. 4, the input to 
the Example Generation Process is the AMOS  describing the operations of the API we 
explore. In this particular case, the AMOS used is shown in Fig. 5. However, its details 
are not important for the purpose of understanding the exploration results. In addition, the 
user selects the meta-properties to explore, in this case, as mentioned above, we start with 
MP-R-1 and MP-R-2. Figure 8 shows the result. For readability, the result is shown in our 
“humanised” string format. Transforming the output data-format of the generated examples 
into a richer presentation format, such as PDF, HTML, or similar, is just an engineering 
effort and not central to understanding the proposed method.

Fig. 8   First exploration result of the example application
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Looking at the result, we can observe that the get-persons operation conforms 
to the “response-inequality” meta-property (L1–4); it was the only operation doing so, 
and we can see the shortest shrunken example producing this behaviour. The shrink-
ing process not only shrinks the sequence, it also tries to shrink the parameter values. 
This is the reason why all example names are empty strings, which is the smallest pass-
ing value. The example is very intuitive of how a query operation should behave; the 
response of the operation is different when an entity has been created in between two 
executions. This example also gives a strong indication that the post-person opera-
tion is a state-changing operation. Remember when looking at the examples, names of 
operations have no meaning to the generation method, we draw no conclusions from 
them—they could be any random string (but obviously, this would be much harder for 
humans to understand).

All three operations are found in examples of the “response equality” property. Why 
is that? The most intuitive example might be for the get-operation. We expect a query 
operation to give the same response if executed twice in a row with the same parameters. 
As for the delete- and post-operations, it might not be as clear why these examples are 
generated. Looking back at the description of the application we explore, in Sect. 3.1, 
recall that in the post- and delete-operations, it is not checked whether the person is 
actually in the database. In consequence, the delete-operation tries to remove persons 
whether or not they exist, with the same response to the client for the same input (which 
is a reasonable API behaviour), and the post-operation successfully adds the same per-
son twice without any difference in the client result. Is this correct behaviour? We do 
not attempt to judge this; only the requirements of the application can state whether it is 
acceptable for the post-operation to add persons with the same name, potentially over-
writing a person, or whether this is a bug.

Suppose that we consider the behaviour of the post-operation in this example to be a 
bug. We can easily fix it by adding a check before adding a person to the database: if the 
person exists, we return a failure instead. Let us see how this changes the exploration result.

The second exploration produces the result in Fig. 9. What can we learn from this? 
As intended, two executions of the post-operation with the same parameters now display 
a response inequality. The first call adds the person, while the second call fails. Also, 
note that we can no longer find any example of the post-operation for response equality.

This could have been the end of our exploration, but requirements for software con-
stantly change. Suppose that our application should now only allow senior citizens to be 

Fig. 9   Second exploration result of the example application
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added to the database and also that empty names are no longer considered valid. We add 
the following input validation predicate to the implementation of post-operation:

Once again, we want to explore the consequences of the actual behaviour of this change. 
The third and final result for this exploration example is shown in Fig. 10.

We can now observe that the post-operation has generated examples for both the proper-
ties. The inequality property example now shows the behaviour of two consecutive calls 
with valid input, and the response equality example shows two invalid calls. Note that, due 
to shrinking, the examples of a post-operation with valid input produce the smallest input 
passing the boundary condition. We are now satisfied with the behaviour of our application 
and have concluded the exploration.

It is worth recalling that the generation of these examples did not require any white-box 
information, such as source code, usage examples, or any formal specification. In sum-
mary, with this illustrative exploration, we have shown the flow of working with an exam-
ple generating method, and the value of examples in conveying an understanding of how an 
application actually behaves and evolves through application changes.

4 � Evaluation

In this section, we evaluate the ability of our approach to produce relevant (see definition in 
Sect.  1) examples without requiring a formal specification of behaviour or other white-box 
information. To evaluate if our approach can support interactive exploration of an API, we 
show that it can generate relevant examples to display API behaviours that can lead to further 
exploration steps of the API’s behaviour. To evaluate our approach, we explore a set of API 

Fig. 10   Third exploration result of the example application
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operations of the DevOps platform GitLab.8 GitLab provides an industry-grade API that can be 
run locally, making it a suitable evaluation target also in several other case studies of REST API 
fault-finding methods (Atlidakis et al., 2019; Karlsson et al., 2020; Wu et al., 2022). Moreover, 
as a DevOps platform, GitLab provides APIs to manage entities such as users, groups, code 
issues, and code change requests, fitting the context of a stateful API.

4.1 � Setup

We ran GitLab on a local installation on developer hardware.9 An AMOS was automati-
cally created based on a prototype mapper from OpenAPI specifications and then manually 
complemented where the prototype was lacking. It was created for the Group API opera-
tions, GET, POST, and DELETE. We used an API Translation component specific to the 
REST API-type of API. Each meta-property was executed with 100 example tests per itera-
tion and 5 iterations. The research prototype implementation used is available.10

4.2 � Exploration result

4.2.1 � Finding a query candidate

To be able to use any of the meta-properties based on state-change, we first need a query-
operation candidate. As in our running example, we use the response-based meta-proper-
ties, MP-R-1 and MP-R-2, to try to find a good candidate.

Figure 11 shows the first exploration result. The response-inequality property shows two 
operations, :post-groups and :get-groups. Since there is an inequality in the response 
with the same input and no operation is required between them, the result for :post-groups 
indicates that there is a condition that prevents an entity from being recreated with the same 
parameters. This is further supported by the fact that :post-groups is found to have 
response equality for calls with empty strings for name and path.

The other operation with examples of response inequality is :get-groups. This 
example (L8–17) shows a sequence of different operations, resulting in the response of the 
first and second :get-groups being different. A query operation should not change the 
state by itself. To be a candidate for a query operation, there should be at least one state-
changing operation between the first and second calls to the query operation. Furthermore, 
a query operation should have a response equality without any state-changing operation in 
between, which is the case for :get-groups (L26).

With these first exploration results, we have examples that indicate that :get-groups 
behaves as a query operation should do (response inequality with state-changing operations 
in between and response equality without). The :post-groups operation shows examples 
of being a state-changing operation. It is found in an example as the middle operation between 
(what we think are) two query operations and hence must have been the cause of the state-
change. In addition, there are examples of response changes with two subsequent calls of this 
operation, indicating that it must be a type of operation that can change the state.

8  https://​about.​gitlab.​com/
9  MacBook Pro, 2.9 GHz Intel Core i9, 16 GB RAM.
10  https://​figsh​are.​com/s/​123e5​bee7e​c2ea8​93abb

https://about.gitlab.com/
https://figshare.com/s/123e5bee7ec2ea893abb
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Recall that our approach aims to produce the smallest example of a behaviour. This 
objective is not achieved in Fig. 11. For example, is the membership_lock parameter 
really needed for :post-groups? The GitLab documentation11 states that it is not. Also, 
the sequence in the example on lines 8–17, showing :get-groups to have response ine-
quality, contains two :post-groups operations and one :delete-groups. This is 
clearly not the shortest possible sequence; it should suffice with a get-post-get sequence. 
Why is shrinking not performing as well as we would expect? The answer lies in the differ-
ence between using a soft-reset, and not.

4.2.2 � Soft‑reset

The process of shrinking examples works best when responses from the system are deter-
ministic. When an example is produced, in the test generation process, the shrinking pro-
cess will repeat tests with simplified input. This process continues until the minimal input 
producing the failing test (in our case, an example still behaving according to the property 
we explore, as described in Sect. 2.3) is found. When behaviour is non-deterministic, the 
shrinking process may get different results when trying to minimise—a test that failed may 
now succeed, resulting in a larger than possible shrunk example. In particular, this can hap-
pen when state changes induced by one test affect the behaviour of the next.

One way to alleviate this is to use a soft-reset function. As we propose a black-box method, 
we do not want the reset function to depend on internal knowledge of the application. The 

Fig. 11   First exploration result of GitLab with no reset

11  https://​docs.​gitlab.​com/​ee/​api/​groups.​html#​new-​group

https://docs.gitlab.com/ee/api/groups.html#new-group
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implementation of the reset function is injected—thus, external to the core exploration process 
of our proposed approach—and system dependent, but it can still be implemented in a black-box 
manner using the external API of the system. To the internals of our approach, this is just an 
abstract “reset” operation passed to the translation components between the core process of our 
approach and the SUT. The reset operation is not part of the AMOS, rather it is sent to the transla-
tion component before the operations of an example candidate sequence. It is up to the specific 
translation of the reset operation to choose what to do, if anything. This is what we did in the Git-
Lab case. By querying all the available entities for a specific type, groups in our case, we can then 
call delete on all groups received. Thus, we do not depend on any white-box information on how 
GitLab is implemented, although we do need to know how to delete groups.

Figure 12 shows the updated result when exploring with a soft-reset function.
The result is much shorter, but does it tell the same story? The examples related to :post-

groups (L5–6, L12–13) look similar to those without the reset function, but smaller. However, 
there is a difference in the result for the :get-groups operation. It now has response-inequality 
with only two calls, which is not expected of a candidate query operation. After some investiga-
tion, we discovered that the deletion operation for groups is asynchronous. This means that when 
groups are deleted in the soft-reset, there is not enough time for them to be fully deleted before the 
next test starts. The result is that the state is still changing between calls to :get-groups, and so 
the response is different and the example is stored. This illustrates the problems that asynchronous 
operations can cause for automated API exploration. We fix this by adding a short sleep at the end 
of our black-box soft-reset, to allow the deletions to complete.

Figure 13 shows the result. These examples are the sharpest so far and also minimal. These 
three explorations show the trade-off between using a soft-reset or not. The method works 
without one, but tests run more slowly because the state grows larger, and the resulting exam-
ples may not be minimal.

4.2.3 � State‑change meta‑properties

For the state-changing meta-properties, we need to provide a query operation. Based on 
the results of MP-R-1 and MP-R-2, discussed in the previous sections, the :get-groups 
operation is the one with examples expected of a query operation.

MP-S-1 (state identity, without observed state change), with results in Fig. 14, shows another 
example expected of the get and post-operation, the get-post-get sequence where the parameters 

Fig. 12   Exploration result of GitLab with reset
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of the post-operation are outside the previously discovered input boundary (empty name and 
path). The other identity sequences show examples getting and an unsuccessful delete, also 
resulting in no state change. In summary, the new information we obtained from the exploration 
is that unsuccessful post and delete operations do not change the state.

The state mutation (MP-S-2) property in Fig.  15 shows two executions. The first 
execution shows the result with our best candidate for a query operation, :get-
groups, and the other shows the result if we provide :post-groups as another 
query candidate—which a user exploring the system might do. With :get-groups 
as a candidate, we get the expected get-post-get examples (with some non-state-chang-
ing operations in some of the sequences), but this was already indicated by MP-R-1, 
so we get no new information. What may be more disturbing is the result of using 
:post-groups as the query candidate. Lines 25–28 show an example where a first 
successful post is executed, followed by a non-successful post, and then another post 
with the same parameters as the first. The second call will fail since, as we have dis-
covered previously, we cannot post the same parameters twice. As this property seeks 
for changes between the first and last operations with a sequence in between, this 

Fig. 13   Exploration result of GitLab with reset and sleep

Fig. 14   Exploration result of GitLab with MP-S-1
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example matches that pattern. However, this property is not doing a good job of pro-
viding relevant new examples.

Executing MP-S-3 (state identity, with observed state change) in Fig. 16 results in our 
first example with a response reference. To be able to successfully delete an entity and 
get back to the identity state, the delete operation must be provided with an existing id. In 
GitLab, these ids are created on the server side. As can be seen in this generated exam-
ple, an entity is created with the post-operation, then get-groups is called with 
the response stored in the symbol a. Finally, delete-groups is called, with a value 
selected from the previous response and stored in the symbol a. This sequence has a very 
high signal-to-noise ratio since it shows the interaction of all three operations.

The last two properties, MP-S-4 and MP-S-5, are also based on a state mutation like MP-S-
2, i.e. the state differs between the first and last operations. However, MP-S-4 and MP-S-5 add 
the additional check that the state should not only be different, but also differ in size.

Examples of MP-S-4 (state mutation with state size increase) are found in Fig. 17, both 
for :get-groups and :post-groups as given query candidates. As before, we see 
the get-post-get sequence, and for examples that must include a :get-groups (L13-17) 
or :delete-groups (L7-11) in the sequence, the same pattern appears with the addi-
tion of the required extra operation. As we can note in lines 19–20, no sequence was found 

Fig. 15   Exploration result of GitLab with MP-S-2
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that satisfied this property with :post-groups as the query operation candidate. These 
results indicate that MP-S-4 does a good job of verifying query-like behaviour.

MP-S-5, where the size of the state should decrease, will result in the same type of 
sequences as MP-S-3 (post-get-delete), but also result in the same benefit as MP-S-4; 
it gives no false positives, in our exploration, given a non-query operation as input.

Fig. 16   Exploration result of GitLab with MP-S-3

Fig. 17   Exploration result of GitLab with MP-S-4
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4.2.4 � Exploration summary

The presented evaluation of the proposed meta-properties indicates that the response-
based properties are strong in providing minimal, relevant examples of both query-like and 
create-like behaviour. In addition, these properties correctly show examples of boundaries 
where operation parameters result in different behaviours. The state-based meta-properties 
are more varied in their usefulness. To further verify the findings of the response-based 
properties, our evaluation strongly suggests that not only a change in the state should be 
checked, but also the size of the change. 

We end this section with an experience from our evaluation to further show how we 
interactively learnt more about the API under exploration. While experimenting on GitLab, 
without the soft-reset enabled, we got inconsistent results. Some properties we expected to 
give examples did not. It turned out that, as many industry-grade APIs do, GitLab imple-
ments a paging mechanism for its query operations. The results we got were due to the 
fact that when more than 20 entities existed, only the first 20 were returned, resulting in 
no apparent state change when an entity had been created. These experiments taught us 
about the paging mechanism of the API. The solution was to enrich the AMOS with the 
information that the get operation is a ranged operation. The API Translation component 
for a REST API would then interpret this information and perform multiple calls, returning 
the complete state to the example generation process. In terms of internals of the method, 
the get operation was still one operation with one response, only the translation component 
needed to be adapted.

5 � Discussion

In this section, we discuss our approach in the context of our evaluation and how the find-
ings apply to other types of API.

5.1 � Supporting interactivity

We think the proposed exploration approach is suitable to be interactive, where a user of 
the approach gets automation support to explore an API. To be interactive, the speed at 
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which a result is obtained is of high importance. The execution time of an API operation 
can range from nanoseconds to seconds, depending on if it is an in-process application or 
library (as the application in Sect. 3) or a network-based service (as in the evaluation in 
Sect. 4). Additional factors affecting the time taken include (i) the number of API opera-
tions, (ii) the complexity of the operation parameters, (iii) the implementation of the API, 
and (iv) randomness (as our approach uses random-based algorithms).

As an indication, the typical execution time for the generated examples in Sect. 3.2 is 
in the order of seconds, while in the evaluation in Sect. 4, it ranged from seconds to a few 
minutes. The main limiting time factor of the approach is the time of executing API opera-
tions. The generation of abstract operation sequences and their parameters is typically very 
fast while executing the generated sequence takes the majority of the time.

Within the scope of this paper, we prioritise an evaluation of the relevance of the generated 
examples over an evaluation of the execution time of the approach. We must first evaluate the 
ability of our approach to generate relevant examples that can be used in an interactive work-
flow to learn more about the system and continue the exploration in-depth or broad, by further 
exploration. Future work includes an evaluation containing a range of different APIs. To have 
empirical value, we argue that a rigorous evaluation of the execution time needs to contain a 
range of different APIs and multiple different APIs of each type (i.e. a set of RESTful APIs, a 
set of File APIs, a set of Collection APIs). Such an evaluation shall then consist of experiments 
considering evaluations of random-based algorithms  (Arcuri & Briand, 2014) that require a 
large number of executions to be able to draw meaningful conclusions on how different con-
figurations affect the time to generate examples.

5.2 � Applicable types of APIs

We propose a general approach applicable to many APIs. The first set of proposed meta-
properties are tailored to the general state-based behaviours of Create, Update, Delete, and 
Query. These meta-properties are applicable to any API with stateful side effects. How-
ever, if APIs with no side effects are of interest, more meta-properties based on responses 
could be defined—the core process of the proposed approach would not change. To make 
the point of generalisation more clear, we consider some examples.

The “CRUD” style of APIs exposed by RESTful APIs is a perfect example of a stateful 
API where operations enable us to query the state, observe stateful side-effects, and change 
the state by creating, updating, and deleting entities.

For another example API, consider the ls (list files), touch (create a file), and rm 
(remove a file) commands found in Unix-like operating systems. A basic AMOS file 
with these operations would define the operations and the parameters of the operations. 
An implementation of the API Translation component for this type of API would trans-
late the abstract operation to a Unix-like shell invocation of the command and capture the 
shell process output as the response of the operation. The proposed set of meta-properties 
could be used to generate examples such as State Mutation, [ls, touch "foo", ls], 
this sequence would result in a change of the observed result of the first and last operation. 
State Identity would include examples with rm, [ls, touch "foo", ls, rm "foo", 
ls], the first and last ls would have the same response, while we observed a state change 
with the middle ls. We could also consider a “Change” operation in this mix. The opera-
tion chmod (change file mode) will have a change effect on ls, but only if a parameter to 
include file modes in the output is included. This could generate relevant examples, where 
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chmod only is included in sequences where ls contain certain parameters, such as ls -l 
(list in long format).

Another type of API where the proposed meta-properties would be applicable is process 
handling—if we can list processes, start processes, and kill processes, we have a basis for 
generating examples. It does not matter if these operations are provided by a Java, C#, or C 
API, as long as there is an observable effect. File APIs (stateful observable effects on files) 
or collection APIs (stateful observable effects on collections such as hash-maps or lists) are 
other types of APIs covered by the proposed meta-properties.

APIs where there are no observable effects among a set of operations are not a good fit 
for the proposed state-based meta-properties. In addition, the list of all possible behaviours 
is probably infinite; thus, there are types of behaviour relevant to users not included in the 
first set of proposed meta-properties. What set of uncovered behaviours are not possible to 
formulate in the proposed approach is out of the scope of this paper.

As long as there is an observable effect and some relation between the API operations, 
we can apply the proposed state-based meta-properties. APIs consisting of functions with-
out side effects are not going to provide an interesting result. For example, considering an 
API with mathematical functions, we could apply the meta-properties based on responses, 
but not the meta-properties based on state. It is also debatable if the response-based meta-
properties will lead to any examples considered relevant, although we would be very sur-
prised if we would find an example of [sqrt(4), sqrt(4)] of response inequality.

As described, the proposed approach can refer to and re-use values previously used in 
an example sequence. For some APIs, a value might require additional transformations 
before being used as an input to a later operation in the example sequence. If such trans-
formation operations are part of the API, then those would be included in the AMOS and, 
hence, included in the generation process when generating candidate examples, allowing 
the required operation to reference the transformed value. However, if such a transforma-
tion is not part of the API, then the current implementation of the approach is not applica-
ble. Future work could enable the approach to contain a set of transformation functions, 
automatically applied to values as trial examples, or the AMOS could allow for custom 
functions the be added.

6 � Related work

Much work has been done in the area of producing examples to help developers understand 
an API, by different means of automation (Barnaby et al., 2020; Buse & Weimer, 2012; 
Gerdes et al., 2018; Gu et al., 2019; Holmes et al., 2006; Kim et al., 2009; Mar et al., 2011; 
Mittal & Pari, 1994; Montandon et  al., 2013; Moreno et  al., 2015). The most common 
approach has been to rely on white-box information, a corpus of source code example uses 
of the API (Barnaby et al., 2020; Buse & Weimer, 2012; Gu et al., 2019; Holmes et al., 
2006; Kim et al., 2009; Mar et al., 2011; Montandon et al., 2013; Moreno et al., 2015), 
which we do not.

In addition to fully automated approaches, Head et al. propose an interactive and itera-
tive approach where the user is involved in selecting code examples from their own code 
(Head et al., 2018). As demonstrated, we also base our method on an interaction with the 
user, where knowledge gained from one set of properties are input to the next set of proper-
ties. But again, we do not require access to the code of the system.
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Instead of only generating usage examples as API interactions, examples in natural lan-
guage can be produced, based on different kinds of specifications (Burke & Johannisson, 
2005; Lavoie et  al., 1996; Swartout, 1982). In this work, we make an initial attempt to 
“humanize” the operation interactions of generated examples, in natural language, while 
still abstracting away from the details of the SUT. However, how users prefer to be pre-
sented with generated examples remains to be investigated.

A different approach, from using existing example usages of an API as a source, is 
introduced by Mittal et al. In this approach, examples of Lisp syntax are generated, given 
a Lisp syntax grammar Mittal and Pari (1994). As with our method, Mittal et al. have a 
strong focus on interesting examples. However, their scope is limited to Lisp, whereas we 
aim to be more generally applicable, abstracting the SUT.

The most similar work to ours is the method proposed by Gerdes et al. (2018). Gerdes et al. 
presented heuristics for choosing examples for a stateful API and showed that subjects shown 
those examples were better able to predict the API’s behaviour than subjects shown examples 
selected to cover all the code. When generating test cases, code coverage is a common metric 
for selection, but Gerdes at al. showed that different criteria are needed to select relevant exam-
ples. As Gerdes et al. do, we also base our method on finding examples in a black-box fashion 
with the use of a test generation technique with shrinking (property-based testing). However, the 
major difference in our methods is that while Gerdes et al. require a formal specification of the 
behaviour of the SUT, we do not. Instead, we only require a specification of available operations 
and their inputs, with no behavioural information. Our main novelty is the use of a set of general 
meta-properties to explore and generate examples of the behaviour of the SUT.

7 � Conclusions

Automatically generated examples can help developers to understand an API. In addition, 
exploring the behaviour of an API can reveal unwanted behaviours or validate expected 
behaviour. In this paper, we have proposed a novel method to generate relevant examples of 
API behaviours. We do so by using test generation, searching for examples of behaviours. 
The behaviours are based on meta-properties, abstracting the behaviour of a specific API 
in a general way. Our evaluation, on an industry-grade REST API, shows the applicability 
of the method in finding good, relevant, and small examples of behaviour. We also show 
how different meta-properties provide new knowledge, which can aid developers and users 
in understanding their systems, without the labour of producing a formal specification.

We identify some areas in which this work can be extended in future work. One such area 
is to define and assess additional meta-properties, to further explore a system. More studies 
would be needed to assess how additional general meta-properties could be used on differ-
ent kinds of systems.

Another area of future work is the reporting of results. As we have mentioned, produc-
ing different kinds of reports is an engineering effort. However, to know how users best 
absorb the information in the report and what they want to be included, and if this is differ-
ent for different kinds of examples, would require further study. For example, should exam-
ples be presented in a more visually appealing manner, or as a report including natural text, 
or in some domain language relevant to the domain under exploration?

Finally, how users best use, deploy, and integrate a system exploration approach in their 
workflow is an open question. As previously shown, users who were provided with gen-
erated examples were better able to predict the behaviour of the system, but how can we 
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best help the users to interactively explore the system by themselves—extracting as much 
knowledge about the systems behaviour with as little effort as possible.

We introduced this paper with the question: Can we generate tests to explore the behav-
iour of the system without access to a formal specification or source code? We believe 
the answer to this is yes. We have presented an approach that does not rely on any inputs 
except for general behaviours and have shown that this indeed suffices to enable the auto-
matic generation of relevant examples that allow us to explore a system’s behaviour.

Appendix A. Code walkthrough

In this appendix, we provide a code walkthrough of the running example application pre-
sented in Sect. 3.1. The running example is written in Clojure (Hickey, 2020) (see Fig. 18), 
and pseudocode of the same example is provided (in Fig.  19), for the reader unfamiliar 
with Clojure.

The code in Fig. 18 starts by defining the in-memory state, using the atom function, named 
persons-db. The persons-db is initialised as an empty hash-map, with the {} literal.

The post-person function uses the swap! function to update the current state of the 
database. The second argument to swap! is a function that produces the new value of the data-
base. In this case, we associate the current state of the database with a new hash-key and value. 
The name field of the person is the hash-key, and the value for this hash-key is the person entity 
given. Note that there is no check of whether a user with a given name already exists—it will just 
be overwritten if so. This is a behaviour for which our method can produce an example and is 
something we will address when we explore the behaviour of this application in Sect. 3.

The function get-persons returns the values stored in the database. The current state 
of the database is read with the @ literal. The database is stored as a hash-map with names as 
keys and the actual person entities as values. In the case of get-persons, we only want to 
return the entities, not the index keys. Therefore, we use the vals function to extract only the 
values of the hash-map. Finally, we put the values in a vector. If there is no sequence of val-
ues in the database, we return an empty vector.

The last function, delete-person, also uses the swap! function to update the current 
state of the database. In this case, we dissociate the key in the hash-map corresponding to 
the given name, removing this entry from the database.

Fig. 18   An example application with a simple API
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Appendix B. Performance of symbolic references

When describing our approach, we have introduced the concept of Symbolic References 
(Sect. 2.3.2). When a value is generated or received as a response from the SUT, we can store 
these values with a symbolic name. When further operations are generated in a trial example 
sequence, stored symbols can be referred to, and thus previously seen values can be reused 
from prior operations in the same example sequence. The first operation in an example 
sequence starts with random values, as there are no prior values in the sequence to refer to. If 
an example is successfully generated with the use of symbols, these can be used in the result-
ing example output, making it more succinct compared to repeating values.

Using this method is in contrast to using random values for all input values of the opera-
tion. A reasonable assumption is that references to values already in the sequence, or oth-
erwise observed from a response in the sequence, should outperform random values. But is 
that true? Using symbolic references increases the cost of the implementation, as it is easier 
to rely on random values, rather than implementing a mechanism for reference storage and 
resolutions. Thus, there should be a significant performance improvement in the number of 
test cases needed in the search for an example to justify the extra implementation effort. In this 
section, we describe our evaluation of using references over random values in the generated 
sequences. We perform this experiment in order to make an informed decision on whether to 
use symbolic references or not in our main evaluation of an industry-grade API in Sect. 4.

B.1 Experiment setup

We used the application previously described in Sect. 3.1, as our controlled application. 
We also produced a version with the incorporated input validation from Sect.  3, which 
allows persons to be created only if their age is above 64 and their name is non-empty.

The setup results in four different configurations denoted A-D. 

(A)	 Random parameter generation, no input validation.
(B)	 Random reference generation, no input validation.
(C)	 Random parameter generation, input validation.
(D)	 Random reference generation, input validation.

Fig. 19   Pseudo-code of example application with a simple API
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“Random parameter generation” (A and C) means that all input values of generated operations 
are generated as random values. “Random reference generation” (B and D) means that input val-
ues can refer to previously stored symbols, but the symbol to use is selected randomly.

We collected data by running each configuration 1000 times with a maximum budget 
of 1000 test cases to find an example. In order for references to previous values to be rel-
evant, the meta-property used should be a state-based one. For this experiment we used 

Fig. 20   Box plot of the number of test cases needed for each configuration

Table 1   Summary statistics of 
test case data

Cfg Min 1st Qu. Median Mean 3rd Qu. Max

A 2.0 811.0 1000.0 839.8 1000.0 1000.0
B 2.0 28.0 62.0 136.5 214.0 1000.0
C 40.0 1000.0 1000.0 998.6 1000.0 1000.0
D 7.0 31.0 55.5 116.5 157.2 836.0
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the meta-property MP-S-3, “State identity, with observed state change”. As described in 
Sect.  2.4.2, successfully generated examples of this meta-property would contain both a 
create operation and a delete operation. Thus, the delete operation must be performed on 
the entity previously created in the sequence—making the use of symbolic references rele-
vant. Data were analysed using a pairwise comparison with a Wilcoxon-Mann–Whitney test 
and Varga-Delaney A measure to measure the effect size. This setup was chosen consider-
ing the guidelines for evaluations of random-based algorithms (Arcuri & Briand, 2014).

B.2 Result

The statistics of the collected data are presented in Table 1. Figure 20 shows the data in a 
graphical representation, in the form of a box plot. When visualising the data, as in Fig. 20, 
we can see a strong indication that configurations B and D (both using random reference 
generation) performed much better than A and C (both using random parameter genera-
tion). The visualisation also indicates that there is a big difference in the configurations 
using random parameter generation when input was validated, A vs. C. However, it is 
harder to visually see if there is a significant difference in input validation being used or 
not with configurations using random reference generation, B vs. D.

Table 2 shows the result of the pairwise Wilcoxon-Mann–Whitney test and the effect 
size. The Varga-Delaney Â measure is 0.5 if there is no effect of the pairs—they perform 
best in an equal amount of cases, 0.0 would mean that the first alternative is always better, 
while 1.0 that the second alternative is always better. We can see significant differences 
in all configurations except B-D (p-value 0.5593). In addition, there are very strong effect 
sizes towards B and D when compared to A and C.

The statistical analysis confirms that configurations using random reference generation 
are significantly better than random parameter generation, with very large effect sizes. In 
addition, there is also a significant difference between A and C, but not between B and D. 
This means that input validation has a significant effect on configurations using random 
parameter generation, but not on configurations using random reference generation.

B.3 Discussion

Although the application we used in this experiment is very simple and not industry 
grade, we see no reason that random input generation would perform better given a 
more complex application. Indeed, if random input generation cannot perform better in 
this simple scenario, we consider it unlikely that it would outperform references in an 
industry-grade scenario.

Table 2   Wilcoxon-Mann–
Whitney test and Varga-Delaney 
effect size

Cfg p-value Â
12

A-B < 2e
−16 0.92501

B-C < 2e
−16 0.00117

A-C < 2e
−16 0.36801

B-D 0.5593 0.50754
A-D < 2e

−16 0.92925
C-D < 2e

−16 0.99935
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We can put this result in the context of our main evaluation of an industry-grade REST 
API (Sect. 4). REST API test generation is time consuming as it is performed at the system 
level (Zhang et al., 2022). Additionally, finding relations between operations in sequences 
in the generation of REST API tests is reported as one of the main challenges (Kim et al., 
2022). Our results show that the number of tests required to reach a conclusion can be 
significantly reduced by referring to previously used and observed values in a sequence, 
which provides further evidence that research on how to effectively find references between 
operations for REST APIs is worth pursuing.

In summary, random reference generation, using stored symbolic references, requires 
significantly fewer tests to reach a conclusion than configurations based on parameter gen-
eration. In addition, reference generation configurations are robust to whether input valida-
tion is used or not. Our analysis gives us strong support for going forward with a random 
reference generation configuration if no explicit references are provided.
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