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Abstract
Using simultaneous observations from the EUV Variability Experiment (EVE) and imaging
from the Atmospheric Imaging Assembly (AIA), we characterise the temperature depen-
dence of apparent hot flows in solar active regions. The EVE instrument performs Sun-as-a-
star spectroscopy and is composed of two spectrographs: MEGS-A and MEGS-B (Multiple
EUV Grating Spectrograph-A, -B). It is known that EVE can measure wavelength shifts
and thus can observe relative Doppler velocities in solar atmospheric plasmas over an ex-
tended temperature range. However, MEGS-A is affected by a known astigmatism effect
(Chamberlin: Solar Phys. 291, 1665, 2016); inhomogeneities in EUV brightness on the so-
lar surface result in purely instrumental wavelength errors. We validate our methods by
independently quantifying this effect and comparing to Chamberlin’s results, and we ex-
plore the wavelength dependence as an extension of his formula as derived for He II 304 Å.
MEGS-B is unaffected by this instrumental effect in any case, and this has allowed us to
find evidence of hot prograde flows in active regions. Using our image-based models for
the astigmatism and flows, we independently confirm our original MEGS-B result. We now
extend our knowledge of the temperature dependence of these flows via the additional Fe
emission lines available in MEGS-A. We find a monotonic increase of apparent flow speed
with temperature up through lines of Fe XVI, nominally formed at about 6.4 MK.

Keywords Sun: corona · Sun: UV radiation · Sun: activity

1. Introduction

In recent years, spectroscopy in extreme ultraviolet (EUV) wavelengths has developed many
applications for measuring plasma motions in the solar atmosphere. The EUV Variability
Experiment (EVE: Woods et al., 2012) residing onboard the Solar Dynamics Observatory
(SDO: Pesnell, Thompson, and Chamberlin, 2012) has been providing spectra since 2010
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in the range (5 – 105 nm) with good spectral resolution (0.1 nm) and high temporal cadence
(10 seconds). Its stability and precision allow for sensitive wavelength shifts to be detected,
thus providing a solid framework for many solar-physics studies in EUV spectroscopy for
the “Sun as a star,” i.e. without image information.

One of the first significant solar-physics contributions from the EVE spectroscopy
demonstrated that one can derive relative Doppler velocities of flaring plasma using EVE
spectra (Hudson et al., 2011). The stability of the measurements is visibly demonstrated in
the detection of the orbital motion of SDO, through measured wavelength shifts of the bright
He II 304 Å emission line. This was possible despite the coarse spectral bin-width (0.4 Å,
some 400 km s−1 in Doppler speed), much larger than the magnitude of the orbital shifts.
Brown, Fletcher, and Labrosse (2016) used EVE spectral measurements to measure relative
wavelength shifts of MEGS-B lines during solar flares. This study provided evidence for
both upflows and downflows of the higher Lyman-series lines (β,γ, δ) as Doppler shifts.
Related analysis by Cheng et al. (2019) also used multiple EVE-observed emission lines to
investigate the temperature dependence of Doppler shifts during two X-class flares near the
solar disk center.

As well as short-term observations of transient solar events, the continuous coverage
from EVE enables analysis of long-term variations of the global Sun. Solar EUV spectral
irradiance varies from time scales of seconds to minutes (flaring timescales), to days and
weeks (emergence and rotation of active regions), to years and greater from global changes
during the solar cycle. Recent analysis over these longer time scales (Hudson et al., 2022)
yielded a surprising property of hot plasmas in solar active regions. Long time-series of
wavelength shifts of EUV emission lines, in conjunction with AIA (Atmospheric Imaging
Assembly) imagery, also onboard SDO, revealed apparently ubiquitous hot prograde flows.
This article extends these results. Cheng, Wang, and Liu (2021) had also performed a time-
series analysis of multiple lines over a four-month period investigating instrumental effects,
as discussed below. These instrumental effects alter the wavelength shifts of emission lines
over a subset of the wavelength range covered by EVE, and they are another principal focus
of this article.

The EVE/MEGS instrument (Multiple EUV Grating Spectrometer) consists of three dif-
ferent channels: MEGS-A1, MEGS-A2 (≈ 65 – 370 Å), and MEGS-B (≈ 370 – 1060 Å)
obtaining a solar spectrum every ten seconds with a nearly 100% duty cycle (Woods et al.,
2012; Pesnell, Thompson, and Chamberlin, 2012). The MEGS-A and -B instruments oper-
ated from 2010 to 2014; MEGS-B continues to operate but with a reduced duty cycle and
with time bins increased to 60 seconds. MEGS-A is a compact grazing-incidence spectro-
graph with some astigmatism as designed (Crotser et al., 2007). The combination of the
full-disk spectra and off-axis contributions thus results in small distortions of the wave-
length calibration. Operationally, this calibration depends upon the observed spectra and
information from the spectral atlas CHIANTI (Dere et al., 1997). EVE meets all off-axis
imaging requirements necessary for its principal science aim of spectral-irradiance charac-
terization, and this off-axis sensitivity is well documented by Crotser et al. (2007). Notably,
astigmatism in the optics does not affect lines observed by MEGS-B, but strongly does so
in MEGS-A, where this effect causes instrumental wavelength shifts that compete with the
Doppler information.

Hudson et al. (2011) noted this effect and presented an approximate equation to cor-
rect for the offset given the location of a flare event on the solar disk. Chamberlin (2016)
definitively characterized the astigmatism by performing a detailed analysis of the necessary
corrections for the He II 304 Å line, calibrated in orbit by using the quarterly “cruciform
scans” carried out via SDO pointing offsets. However, this derivation provides only the cor-
rection assuming uniform solar images and does not account for global inhomogeneities in
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EUV brightness over the solar disk. This is a vital consideration since each component of
the solar disk contributes a different wavelength offset to any (disk-integrated) spectral line
observed by MEGS-A. However, EVE has no spatial resolution, and thus we must turn to
other sources of image data to quantify this instrumental effect more completely.

In this article, we build on the work of Chamberlin (2016) and similar work by Cheng,
Wang, and Liu (2021) by using AIA images to develop a method to quantify this instrumen-
tal astigmatism and compare to the previous estimates. We extend the work of Hudson et al.
(2022) by modelling the hot flows using emission lines observed by MEGS-A and MEGS-B
over a broad range of wavelengths and temperatures. This analysis makes it possible to use
many additional EVE/MEGS-A spectral lines for Doppler measurements. The analysis here
relies entirely on the calibrated EVE data products, rather than the raw data.

2. Characterisation of MEGS-A Astigmatism via Image Centroids

2.1. The Nature of the Problem

As discussed above, wavelength shifts of lines observed using MEGS-A are affected by
astigmatism in the optics. Inhomogeneities in EUV brightness on the solar surface can thus
lead to purely instrumental wavelength shifts, not attributed to any physical plasma motions.
As demonstrated by Cheng, Wang, and Liu (2021) for example, this gives the appearance
of oscillatory structures in longer time series of line centroids. In this case, the wavelength
shifts exhibit a positive correlation with expected variations from astigmatism due to the
rotation of active regions across the solar surface. Surprisingly, as shown graphically by
Hudson et al. (2022), similar oscillatory structures are present in the wavelength shifts of
hot lines observed by MEGS-B, where the effects of the astigmatism are negligible (Woods
et al., 2012). Hudson et al. (2022) provide strong evidence to suggest that these temporal
structures result from hot prograde flows confined to active regions. The combination of
these two effects leads to a difficult modelling problem for MEGS-A, where many spectral
lines reflect higher temperatures than those in the MEGS-B band. It is clear that the structure
of a line-centroid time series observed with EVE is intrinsically linked with activity in active
regions, with both the astigmatism and flow-like components contributing to the variability.
Any Doppler interpretation of a hot line observed with MEGS-A is thus affected by both the
astigmatism and flows simultaneously.

In order to disentangle the two effects, a generalised mathematical framework is required.
Chamberlin (2016) gives a correction formula for this astigmatism, valid for the He II 304 Å
line:

�λcorr = α(t) sin2(E − W) + β(t) sin(N − S). (1)

This formula provides the wavelength correction �λ for Doppler measurements of an iso-
lated, bright and localised source located at heliographic longitude and latitude coordinates.
The quadratic term reflects the fact that the spectrographic dispersion is almost exactly in the
image EW direction. Note that Equation 1 assumes south and west coordinates as positive
and north or east as negative. Gradual CCD degradation resulted in some temporal depen-
dence, represented here by α(t) and β(t). The corrected wavelength is then found from
λ = λobs − �λcorr. Note that first term refers to the dispersion direction of the EVE gratings,
the second to the cross-dispersion direction, and that the adopted functional dependencies
follow those of Chamberlin (2016). Equation 1 contains no brightness information and is to
be applied under the assumption that the source dominates the line emission at that time. In
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other words, we assume that the observed line emission comes from an off-axis point source
located at unique coordinates, and that the global inhomogeneities in EUV brightness (such
as active regions) therefore offer negligible contributions to the wavelength shift. It is clear
now that this assumption must be invalid, strictly speaking, and that the interpretation of
the data from the cruciform scans generally depends on the offpointing amplitude and solar
image details.

SDO’s Atmospheric Imaging Assembly (AIA) provides many simultaneous full-disk im-
ages of the corona and transition region up to heights of 0.5 R� above the solar limb, and per-
forms at a high spatial (1.5′′) and temporal (12 seconds) resolution (Lemen et al., 2012). In
order to account for image brightness inhomogeneities, we can use AIA imaging to approxi-
mate the monochromatic intensity distributions of different lines in MEGS-A and MEGS-B.
The images thus let us sum over the wavelength-shift contributions from each pixel, with
each contribution weighted by the pixel intensity. Thus, a more general correction formula
is well described by

�λAIA = 1

Itot

∑

i,j

Iij f (x̃ij , ỹij , t), (2)

where f (x̃ij , ỹij , t) is the correction function accounting for wavelength-shift contributions
from the [i, j ]th pixel being off-axis at location x̃ij , ỹij (arbitrary coordinates), and Iij be-
ing the intensity at the [i, j ]th pixel. The sum is performed over all the pixels and nor-
malised to the integrated intensity Itot = ∑

i,j Iij . This equation measures the overall correc-
tion to wavelength shift caused by contributions from the whole solar disk. A verification
can be made that this formula reduces to Equation 1 with f (x̃ij , ỹij , t) = α(t) sin2(x̃ij ) +
β(t) sin(ỹij ) with x̃ij = (E − W)ij , ỹij = (N − S)ij being the heliographic coordinates of
the i, j th pixel; and an intensity distribution describing a single pixel of intensity I at pixel
[p,q] such that Iij = Iδipδjq using the Kronecker delta.

Naturally, Equation 1 is restricted to on-disk events due to the use of heliographic coor-
dinates, and this convention has been continued in subsequent literature by Cheng, Wang,
and Liu (2021). Chamberlin (2016) notes that the equation can be extended to above-limb
events by converting it to helioprojective coordinates (the SDO offpointing angles). This is
a significant point; when using heliographic coordinates in Equation 2, contributions from
above-limb pixels are necessarily excluded, since the locations of these pixels are undefined
in this coordinate system. We show an example of this effect in Figure 1.

Contributions of the astigmatism and also the prograde flow component are largest for
activity at or above the limb. This can be seen in the figures in Hudson et al. (2022): in the
purely astigmatic case, Equation 1 shows that maxima correspond symmetrically to activity
at either limb; the prograde flows instead have an asymmetric character: positive at the E
and negative at the W. Furthermore, any emission from coronal loops extending above the
solar surface at the limbs would be misrepresented by the use of heliographic coordinates. It
is exactly in these regions of strong contributions where the pixel-clipping occurs. For this
reason, in the following analysis we use standard helioprojective coordinates. This system
uses heliographic angles measured from the apparent disk centre, as seen by an observer, and
we use the sign convention defined earlier. For a review of the relevant coordinate systems
discussed, see Thompson (2006).

For our analysis, we present the generalised correction formula for f in Equation 2 ac-
cording to

f (Xij , Yij ) = C0Yij + C1X
2
ij︸ ︷︷ ︸

Astigmatism

+C2F(Xij )︸ ︷︷ ︸
Flow

+C3t, (3)
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Figure 1 An example of pixel clipping for an AIA image at 304 Å, 18 June 2015 01:02:08.592 UT. The left
panel shows the raw image data (log display to show faint features). The middle panel shows the pixels that
contribute to the correction using heliographic coordinates; the right panel shows the pixels discarded. In par-
ticular, note the large coronal loop at the west limb, of comparable brightness to the disk features; the feature
would make no contribution to the overall correction using heliographic coordinates. Using helioprojective
coordinates we can make use of the full image.

where Ci , i ∈ {0,1,2,3} are constant coefficients; Xij , Yij are the helioprojective coordi-
nates of the [i, j ]th pixel, normalised to the solar radius

Xij = Xij

R�
, Yij = Yij

R�
, (4)

and t is the fraction of a year since 2010.4, when SDO began normal operations. Equation 3
describes the wavelength-shift contribution of a single pixel at the coordinates Xij , Yij . It is
thus flexible enough to allow for above-limb contributions, to account for both astigmatism
(C0 and C1) and a simple flow term C2 to the wavelength shifts, and to allow for a time-
dependent background term C3. The latter can account for slow variations not quantified by
the flow and astigmatic terms and possibly related to instrument degradation (Chamberlin,
2016).

When fitting this model to data, naturally the size of these coefficients is contingent on
the choice of units. All fitted variables listed in Tables 3, 4, and 5 reference models describe
picometre wavelength shifts, to remain consistent with Chamberlin (2016). Accordingly, in
the relevant figures in Section 2.3 onwards, we make implicit conversions to Å and multiply
the model shifts by a factor of 0.01.

The flow function F(Xij ) is the simplest possible model; we will discuss this further
in Section 3. Generally we confirm the previous estimates of the astigmatism correction
of Chamberlin (2016), and we find evidence of flow-like components by parameter fitting
appropriate coefficients Ci in Equation 3 to the wavelength shifts of many lines observed by
EVE. This will be described in detail in the following sections.

2.2. A Fitting Method for Time-Series Data

Standard approaches to fitting the spectroscopic data must be extended to allow for the
complexity of the competing time-domain effects (astigmatism, high-speed flows, image
degradation). In the present context, we have no specific interest in the details of the line
formation, but rather in the global dynamics as measured by the line centre. We thus employ
the simpler “centre-of-mass” approach to extract the intensity-weighted centroid, according
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to

λ(t) =
∑

i

λiI (λi, t)∑
i I (λi, t)

. (5)

Here for a given time [t ], we have that λ(t) is the computed centroid of the line; the ac-
tual observable is the line displacement [λ(t) − λ0], with the choice of λ0 to be discussed
below. I (λi, t) is the intensity measured at the ith spectral bin. The range of wavelengths
over which this method is evaluated are the EVE spectral bins located nearest [λ0 − λtol,

λ0 + λtol], where λtol is an adopted spectral range around λ0, chosen to optimize the isola-
tion of the given line. This value is chosen such that it is sufficient to cover the wings of the
line profile, but minimise contributions of other lines. This method has been used by Brown,
Fletcher, and Labrosse (2016), noting that inferred Doppler velocities from this method only
determine actual line-of-sight speeds relative to the wavelength calibration. We thus obtain
a time-series of wavelength shifts that will allow us to parameter-fit the coefficients Ci for a
model such as that described in Equation 3.

In the following, we generally adopt an arbitrary choice for λ0 and λ0. The former is
used as an initial estimate of the line centre and is used to define the bounds over which the
centre-of-mass approach is evaluated. The latter represents the median of the observed line
position [λ(t)], for a given time interval; or simply the database wavelength as interpreted
on the default wavelength scale of the observations. We cannot refer to a precisely known
apparent wavelength for any of the lines, because the precision of the measurements exceeds
the absolute accuracy of the wavelength calibration. Indeed, the in-flight calibration of the
wavelength scale depends on some of the very lines that show the complicated time-domain
shifts that we study here.

To carry out the parameter fitting of the coefficients Ci , we perform a brute-force grid-
search in parameter space for the best fit. On a pixel-by-pixel basis, this would be compu-
tationally infeasible for the time-series of AIA images that we use in this study. Through
simple algebraic manipulation, Equation 2 can be transformed into the equivalent

�λAIA = C0

∑

i,j

Iij Yij

Itot
+ C1

∑

i,j

IijX
2
ij

Itot
+ C2

∑

i,j

IijF (Xij )

Itot
+ C3t

= C0Y
1 + C1X

2 + C2F + C3t, (6)

with the time-dependent term unchanged, since
∑

i,j Iij /Itot = 1. In writing Equation 6, we
show that the pixel-by-pixel summation of wavelength contributions is equivalently char-
acterised by the general image centroids defined by the sums. In another sense, we are as-
suming that the time series of wavelength shifts is well decomposed into the basis functions

X
2
(t) and so on. This approach provides the advantage that the coefficients are computed

for each AIA image prior to the parameter searches. This form of the correction formula can
ignore any tilt-angle correction of the Earth relative to the Sun (the B0-angle). Note that the
single parameter of the flow term grossly simplifies the physical picture.

In order to find the best fits in the grid-search, we employ an inspection-of-residuals
method akin to that suggested by Andrae, Schulze-Hartung, and Melchior (2010). We prefer
this fitting procedure to other commonplace methods such as the reduced χ2-procedures,
and minimisation of the mean-square error as used by Cheng, Wang, and Liu (2021). An-
drae, Schulze-Hartung, and Melchior reason that the reduced χ2-method should not be used
for non-linear models, such as the SDO ephemeris term as described below in Equation 7.
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Indeed, the method should likewise not be employed if the basis functions of the model are
not linearly independent. For example, there is no guarantee that the simplified flow-term
F(t), as defined in Equation 6 and later Equation 12, should be linearly independent of the

quadratic astigmatism term X
2
(t) in the positive hemispheres.

The procedure for the inspection-of-residuals parameter modelling is simply defined.
For each combination of coefficients Ci in the grid-search, we have the corresponding
wavelength-correction [M(tn)] computed from the nth AIA image in the series captured
at time tn. Consider rn = M(tn) − λ(tn) to be the nth residual of the model with the simul-
taneously measured EVE centroid of the specified emission line. If we have N data points,
for this model we will have a distribution of N residuals, R = {r0, r1, . . . , rN }. As we find
the uncertainties in the measured EVE wavelength shifts to be approximately Gaussian, one
would expect for a good fit that the distribution of residuals R would also be approximately
Gaussian with a similar variance. The “best-fit” model is one that maximises the similarity
between R and a specified Gaussian distribution; we will describe the form of the latter be-
low. This measure of similarity is quantified for each model by performing the two-sample
Kolmogorov–Smirnov (hereafter KS) test between R and a normally distributed pool of N

random variables (Kolmogorov, 1933; Smirnov, 1948; Hodges, 1958), and we compute the
p-value statistic for each model in the grid-search.

The KS test compares cumulative distribution functions in a model-independent manner,
and its probability estimation (“p-value” here) is a standard goodness-of-fit variable. Finding
the global maximum of the KS p-value in parameter space will yield the residual distribution
most closely resembling the specified Gaussian, and thus provide the best-fit parameters [Ci ]
by this definition. In the case where a number of parameters equally maximise the statistic,
we take the median as the output.

For numerical stability, we normalise the model and the measured data so that a specific
characterisation of the measured error ε is equal to unity. For each model, we then compute
the KS p-value between R and a normally distributed pool of mean 0 and variance 1. In
practice, the residual distributions are multiplied by a factor of 1/ε. This procedure is equiv-
alent to retaining the original units and comparing R to a normally distributed pool of mean
zero and variance ε. The value ε can be regarded as an estimate of the expected variance
between an ideal model and the measured data. In most cases, it suffices to take ε as the min-
imum or the median of the measured errors of the data to be modelled. Specifically, for an
uncertainty distribution of the EVE wavelength shifts, say U , over a particular time range,
the output-parameters of the fitting procedure are found to be stable to perturbations and
provide the best fits in the range [min(U) < ε < median(U)]. Figure 2 demonstrates this,
showing the dependence of output parameters during astigmatism fitting of He II at 303.8 Å
and 256.3 Å using different values of ε in this neighbourhood. We describe these fittings in
detail in Section 2.3. These results are as expected. For example, taking ε too small or too
large with respect to this range can lead to numerical instabilities in the KS test.

We quantify the uncertainties and improve the robustness of the fitting using empirical
methods. The developed “bootstrapping” procedure (e.g. Andrae, 2010; Andrae, Schulze-
Hartung, and Melchior, 2010) involves taking random samplings of the residual distribution,
allowing for repeats, and performing the maximisation of the KS statistic for each resample.
For each bootstrap resample b, we compute the output parameters {Ci}b, i ∈ {0,1,2,3} that
maximise the KS p-value statistic in each case. The final output parameters are defined as the
median of the bootstrap distribution for each output parameter. The uncertainty is listed as
the maximum between the standard deviation of the same distribution, and the grid-spacing
for the respective parameters. Although there are more powerful statistical tests of normality
(e.g. Mohd Razali and Yap, 2011), we find the KS p-value statistic to suffice in this case.
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Figure 2 The dependence of the output parameters on the value of ε during astigmatism fittings to He II at
303.8 Å (left panels) and 256.3 Å (right panels) wavelength shifts. The fittings are identical to those described
in Section 2.3. In each panel, the grey-shaded region denotes the range min(U) < ε < median(U), where U

is the measured uncertainty distribution of the EVE wavelength shifts in each case. We observe that outside
the suggested ranges, deviations in output parameters may be expected. Error-bar construction and fitting
procedure are described in Section 2.2.

We demonstrate the utility of this method in extracting the orbital characteristics of SDO
through wavelength shifts of the Lyman-γ line at 972.5370 Å observed using MEGS-B.
MEGS-B is free of astigmatism, and from our experience such a low-temperature line should
have a minimal flow term. For details of the parameters used to extract the centroids, see
Table 1.

We assume a line-of-sight velocity model of the form

�v [km s−1] = C0t + C1 sin

(
2πt

C2
+ C3

)
, (7)

where t is in days, C0 is the slope of the linear background term; C1, C2, C3 denote the am-
plitude [km s−1], period [days], and phase [rad] respectively. We perform a grid-search over
the parameter ranges C0 ∈ [−1,1], C1 ∈ [1,10], C2 ∈ [0.6,2.5], C0 ∈ [0,π], and consider
15 equidistant samples in these ranges. Note that the four Ci parameters now fit different
functional terms from their original use in Equation 3. The best fit is evaluated using the
inspection-of-residuals method as described above, with the procedure iterated over 100
bootstrap resamples of the residuals. We find that for the periodic term C2, it is necessary
that the grid-search include a period close to that of the source (for these data, the expected
value is naturally C2 = 1).

This is not an issue for the astigmatism and flow modelling in the following sections,
where the periods are well encoded in the image-centroid basis functions and no period
fitting is required. Further, in this case the median of the measured uncertainties of the
wavelength shifts are of the same size of the amplitude of the oscillation (both around
≈ 3 km s−1). Values of ε satisfying [min(U) < ε < 3 km s−1] are sufficient to characterise
the wavelength shifts with this model.

Figure 3 shows the fit results (Table 2). The inspection-of-residuals procedure success-
fully extracts the expected orbital motion of SDO, and matches well with the expected shifts
from the JPL Horizons tool (ssd.jpl.nasa.gov/horizons). Figure 4 presents slices of the KS
p-value surface in parameter space for two different bootstrap resamples of the residuals.

http://ssd.jpl.nasa.gov/horizons
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Table 1 The line parameters used for centroid extractions throughout the study. Left to right the columns
indicate: name of the ion; line centre as listed in the CHIANTI database (Dere et al., 1997); log(Tmax) as
listed in the CHIANTI database, λ0, λtol are as in Section 2.3; indicated data-points have been averaged �tav
seconds prior to the data-point; the MEGS instrument which observes the given line.

Ion λCHIANTI [Å] log (Tmax) λ0 [Å] λtol [Å] �tav [s] MEGS

Fe IX 171.0730 5.9 171.05 1.0 720 MEGS-A

Fe XI 182.1670 6.2 182.20 0.7 720 MEGS-A

Fe XII 195.1190 6.2 195.10 0.8 720 MEGS-A

Fe XIII 209.6190 6.3 209.81 0.7 720 MEGS-A

Fe XIV 211.3170 6.3 211.45 0.8 720 MEGS-A

He II 256.3170 4.9 256.20 0.7 720 MEGS-A

Fe XIV 274.2030 6.3 274.175 0.7 720 MEGS-A

Fe XV 284.1630 6.8 284.10 1.0 720 MEGS-A

He II 303.7800 4.9 303.80 2.0 720 MEGS-A

Fe XVI 335.4090 6.8 335.40 0.9 720 MEGS-B

Fe XVI 360.7500 6.8 360.9 0.8 720 MEGS-B

Mg IX 368.0710 6.0 368.10 1.2 720 MEGS-B

Si XII 499.4060 6.9 499.50 1.2 720 MEGS-B

Si XII 520.6650 6.9 520.66 0.8 720 MEGS-B

Mg X 609.7930 6.8 609.90 1.0 720 MEGS-B

Mg X 624.9410 6.8 625.00 1.2 720 MEGS-B

Ne VIII 780.3850 5.8 770.50 1.2 720 MEGS-B

Lyman-γ 972.5370 4.5 972.60 2.0 2880 MEGS-B

Table 2 The output parameters
from Equation 7, giving the
results shown in Figure 3, and the
magnitude of ε used in this
particular parameter search.

C0 −0.14±0.14 km s−1 day−1

C1 3.57±0.65 km s−1

C2 1.01±0.14 days

C3 1.80±0.22 rad

ε 1.042 km s−1

Slices are taken near the global maximum for each resample. A sharp increase in p-values
as the periodicity parameter C2 approaches unity is easily distinguished in each case, and
the exact slices containing the global maxima for each residual resample are indicated in the
red-outlined plots.

2.3. Fits for the MEGS-A Astigmatism

Using the methods described above, we now quantify the MEGS-A astigmatism and com-
pare it with the previous estimates by Chamberlin (2016). We focus initially on the He II

line emissions at 303.8 Å and 256.3 Å. For these lines, we use AIA images from the 304 Å
passband as a first approximation for the true monochromatic EUV intensity distributions.
The He II line at 303.8 Å is by design the primary contributor of the 304 Å AIA passband
(Lemen et al., 2012). Indeed, O’Dwyer et al. (2010) finds that for AR and QS plasma, the
303.8 Å line definitely dominates this channel. For sources above the limb, projected against
the corona, we expect this AIA channel to have a significant contribution from the higher-
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Figure 3 The output of the example fitting for the SDO orbital motion, using Lyman-γ at 972.54 Å. The top
panel presents the output of the inspection-of-residuals fitting (blue), overlaid on time-averaged Lyman-γ
centroids (grey) and the expected orbital shift from the ephemeris data (dashed brown). For details of the
extraction of the line centroids, see Table 1. The bottom panel displays the residuals (black) taken between
the output model and the Lyman line shifts. The red bar in the bottom panel denotes the equivalent variance
of the comparative Gaussian [ε] as described in the text. The respective parameters of the output model are
listed in Table 2.

temperature Si II line at 303.33 Å, and with a small flare-like responses due to Ca XVIII at
302.19 Å, these effects should be minimal; we conclude that the AIA 304 Å is a good proxy
for an (unavailable) time series of monochromatic images.

The raw wavelength shifts of these lines exhibit variations on many time scales, well-
demonstrated in Figure 5. For these data, slow year-scale secular variations are visible, as
well as the approximately two-week periodic oscillations attributed to AR rotation and the
MEGS-A astigmatism. We suggest that the former slower variations could result from slow
shifts of the signal’s diurnal artifact. However, determining the exact nature of this essen-
tially magnetospheric effect is beyond the scope of this study. We adopt a simple treatment
of the slow-varying component by including a linear background term in the model fittings.

We consider first the subset of the 2013 epoch bounded by the vertical grey dashed lines
in Figure 5, from 1 May 2013 to 12 July 2013 UT. For these studies we use data from
17:00 – 18:00 UT; this hour puts the SDO spacecraft close to the Earth–Sun line, and hence
minimizes its orbital Doppler effect. Our minimal model describes both the astigmatism and



Temperature of Hot Prograde Flows Page 11 of 26 2

Figure 4 Cross-sections of the p-value surface in parameter space near the global maxima for specific boot-
strap resamplings of the residuals. Each pixel denotes a model with respective coefficients [Ci ] depending
on its coordinates in this space. Log-normalised intensities denote the magnitude of the KS p-value for each
model. The top row and bottom row denote slices of the surface for two different bootstrap resamplings of the
residual distribution. All surfaces plotted are held at constant C0 = −0.143, and increasing column number
corresponds to increasing period: C2. The red outlined subplots contain the global maxima for each surface
and show the sharp increase in p-value observed for C2 ≈ 1, the (normalised) orbital period of SDO.

Figure 5 The wavelengths shifts of the He II lines at 303.8 Å (top panel) and 256.3 Å (bottom panel) over
the year 2013. Clear year-scale variations are visible, along with the variations attributed to the MEGS-A
astigmatism. The equivalent Doppler root mean square (RMS) is approximately 6 – 7 km s−1 for each of the
line-motions shown. “Centre-of-mass” extraction parameters are listed in Table 1. For both lines, centroids
are sampled between 17:00 and 18:00 UT daily. Grey dashed lines denote the subset modelled in Figures 6
and 7.



2 Page 12 of 26 J.C. Fitzpatrick, H.S. Hudson

Table 3 Output parameters from
Equation 8 for the astigmatism
fittings presented in Figures 6
and 7, and the value ε used in the
parameter searches.

He II 303.8 Å He II 256.3 Å

C0 4.17±3.30 5.00±2.71 pm

C1 17.50±2.68 18.33±3.34 pm

C2 −3.75±1.90 −8.59±1.90 pm yr−1

ε 0.0019 0.0024 Å

the slow-varying background:

�vAIA [pm] = C0Y
1
(t) + C1X

2
(t) + C2t, (8)

where the variables are the same as in Equation 6, but again with different Ci assignments.
The Chamberlin (2016) description of the astigmatism, confirmed by our independent in-
vestigation, contains the linear term in Y and quadratic term in X and no others. The sec-
ular term is as described above, and t is in Chamberlin’s time units: the fraction of year
since 2010.4, the approximate time SDO began operations. The flow term has been omitted.
This reflects our conclusion that mainly higher-temperature plasmas reveal the flow phe-
nomenon. In an analogous procedure to the orbital fitting, we perform a parameter search
over the ranges C0,C1 ∈ [0,40] and C2 ∈ [−10,0]. In this we make no assumptions on the
relative magnitudes of C0 and C1. A negative slope for the secular term is assumed. We
consider 25 equidistant samples in the above ranges, and iterate the bootstrapping procedure
over 100 resamplings of the residual distributions. The parameter modelling was performed
identically for the line centroids sampled for both 303.8 Å and 256.3 Å.

The results are presented in Figures 6 and 7, and it is clear that the oscillatory component
of the wavelength signal for both lines is well described by our model of the instrumental
astigmatism. From this point onward, the “Chamberlin model” is defined as

A(t) = (4.14 + 0.0064t)Y
1
(t) + (16.37 + 5.56t)X

2
(t) t < 12 March 2012,

(4.21 + 0.0060t)Y
1
(t) + (14.40 + 3.49t)X

2
(t) t > 12 March 2012,

(9)

where t is identically in Chamberlin’s time units and A(t) is in picometres. The discontinuity
time, as well as the astigmatism coefficients, are those that he derived from data obtained
during the SDO cruciform scans; this will be expanded on in the section following. For
both lines, it appears that the Chamberlin model slightly overestimates the amplitude of the
variations. This fact is also present in the consistent slight decrease in the fitted quadratic
coefficients in Figure 9. Cheng, Wang, and Liu (2021) also find a slight decrease in the
quadratic coefficient using similar methods. These discrepancies will be discussed further
in the following section. We discuss a possible wavelength dependence of the astigmatism
correction in Section 3.2.

2.4. Image-Based Confirmation of the Cruciform Scan Results

By performing a similar analysis, we characterise the temporal dependence of the astig-
matism coefficients for He II 303.7860 Å and compare to previous estimates. Chamberlin
(2016) quantifies the astigmatism by using the quarterly cruciform scans performed by SDO.
These on-orbit calibrations involve offsetting the pointing of SDO at regular intervals and
an estimate of the astigmatism is obtained by measuring the centroids of the distorted line
profiles.
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Figure 6 The results of the inspection-of-residuals fitting for the He 303.8 Å emission line as described in the
text. Top panel presents the measured EVE centroids (blue), the model output (black), and the Chamberlin
model (grey, see Equation 9). Specifically, in these figures, the Chamberlin model has been corrected using
the fitted background term C2t . The bottom panel shows the residuals (black) between the EVE measured
centroids and the output model with the Gaussian equivalent width ε (red). See Table 1 for the parameters
used in the centroid extraction, and Table 3 for the fit parameters. The Doppler RMS of the background-
corrected EVE centroids (see Figure 8) is approximately 4 – 5 km s−1 for this line over the time considered.

Figure 9 presents the results of inspection-of-residuals fitting of the astigmatism for
He II 303.7860 Å over the four years of MEGS-A operations. The results are compared
with the results of the cruciform scans over the same time period. For our fits, we di-
vide the data into 55-day intervals, with the centroids sampled daily between the hours
of 17:00 – 18:00 UT. As above, further centroid-extraction parameters are provided in Ta-
ble 1. The grid-search is again performed using Equation 8, over the parameter ranges
C0,C1 ∈ [0,40], and C2 ∈ [−10,10], with 25 equidistant samples in each range. The proce-
dure is iterated over 100 bootstrap resamples of the residual distributions. The value of ε is
set to the minimum of the measured errors for each interval, although for repeated fittings
the structure of the output parameters is not sensitive to the exact choice of this value. In the
figure, the grey-shaded region indicates the time of the bakeout of the EVE CCD, which is
responsible for the discontinuity in the derived cruciform-scan coefficients.

The results show reasonable agreement for the quadratic coefficient over the four-year
time interval using our independent technique. However, we observe that the fitted quadratic
coefficients are often lower than that expected from the cruciform data; with increasing
disagreement towards the end of the MEGS-A lifetime. Chamberlin (2016) notes that any
non-uniformities on the Sun (such as ARs) should not affect the results of the cruciform
scans, since the wavelength offsets computed are relative measurements, and so this is not
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Figure 7 Similar to Figure 6, the output model of the fitting to the measured centroids of He II at 256.3 Å.
The top panel presents the measured EVE centroids (blue), the model output (black), and the Chamberlin
model (grey, see Equation 9). The bottom panel shows the residuals (black) between the EVE measured
centroids and the output model, with the Gaussian equivalent width ε (red). As above, see Table 1 for the
parameters used to measure the line centroid, and Table 3 for the fit parameters. The Doppler RMS of the
background-corrected EVE centroids (see Figure 8) is in the vicinity of 9 – 10 km s−1 for this line over the
time considered.

likely to be the source of discrepancy in this case. The first highlighted data point (coloured
purple, enumerated 1) suggests that the measured EVE wavelength shifts are ill-described by
the image-centroid basis functions and so the significant deviation from the cruciform values
is expected. It may be that other components not considered in the model are distorting the
wavelength shifts. For example, the He line considered may also be affected by the blending
of the nearby hotter Si II line at 303.3250 Å. Indeed, for the later models, (enumerated 2, 3)
despite the reduction in the fitted quadratic coefficients with respect to the cruciform values,
the Chamberlin model does not significantly differ from the best-fit model.

For the linear coefficient in Y , the deviation from the cruciform scan values is somewhat
expected. As noted, this coefficient corresponds to north–south on the solar surface (the
cross-dispersion direction of the MEGS-A grating), while the X-coefficient corresponds
to east–west (the dispersion direction). To provide a good fit to the data, it is necessary

that there be sufficient variation in the image-centroid basis functions Y
1
(t). AR activity

is primarily concentrated around the solar Equator, with much less variation north–south
over the time periods considered in the fittings, with respect to the obvious large east–west
variations due to the rotation of the Sun. Our investigations have found that the structure of
the models are only weakly dependent on the linear term in Y . A combination of these facts
may contribute to the significant deviations from the cruciform values in Figure 9.
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Figure 8 A comparison of the (background corrected) time series of the two He lines considered in Figures 6
and 7. The top panel displays the wavelength shifts of He II 303.8 Å (purple) and He II 256.3 Å (red), with the
equivalent Doppler RMS being approximately 4 – 5 km s−1 and 9 – 10 km s−1 for each signal respectively.
Note the similar wavelength amplitudes of the astigmatism-induced oscillations. The bottom panel shows
corresponding AIA images at the times of extrema (labelled grey dashed lines in the top panel). The minima
correspond to AR activity near disk centre, while the maxima correspond to AR activity at the limbs.

Figure 9 Left: the fitted astigmatism coefficients C0 (top panel) and C1 (bottom panel) from the inspection-
of-residuals fitting to He 303.8 Å wavelength shifts over the four years of MEGS-A operations. The data
points are plotted at the centres of the intervals. The approximate time of the CCD bakeout is indicated by
the grey shaded region. Also shown are the coefficients derived from the cruciform scans (green solid lines).
For clarity, the fitted background coefficients C2 are omitted. Right: corresponding intervals corresponding
to the enumerated purple (square) data points in the left panels; in each panel, He 303.8 Å wavelength shifts
are displayed in blue, the fitted model in black, and the Chamberlin model in grey.
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We have established that a component of the oscillatory structures in MEGS-A observed
wavelength shifts can be attributed to the instrumental astigmatism. In the following sec-
tions, we investigate the apparent flows in solar active regions. Our treatment of the astig-
matism now allows us to extend previous analyses in the literature to lines observed with
MEGS-A.

3. Analysis of Hot Flows with Both MEGS-A and MEGS-B

3.1. Modelling the Flow: How Fast Can It Be?

We now present a simple Doppler model that is sufficient to characterise the wavelength
shifts of a range of lines observed by both MEGS-A and MEGS-B over a broad range of
wavelengths and temperatures. As demonstrated, our treatment of the instrumental astigma-
tism allows us to extend the analysis to lines in MEGS-A, where both astigmatism and flow-
like components can contribute to the shifts. In this and all subsequent sections, we restrict
our attention to the epoch spanning 1 August 2012 to 25 September 2012. All AIA images
are sampled at 17:24 UT daily, and line-centroids evaluated between 17:00 and 18:00 UT.
We note that this time interval is representative, and the following analysis should apply
over the entire database of MEGS operations.

We define the model accounting for astigmatism, flow-like components, and the secular
background term:

�vAIA [pm] = C0A(t) + C1F(t) + C2t, (10)

where A(t) is as defined in Equation 9, with new roles for C0 and C1 as shown, with the
background term unchanged and assigned to C2. This form of correction assumes astig-
matism contributions of a comparable size to those derived by Chamberlin (2016), and we
allow for a wavelength dependence by searching for good fits with perturbations of C0 away
from unity. Recall that Equation 6 defines the flow image-centroid as

F =
∑

i,j

IijF (Xij )

Itot
. (11)

We consider the simple flow model according to

F(Xij ) = (−1 + 2H)X2
ij , (12)

for pixel coordinates i, j , where H is a step function such that H = 1 or 0 for [Xi,j > 0] or
[Xi,j < 0], respectively, with the sign convention as defined in Section 2.1. This simplest-
possible model for the flow term assumes uniform horizontal flow over the time interval
considered, with different line-of-sight directions in the eastern and western hemispheres.
It is likely true that different active regions on the solar surface could exhibit different flow
speeds; indeed, the flows may not even be constant over the evolution of a single active
region. In any case, this simplified treatment characterises the wavelength shifts surprisingly
well (see Figures 10, 11, 12, 14). Depending on which instrument observes the line, we
consider restrictions on the model as follows: MEGS-B exhibits no astigmatism, and so A(t)

is neglected. Further, the wavelength shifts of lines in MEGS-A demonstrate no background
shifts over this period, and so the secular term is removed in this case.
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Figure 10 The results of the inspection-of-residuals fitting to the Fe XIV line at 211.3170 Å. We perform the
grid-search over the parameter ranges C0 ∈ [0,2], C1 ∈ [0,25], with 25 equidistant samples in these ranges
and iterate over 100 bootstrap resamples of the residual distributions. Plotted are the measured wavelength
shifts observed by EVE, the results of the full model fitting, the flow-only fitting, and the astigmatism-only
fitting (as indicated in the figure legend). We find good agreement with the inclusion of both astigmatism
and flow-like components in the model. The image-centroid basis functions are derived from the DZ211
images as described in the text. The Doppler RMS of the Fe XIV line-motion for this time interval is around
24 – 25 km s−1.

We first demonstrate that the inclusion of both the simplified flow term and the astigma-
tism is necessary to describe the observed Doppler shifts in MEGS-A. Figure 10 presents
the results of a fitting of the relevant coefficients in Equation 10, to the wavelength shifts
of Fe XIV at 211.3170 Å over the 2012 epoch using the inspection-of-residuals procedure.
Some details of the fitting are given in the figure caption, and the results are consistent with
the fittings described in Section 3.2. This line falls in the MEGS-A spectral range, and so
it experiences some astigmatism. We neglect the background term during the fitting as de-
scribed above. As a proxy for the EUV intensity distributions of this line on the solar disk,
we consider the approximation derived by Del Zanna (2013) that estimates the contribu-
tions to the 211 Å AIA passband due to the Fe XIV line. This takes the form of a linear
combination of AIA passbands:

I (Fe XIV) = I (211 Å) − I (171 Å)/17 − I (193 Å)/5, (13)

and such images are hereafter labelled “DZ211”. The image-centroid basis functions as de-
fined in Equation 10, are computed using the DZ211 images for this fitting. Also presented
in the figure are the best fits in the flow-only case (setting C0 = 0) and the astigmatism-only
case (setting C1 = 0). Our findings suggest that both the flow-like and astigmatism contri-
butions are necessary to characterise the wavelength shifts of this line; with good agreement
only possible with the inclusion of both terms in the fitting. In fact, an identical treatment
provides good fits for the Doppler shifts of many other Fe lines observed with MEGS-A
(see Figure 12). The output parameters of this fitting are listed in Table 4. A non-zero flow
term for this line is expected, with observations from Hudson et al. (2022) indicating that
the flows become detectable mainly at higher temperatures.

In a similar fashion, we can supplement imaging from other appropriate AIA channels
in the computation of the image sums. In some cases, this can provide better shape-wise
fits to observed Doppler profiles. By design, the 94 Å AIA passband observes Fe XVIII in
flaring plasma (Lemen et al., 2012), and this ion is also the dominant contributor in AR
plasma (O’Dwyer et al., 2010). We nevertheless find that image centroids derived from
the 94 Å channel also work well to describe the wavelength shifts of many of the lines
observed by EVE. Figure 11 demonstrates this fact in the fitting of the pair of Mg X ions at
609.7930 Å and 624.9410 Å. These lines fall in MEGS-B and so we neglect the astigmatism
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Figure 11 The results of the inspection-of-residuals fitting to the Mg X line pair at 609.7930 Å (second
panel) and 624.9410 Å (top panel), respectively. The grid search is performed over the parameter ranges
C1 ∈ [0,50], C1 ∈ [−20,0] with 25 equidistant samples in each range and the procedure iterated over 100
bootstraps. The plot shows the measured wavelength shifts observed by EVE (grey error bars) and the results
of the full model fitting (blue). The Doppler RMS of the Mg X line-motions are in the vicinity of 14 km s−1

for both ions over the time considered. Image-centroid basis functions are derived from 94 Å AIA images.
The corresponding AIA images at the time of a local maxima and minima (labelled) are presented in the
bottom panels. Notably, maxima correspond to AR at the west limb, minima at the east, indicative of the
presence of prograde flows.

term. We find that the simplified flow-model using the 94 Å AIA imaging well describes
the large Doppler swings of each of the Mg X ion pair. The prograde nature of the apparent
flows also clearly appears in the figure, with the maxima and minima corresponding to
AR activity peaking at west/east limbs respectively. Notably, we see similar shape-wise
behaviour between the two ions, and in the magnitude of the derived flow coefficients. In
this analysis, we use AIA images as proxies for actual monochromatic images. The choice of
which band to use for this purpose may not strongly affect the results, because active regions
appear prominent against the QS background in all bands considered. The fits cannot be used
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for quantitative Doppler measures, however, because the AR contrast against the (assumed
stationary) large-scale corona will depend upon the AIA band chosen. We will explore the
role of image choice further in the model-fittings in the following section.

3.2. Multi-wavelength Fits: Dependence on Formation Temperature

Our findings demonstrate that the simplified model defined in Section 3, Equation 10 is
well able to characterise the wavelength shifts of lines observed with both MEGS-A and
MEGS-B. We seek to extract the dependences of the flow component on the plasma tempera-
ture and wavelength, and so we select a range of lines observed with EVE over a broad range
of these parameters. Table 1 lists the centroid-extraction parameters for all lines considered,
while Table 4 lists the results of the fitting for each, which we discuss below. By performing
an inspection-of-residuals procedure completely analogously to treatments described above,
we fit the relevant coefficients in three different cases; supplementing the different image-
types: DZ211, AIA 94 Å, and AIA 304 Å into the computation of the image-centroid basis
functions.

For all of the lines considered, we perform grid searches over the ranges listed in Table 5.
The differing ranges are linked with the varying amplitudes of the centroids of differing
image-types. This will be discussed more fully later in the text. Identically in all fittings,
we consider 25 equidistant samples in each of the ranges, and iterate the procedure for 100
bootstrap iterations of the residual distributions. The values of ε are also listed, in each case;
this is taken as the median of the uncertainty distribution of the weighted-centroids of the
particular line over the 2012 epoch.

Figure 12 presents the model fittings to the observed wavelengths of Fe ions in MEGS-A.
The parameters for each model are listed in Table 5. This demonstrates systematically that
our simplified model can sufficiently characterise the Doppler shifts of many different Fe
lines. The DZ211 images provide the best global fits in nearly all cases, and our findings
conclude that reasonable agreement is also possible using the 94 Å and 304 Å passbands.
We do not show other fits for Fe IX 171.07 Å using imaging from the AIA 171 Å passband.
These show slight improvements, as expected, since this ion is the dominant contributor
for QS and AR plasmas (O’Dwyer et al., 2010). Although it is not possible from these
data to extract an absolute wavelength dependence of the astigmatism, Figure 13 suggests
a significant increase in the derived astigmatism coefficient for increasing wavelength. We
observe this structure in the fittings derived from all image-types considered.

Figure 13 points to a monotonically increasing wavelength dependence away from the
Chamberlin (2016) result for 304 Å. Unfortunately the scaling depends upon the chosen
image reference in our technique. Without access to monochromatic images, we cannot
interpret this result directly as a property solely of the astigmatic correction, rather than a
property of the image concentration (decrease of AR contrast with wavelength). Accordingly
we do not quote a general result here, but only note that the correction appears to increase
significantly as a function of wavelength.

Similarly, Figure 14 presents the output of the models for all the lines falling into
MEGS-B. For this instrument, the effects of the astigmatism are neglected in the model. As
before, we find good agreement between the models and observed line-motions for many
of the ions in the analysis. The best global fits are found for lines with larger-amplitude
Doppler swings, using the 94 Å and 304 Å passbands. The Doppler shifts are characteristic
of prograde flows, with similar line behaviour for the same-ion line pairs: Fe XVI 335.4090
and 360.7500 Å, Mg X 609.7930 and 624.9410 Å, and Si XII 499.4060 and 520.6650 Å.

For all lines considered, we find differing magnitudes of the modelled coefficients C0

and C1 for the best-fits to the data when supplementing different AIA passbands. Naturally,
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Table 5 The ranges of parameters over which the inspection-of-residuals grid-search is performed for the
modelling in Section 3. As explained in the text, lines in MEGS-A neglect the secular coefficient C2 in the
search, while lines in MEGS-B neglect the astigmatism coefficient C0.

Image-type C0 C1 [pm] C2 [pm yr−1]

DZ211 [0,2] [0,25] [−20,0]

AIA 94 Å [0,3] [0,50] [−20,0]

AIA 304 Å [0,5] [0,120] [−20,0]

Figure 12 The corresponding output models of the inspection-of-residuals parameter fittings to the line-
motions of Fe ions residing in MEGS-A. Fitted coefficients for each ion are listed in Table 4. Columns left
to right display the output models from fittings using the image-types DZ211 (green scattered), AIA 94 Å
(blue scattered), and AIA 304 Å (red scattered), respectively. Grey errorbars denote the centre-of-mass line
centroids extracted for each ion over the 2012 epoch; descending rows correspond to fittings of different ions
labelled in the panel titles.

different images will generate different image-centroid basis functions. While those con-
sidered in this article all exhibit dominance of active-region (AR) presence over quiet Sun
(QS) to some degree, variations in the AR/QS ratio are present between the image types.
As an example, the Doppler swings of F(t) are larger for those computed for the DZ211
images than for those derived from the raw 304 Å passband. In consequence, an increase in
the size of C1 is required to fit the observed Doppler profiles for modelling with the latter.
In contrast, the C1F(t) component of the output models is similar in magnitude between
image-types. This is expected behaviour, since they are modelling the same Doppler shifts
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Figure 13 The derived
astigmatism coefficient C0
mapped against wavelength for
each Fe line residing in
MEGS-A. Descending rows
display the corresponding output
coefficients using the indicated
image types. Dashed lines
highlight the wavelength bounds
of the MEGS-A instrument.
A clear increase in C0 is visible
for increasing wavelength for the
ions considered. Errorbars are
derived from the bootstrapping
procedure as described in the
text.

for a given line. The same observations are analogously true for the astigmatism term, and
derived coefficients thereon. This explains, for example, the necessary increase in parameter
ranges in the grid-search visible in Table 5; the increasing magnitude of the derived coef-
ficients C0 and C1 in Table 4 from DZ211, 94 Å to 304 Å; and the differences in derived
astigmatism coefficient C0 between image-types in Figure 13. To emphasise, the increase in
grid-search ranges does not cause the increase in fitted parameters, but rather the ranges are
tightened for modelling with the DZ211 and 94 Å images with respect to the 304 Å images
in order to increase the resolution in the grid-search.

To explore the dependence of the derived flow coefficient C1 on wavelength and
line-formation temperature, we compute the maximum redshifts of the modelled flow-
components for each line over the 2012 epoch. This value is evaluated according to
max

(
C1F(t)

)
, where C1 here denotes the output coefficient C1 of the inspection-of-

residuals fitting procedures. Figure 15 presents this quantity as mapped against temperature
and wavelength separately. Pearson correlation coefficients reveal the strong correlation be-
tween flow-speed and temperature of the line formation. Specifically, we find a monotonic
increase in flow speed against the listed CHIANTI Tmax for each line, with maximum flow
speeds for this epoch computed at around 40 km s−1. These data do not allow us to deter-
mine the actual speed of the plasma flow, so this represents a lower limit. We do not detect
a dependence on wavelength, which could have suggested a systematic bias.

4. Conclusions

This article extends the analysis of EVE Doppler signatures on active-region time scales of
days to weeks, as reported earlier for the MEGS-B data by Hudson et al. (2022). The initial



Temperature of Hot Prograde Flows Page 23 of 26 2

Figure 14 An analogous presentation of the output models as in Figure 12. Presented here are the final output
models of the ions falling into MEGS-B, where the astigmatism effects are neglected.

results described an unexpected finding: the EVE Sun-as-a-star data show large Doppler
variations for hot active-region lines. At EVE’s spectral resolution, the hot lines are bodily
shifted relative to the cold lines formed in the transition region or at lower temperatures.
The hot lines show strong redshifts when images show E-limb emission, such as when a
new isolated active region rotates onto the disk, and corresponding blueshifts at the W limb.
The simple and satisfactory explanation for this consists of prograde (from E to W) flows
within individual active regions.

Because MEGS-B could only detect six appropriately hot lines, the present article fo-
cuses on MEGS-A with its numerous hot lines from many species. In these data, astigma-
tism in the optics competes with the true Doppler signatures. We have studied one particular
epoch in full detail, fitting multiple parameters to disentangle the systematic effects from
the signatures of the flows detected by Hudson et al. (2022). The results confirm the con-
clusion that Sun-as-a-star EUV spectroscopy shows high-speed prograde Doppler flows in
active-region structures, and furthermore establish a pattern of Doppler velocity increasing
with line-formation temperature. The flow speeds reported here represent lower limits for
three specific reasons: confusion from competing flows, dilution by any diffuse quiet-Sun
emission, and projection onto the line of sight. All of these effects conspire to reduce the
observed flow speed. We therefore cannot provide quantitative results on the actual flow
speeds and must wait for imaging spectroscopy to provide this key information.
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Figure 15 Parameter dependences of the maximum redshifts of modelled flow components with (left) the
listed CHIANTI Tmax of the line (Pearson correlation coefficients indicated in each panel); and (right)
the CHIANTI wavelength. We see a strong positive correlation between temperature and flow-speed, but
none with wavelength. The grey dashed lines in the left panels indicate the boundary between MEGS-A
and MEGS-B. Error bars are derived from the bootstrapping procedure and propagated through the Doppler
conversions.

To summarize:

• We have confirmed the analysis of MEGS-A astigmatism by Chamberlin (2016), based
on the cruciform-scan maneuvers of the SDO spacecraft. Our analysis independently uses
AIA image distributions, rather than the off-pointing data from the cruciform scans. We
extend Chamberlin’s formulae to helioprojective coordinates (Equation 9) and derive re-
lated fits for lines other than He II 304 Å.

• With parametrized models for the MEGS-A astigmatism, we fit a simple model for steady
AR flows and again detect their prograde character, thus independently confirming the
MEGS-B result previously published.

• We find a monotonic increase of flow speed with line-formation temperature. This hints
at a relationship with the sound speed.

We do not have an explanation for the hot prograde flows, but again note that they fa-
vor the direction of field-aligned siphon flow in the leader/follower asymmetry of active
regions. We speculate that these flows have significant relationships with the physics of
coronal heating and the generation of plasma turbulence. The simple model that we have
used captures the essential property of the prograde flow, but as Figure 12 illustrates in de-
tail, small systematic deviations do exist. These may help future studies to learn more from
the Sun-as-a-star viewpoint via image comparisons (including DEM analysis) of the active
regions, especially during the four years (2010 – 2014) of MEGS-A data availability. More
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may also be learned directly from the EVE data themselves, for example in detailed work
with line profiles; these data have high photon throughput, resulting in high precision, and
the analyses to date have not taken full advantage of this.
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