# Uncovering Complexities in Horizontal Inequality: A Novel Decomposition of the Gini Index 

Federico Attili ${ }^{1}{ }^{\text {(1) }}$

Accepted: 9 April 2024
© The Author(s) 2024


#### Abstract

This study introduces an innovative tool to analyse how various inequality factors, including geography, race, and gender, contribute to overall inequality. Traditional approaches typically partition populations into groups based on a single factor and assess inequality by additively decomposing an inequality measure into within- and between-group components. After discussing the theoretical impossibility of additively decomposing the Gini index into within- and between-group components, in fact, we propose a Gini decomposition into two highly informative within- and between-components, with substantial improvement upon the usual assessment of horizontal inequality. This method represents a significant advancement over the traditional horizontal inequality assessment, which only compares group means and overlooks the complexities of differences between groups. Our approach accurately captures the nuances of group disparities, offering a robust measure of horizontal inequality. Through rigorous simulations and empirical analysis of the OECD Income Distribution Database, we validate the effectiveness of our method in evaluating and understanding inequality. This work enriches the toolkit available to researchers in the field by offering a framework for selecting the most suitable measure of horizontal inequality, along with the code for implementing the proposed decomposition.
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## 1 Introduction

Evaluating population inequality necessitates an analysis of disparities among subgroups, particularly when examining populations distinguished by pronounced gender or territorial divides, or disparities linked to age, ethnicity, or religion. All these sources of horizontal inequality hamper well-being and development. Their negative impact is widely recognised, to the extent that their reduction is the focus of Sustainable Development Goals 5 and 10 of the United Nations Development Programme.

[^0]What are the principal factors-such as geography, ethnicity, gender, etc.-underpinning economic divides? Are these disparities narrowing over time? What interventions are most effective in bridging the gaps between population subgroups? Conventionally, addressing these policy questions involves decomposing inequality by factors to derive two components: one measuring within-group disparities and the other capturing between-group disparities, the latter of which significantly informs on horizontal inequality. This approach has been extensively used in the literature on horizontal inequality (see, e.g., Gachet et al., 2019; McDoom et al., 2019; Canelas \& Gisselquist, 2019). Given the wide range of possible inequality measures and decompositions, Josa \& Aguado (2020) offers a comprehensive review of the available methodologies and their implications, providing a practical framework for choosing the most appropriate measure.

This work introduces a further decomposition of the Gini index, which contributes to the existing literature because its between-component is well suited to measure horizontal inequality and addresses a critical issue that we term oversimplification. This distinguishes our decomposition from other methodologies prevalent among researchers. The methods for decomposing inequality indicators (see Deutsch \& Silber, 1999 for a review) share a common approach, pursuing the additive decomposability property (Bourguignon, 1979; Shorrocks, 1980). An inequality measure is additively decomposable if it can be expressed as the sum of two components observing the following constraints: the within-group component has to be the average inequality within subgroups weighted by population size, while the between-group component has to depend explicitly on the distance between the group means and on the group sizes.

Ebert (2010) highlights how the conventional constraint on the between-group component can lead to oversimplification, especially when examining horizontal inequality between groups with similar means but different distributions, or when analyzing inequality dynamics. While some indicators based on means might suggest converging groups, the underlying distributions could be diverging. While this phenomenon is occasional, it is common for the distance between means to differ from the distance between distributions, or for the two distances to have different dynamics.

The Gini index, a commonly used measure of inequality, is not additively decomposable. Its conventional decompositions require an additional term if the within- and betweencomponents observe the constraints of additive decomposability.

In this paper we show that, by relaxing these constraints, it is possible both to obtain a two-component decomposition of the Gini index and to solve oversimplification. This innovative approach features two components that quantify inequality within and between groups, the latter of which solves the issue of oversimplification by calculating the average inequality between individuals ranking in identical quantiles across different subgroups.

The paper unfolds as follows. Section 2 introduces the notation that we use throughout the paper; then it discusses the conventional subgroup decompositions of the Gini index and introduces a benchmark measure for horizontal inequality, before presenting the intuition leading to our decomposition. Section 3 formalises the new decomposition in the case of equal-sized groups and shows its properties. Section 4 extends the decomposition to the case of groups with different sizes. Section 5 presents the Monte Carlo experiment that studies the correlations between alternative measures, highlighting the informativeness of the proposed decomposition. Section 6 uses the OECD Income Distribution Database to analyse the income inequality of EU countries, providing striking evidence in favour of our between-component. Section 7 provides conclusive remarks and a vademecum for choosing the most appropriate measure of horizontal inequality.

## 2 The Gini Index and Horizontal Inequality

Consider a population of $N$ units. We denote by $x_{i}$ the income of the generic individual $i=1, \ldots, N$, by $\mu=\sum_{1}^{N} x_{i} / N$ the average income of the population, and by $G$ its Gini index. When considering a partition of the population into $K$ groups, denote the vector of their sizes with $\mathbf{n}=\left(n_{1}, \ldots n_{K}\right)$, where $\sum_{k=1}^{K} n_{k}=N$. Let $x_{i}^{k}$ be the $i$-th element of the group $k=1, \ldots, K$ (non decreasing) vector of incomes $\mathbf{x}^{k}=\left(x_{1}^{k}, \ldots, x_{n_{k}}^{k}\right)$. Furthermore, we denote by $\mu_{k}$ the mean of group $k$, and by $G_{k}$ its Gini index.

Among the many different formulations of the Gini index (see Giorgi et al., 2005; Giorgi, 2011; Ceriani \& Verme, 2015 and Ceriani \& Verme, 2012), we consider the following:

$$
\begin{equation*}
G=\frac{1}{2 \mu N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N}\left|x_{i}-x_{j}\right|=\frac{g}{2 \mu N^{2}} \tag{1}
\end{equation*}
$$

where the numerator $g$ is the sum of all the pairwise absolute differences between individual income. It is normalised by the factor $\left(2 \mu N^{2}\right)^{-1}$, so that $G$ is scale invariant and $G \in[0,1]$ if all $x_{i} \geq 0$.

### 2.1 Subgroup Decomposition of the Gini Index

A wide variety of Gini index decompositions exist, originating from alternative formulations of the index and diverse methodological approaches.

We mainly focus on the most widespread and intuitive decomposition, whose betweencomponent, often called GGini, is widely used to measure horizontal inequality. It was presented for the first time in Bhattacharya and Mahalanobis (1967). This decomposition consists of two components that measure inequality within and between groups, plus a third term, which by construction is the residual of the decomposition. We can express the general structure of the Bhattacharya and Mahalanobis decomposition as follows:

$$
\begin{equation*}
G=G_{w}^{B M}+G_{b}^{B M}+R^{B M} \tag{2}
\end{equation*}
$$

The within component $G_{w}^{B M}$ measures the inequality within groups by a weighted average of the Gini index of each group. It reads:

$$
\begin{equation*}
G_{w}^{B M}=\sum_{k=1}^{K} \frac{\mu_{k}}{\mu} \frac{n_{k}^{2}}{N^{2}} G_{k} \tag{3}
\end{equation*}
$$

and each weight is the product between the income and population shares of the group $k$.
As for the between component in Eq. (2), it reads:

$$
\begin{equation*}
\text { GGini }=G_{b}^{B M}=\frac{1}{2 \mu N^{2}} \sum_{k=1}^{K} \sum_{h=1}^{K} n_{k} n_{h}\left|\mu_{k}-\mu_{h}\right| \tag{4}
\end{equation*}
$$

A notable feature of the GGini is that the weight of each mean difference is the product of the sizes of the groups. This means the GGini quantifies between-group inequality by applying the Gini index to scenarios devoid of inequality within groups, i.e. when each
observation has the average income of its group. It is the inequality between the weighted means. Unfortunately, due to oversimplification, this is not always fully representative of horizontal inequality. As a compelling example, GGini $=0$ when groups have the same mean but their distributions differ in terms of variability, skewness, or higher moments, indicating the presence of horizontal inequality. Oversimplification also arises when the averages are different, being not the predominant source of the differences between the distributions of the groups. Except in rare cases, this oversimplification manifests as an underestimation of horizontal inequality.

Equation 4 represents the reference for further decompositions of the Gini index proposed over time; a contribution that partially deviates from the approach of Bhattacharya and Mahalanobis is attributed to Yitzhaki and Lerman (1991). Its general structure is the same as Eq. (2). We identify the components of this decomposition by replacing the superscripts of the three components with YL. Regarding $G_{w}^{Y L}$, it only differs from Eq. (3) in the structure of the weights, weighting each $G_{k}$ by the income share of group $k$ :

$$
\begin{equation*}
G_{w}^{Y L}=\sum_{k=1}^{K} \frac{\mu_{k}}{\mu} \frac{n_{k}}{N} G_{k} \tag{5}
\end{equation*}
$$

Given the structure of the weights, the correlation $\rho\left(G_{w}^{B M}, G_{w}^{Y L}\right)=1$ if the groups have the same size, but it decreases with the size variability.

Regarding $G_{b}^{Y L}$, it reads:

$$
\begin{equation*}
G_{b}^{Y L}=2 \operatorname{cov}\left(\mu_{k}, \bar{F}_{k}\right) / \mu \tag{6}
\end{equation*}
$$

where $\bar{F}_{k}$ is the average rank of the members of group $k$ in the overall population. The two between-components in Eqs. (4)-(6) appear very different, but, like any between component of a subgroup decomposition of inequality, $G_{b}^{Y L}$ is also based on the comparison of the means of the groups and suffers from oversimplification.

### 2.2 A Benchmark Measure of Horizontal Inequality

Having two vectors of $m$ quantiles representing two income distributions, we consider the following as a measure of their diversity:

$$
E b_{k h}=\frac{1}{m} \sum_{j=1}^{m}\left|x_{j}^{k}-x_{j}^{h}\right|
$$

It is proposed by Ebert (1984) and is the simple average difference between quantiles. In his paper, Ebert proposes a more general class of measures based on a parameter $r$. $E b_{k h}$ corresponds to $r=1$. A previous proposal by Dagum (1980) had already developed a measure of economic distance between two income distributions, but it has been criticised by Shorrocks (1982) due to its asymmetric nature. Ebert proposal, instead, presents all the properties of a distance and observes a general axiomatic approach. Furthermore, it perfectly reflects our idea that a measure of horizontal inequality between groups must compare their overall distributions. We generalise this measure to the case of $K$ groups by using the same weighting structure of Eq. (4):

$$
H I=\frac{1}{2 \mu N^{2}} \sum_{k=1}^{K} \sum_{h=1}^{K} n_{k} n_{h} E b_{k h}
$$

so that $H I$ is scale invariant and the weight of each $E b_{k h}$ depends on the number of pairs between the two groups.

We provide an additional reason why $H I$ is a suitable benchmark for horizontal inequality. We define the GGini for quantile $j$ as

$$
\begin{equation*}
\text { GGini }_{j}=\frac{1}{2 \mu_{j} N^{2}} \sum_{k=1}^{K} \sum_{h=1}^{K} n_{k} n_{h}\left|x_{j}^{k}-x_{j}^{h}\right| \tag{7}
\end{equation*}
$$

where $\mu_{j}=\sum_{k=1}^{K} x_{j}^{k} / K$ is the average, across groups, of observations ranking in the $j-t h$ position of their group. Using Eq. (7), we can rewrite $H I$ as follows:

$$
\begin{equation*}
H I=\frac{1}{m} \sum_{j=1}^{m} \frac{1}{2 \mu N^{2}} \sum_{k=1}^{K} \sum_{h=1}^{K} n_{k} n_{h}\left|x_{j}^{k}-x_{j}^{h}\right|=\sum_{j=1}^{m} \frac{\mu_{j}}{m \mu} \text { GGini }_{j} \tag{8}
\end{equation*}
$$

This benchmark evaluates the horizontal inequality of each quantile using the Gini index, then averages the results weighting each GGini by the income share of quantile $j$. The advantage of HI over GGini in measuring horizontal inequality is twofold. First, HI allows us to consider the differences between groups that are not captured by the mean. Second, decomposing $H I$ in its addenda by $k$ and/or by $j$ produces informative indicators that allow one to know which groups and which parts of their distributions struggle the most. One can study the contribution of the bottom quartile to horizontal inequality and discover that the poor in one group suffer relatively more inequality than the poor in the other group, or that even if the groups are not equal on average, the poor are similar in the two groups. Horizontal inequality between two groups has different implications if it originates at the top, middle, or bottom of the distribution. For example, knowing the sources of horizontal inequality could be crucial when relating it to conflicts. Horizontal inequality triggers the start of conflicts, while within-group inequality shapes their intensity (Cederman et al., 2011; Esteban \& Ray, 2011; Huber \& Mayoral, 2019). The inequality-conflict literature clearly states that the presence of poor people experiencing bad living conditions and rich people, who can finance the conflict, is an essential engine for civil war. Explicitly considering horizontal differences at the top, middle, or bottom of the distribution helps to study which aspects of group distributions and group differences shape the incentive to fight, allowing one to test refined hypotheses about the drivers of conflicts and their intensity.

To conclude this section, we describe the intuition to derive, from the Gini index, a measure with the peculiarities of HI and such that its complement to the Gini measures the inequality within groups.

### 2.3 A New Insight

Consider a population partitioned into $K$ equal-sized groups and define $n$ as their size. The numerator of the Gini index in Eq. (1) can be written as:


Fig. 1 A two-group-two-individual illustration, with group $k=\{8,3\}$ and group $h=\{6,2\}$. The left panel highlights all the pairwise differences between units, considered twice so that their sum constitutes $g$. The vertical, horizontal, and black diagonal differences have intuitive decomposition. The right panel illustrates the decomposition of the grey diagonals

$$
\begin{equation*}
g=\sum_{i=1}^{N} \sum_{j=1}^{N}\left|x_{i}-x_{j}\right|=\sum_{k=1}^{K} \sum_{h=1}^{K} \sum_{i=1}^{n} \sum_{j=1}^{n}\left|x_{i}^{k}-x_{j}^{h}\right| \tag{9}
\end{equation*}
$$

Figure 1 provides an innovative insight into the structure of the Gini index. It illustrates a two-group-two-individual situation, with group $k=\{8,3\}$ and group $h=\{6,2\}$. Figure 1a highlights all pairwise differences between units, considered twice so that their sum constitutes $g$.

As the scheme suggests, we can distinguish three kinds of difference: vertical, horizontal, and diagonal. Vertical differences involve same-group pairs. Horizontal differences involve same-rank (same-quantiles) pairs from different groups. Diagonal differences involve different-rank pairs from different groups. We assign vertical and horizontal differences to within and between components, respectively. Although diagonal differences involve pairs of different groups, they also reflect vertical (same-group) differences and are not entirely attributable to inequality between groups. For example, imagine replacing the values in the scheme so that the groups are identical: pose $x_{1}^{h}=x_{1}^{k}=8$ and $x_{2}^{h}=x_{2}^{k}=3$. The values of the diagonal differences - 5 - are equal to the vertical ones and should not contribute to the absent horizontal inequality.

At this stage, diagonal differences can be instinctively thought of as the addenda of a residual term arising from the decomposition, and it seems natural to associate their sum with the conventional residuals $R^{B M}$ and $R^{Y L}$. These residuals - which are non-negative and disappear if the distributions of the groups do not overlap - are interpretable in terms of overlapping, stratification, and transvariation between the distributions of the groups (Yitzhaki \& Lerman, 1991; Lambert \& Aronson, 1993; Yitzhaki, 1994; Dagum, 1997 and Costa, 2021). This interpretation does not apply to the sum of diagonal differences, which is positive even when the groups do not overlap. The sum of diagonals is zero only if there
is perfect equality, since the diagonals contain information on both within- and betweengroup inequality. Going back to Fig. 1, we propose a strategy to disentangle each diagonal difference in two informative contributions to within- and between-group inequality.

The two black diagonals in Fig. 1a are intuitively decomposable. For example, looking at the solid black diagonal line and moving along the legs of the solid black triangle, the difference between the richest member of group $k$ and the poorest member of group $h$ is 6 since the former is 5 points richer than the poorest individual in her group, who is 1 unit richer than her counterpart in group $h(6=5+1)$. A similar argument holds from the opposite point of view, which is looking at the dashed black diagonal line, representing the difference between the poorest member of group $h$ and the richest member of group $k$ $(6=4+2)$. The two black diagonal differences are predominantly due to and reflect the inequality within the two groups. Consequently, we suggest splitting their contribution to $g(6+6=12)$ assigning $5+4=9$ to the within component and $1+2=3$ to the between one.

This strategy becomes inapplicable for grey diagonals, which are the focus of Fig. 1b. Here, the three values involved in the path along the grey legs do not increase or decrease monotonically as for the black lines, namely the product between the horizontal and the vertical signed differences is negative. In such cases, we should subtract the horizontal value from the vertical value to obtain the value of the diagonal difference. However, it would be paradoxical to decrease the between component by the horizontal value, i.e. by 1 in the case of the solid grey lines. ${ }^{1}$

As Fig. 1b illustrates, we suggest splitting each diagonal difference proportionally to the vertical and horizontal ones and assigning these two (positive) values to the within and between components, respectively. Using the proportional scaling to decompose the diagonals ensures that adding all their contributions to the within and between components preserves the proportion between the sum of vertical and horizontal differences. This is the key for the informativeness of the final components.

We have just presented the intuition that underlies the decomposition. In the next section, we formalise the decomposition under the hypothesis of equal-sized groups, which is relaxed in Sect. 4.

## 3 The Decomposition Proposal

Starting from Eq. (9), we suggest the following decomposition for each non-zero difference ${ }^{2}$ :

[^1]\[

$$
\begin{align*}
\left|x_{i}^{k}-x_{j}^{h}\right| & =\left|x_{i}^{k}-x_{j}^{h}\right| \frac{\left|x_{i}^{k}-x_{j}^{k}\right|+\left|x_{j}^{k}-x_{j}^{h}\right|}{\left|x_{i}^{k}-x_{j}^{k}\right|+\left|x_{j}^{k}-x_{j}^{h}\right|} \\
& =\left|x_{i}^{k}-x_{j}^{k}\right| \frac{\left|x_{i}^{k}-x_{j}^{h}\right|}{\left|x_{i}^{k}-x_{j}^{k}\right|+\left|x_{j}^{k}-x_{j}^{h}\right|}+\left|x_{j}^{k}-x_{j}^{h}\right| \frac{\left|x_{i}^{k}-x_{j}^{h}\right|}{\left|x_{i}^{k}-x_{j}^{k}\right|+\left|x_{j}^{k}-x_{j}^{h}\right|}=  \tag{10}\\
& =\left|x_{i}^{k}-x_{j}^{k}\right| w_{i j}^{k h}+\left|x_{j}^{k}-x_{j}^{h}\right| w_{i j}^{k h}
\end{align*}
$$
\]

where the two addenda are, respectively, contributions to the within and between components, while $w_{i j}^{k h}=\left|x_{i}^{k}-x_{j}^{h}\right| /\left(\left|x_{i}^{k}-x_{j}^{k}\right|+\left|x_{j}^{k}-x_{j}^{h}\right|\right)$ is the scaling factor. The scaling factor $w_{i j}^{k h}$ equals 1 in cases of vertical differences (where $k=h$ ), horizontal differences (where $i=j$ ), and for specific differences like the black diagonals (where $k \neq h$, $i \neq j$ and $\left(x_{i}^{k}-x_{j}^{k}\right) \cdot\left(x_{j}^{k}-x_{j}^{h}\right) \geq 0$ ). This equality simplifies Eq. (10), which reduces to $\left|x_{i}^{k}-x_{j}^{h}\right|=\left|x_{i}^{k}-x_{j}^{k}\right|+\left|x_{j}^{k}-x_{j}^{h}\right|$ for these particular instances, reflecting the intuitive allocation of differences to the within and between components. Differences such as grey diagonals $\left(k \neq h, i \neq j\right.$ and $\left.\left(x_{i}^{k}-x_{j}^{k}\right) \cdot\left(x_{j}^{k}-x_{j}^{h}\right)<0\right)$ are associated with $w_{i j}^{k h} \in[0,1)$. In this case, $w_{i j}^{k h}<1$ because $\left|x_{i}^{k}-x_{j}^{h}\right|<\left|x_{i}^{k}-x_{j}^{k}\right|+\left|x_{j}^{k}-x_{j}^{h}\right|$ : the scaling factor reduces the vertical and horizontal differences so that the contributions to the within and between components add up to $\left|x_{i}^{k}-x_{j}^{h}\right|$.

The decomposition of the Gini index follows by substituting Eq. (10) into Eq. (9). Denoting $\sum_{h=1}^{K} w_{i j}^{k h}=w_{i j}^{k}$ and $\sum_{i=1}^{n} w_{i j}^{k h}=w_{j}^{k h}$, we obtain:

$$
\begin{equation*}
g=g_{w}+g_{b}=\sum_{k=1}^{K} \sum_{i=1}^{n} \sum_{j=1}^{n} w_{i j}^{k}\left|x_{i}^{k}-x_{j}^{k}\right|+\sum_{k=1}^{K} \sum_{h=1}^{K} \sum_{j=1}^{n} w_{j}^{k h}\left|x_{j}^{k}-x_{j}^{h}\right| \tag{11}
\end{equation*}
$$

and we can write

$$
\begin{equation*}
G=G_{w}^{A}+G_{b}^{A}=\frac{g_{w}}{2 \mu N^{2}}+\frac{g_{b}}{2 \mu N^{2}} \tag{12}
\end{equation*}
$$

The Gini index consists of two terms. We interpret $G_{w}^{A}$ and $G_{b}^{A}$ as the within and between components of inequality because, respectively, they depend on the contributions from same-group and same-rank pairwise differences. Clearly, $G_{b}^{A}$ does not explicitly depend on the group means, therefore it does not observe the additive decomposability property. Pursuing a between-component that measures horizontal inequality while comparing the entire distributions of the groups inevitably leads to contrast with the definition of additive decomposability. However, while additive decomposability is desirable when the goal is to understand how resources are unequally distributed between groups, we believe that relaxing the constraint it imposes on the between component is essential to accurately capture horizontal inequality.

The within and between components involve, respectively, $w_{i j}^{k}$ and $w_{j}^{k h}$. These weights ensure that each same-group (same-rank) difference contributes to within (between) inequality according to how much it affects the diagonal ones. For example, if a vertical difference increases, thus enlarging some of the grey-like diagonal differences, then the related scaling factors consistently increase and inflate the weight $w_{i j}^{k}$. The structure of the weights follows from that of the scaling factors, which is not necessarily unique. In Eq. (10) we multiply $\left|x_{i}^{k}-x_{j}^{h}\right|$ by 1 , expressed as the ratio of $\left|x_{i}^{k}-x_{j}^{k}\right|+\left|x_{j}^{k}-x_{j}^{h}\right|$ to itself. Alternatively, we might consider multiplying by the ratio of $f\left(x_{i}^{k}-x_{j}^{k}\right)+f\left(x_{j}^{k}-x_{j}^{h}\right)$ to
itself, where $f(\cdot)$ represents any monotonic and continuous function. This adjustment introduces a broader class of decompositions, enabling a focus on either large or small differences based on the choice of $f(\cdot)$ (e.g., $f(x)=x^{2}$ or $f(x)=\sqrt{|x|}$ would put more emphasis on large or small differences, respectively). However, since we are decomposing a measure of inequality based on the linear distance (Mehran, 1976), we think that the natural choice is proportional scaling, which is the only one that preserves the linearity of the Gini index in the components of its decomposition.

The R package implementing the described decomposition technique is available on GitHub. To ensure the GiniDecA package can be installed from GitHub, first check if the devtools package is installed. If not, install devtools using the following command in R:

```
if (!requireNamespace("devtools", quietly = TRUE))
    install.packages("devtools")
```

Afterward, install GiniDecA in the R environment

```
devtools::install_github("FedericoAttili/GiniDecA")
```

and use the GiniDec function as in the example below:

```
library(GiniDecA)
giniDec(x=c(8, 3, 6, 2), z=c('k','k','h','h'), w = F)
#where x is the population income vector, z is the group label
    vector and w is the vector of weights
```


### 3.1 Properties of the Decomposition

Our decomposition enjoys relevant properties, both in the within- and the betweengroup components. Given $w_{i j}^{k k}=1, w_{j j}^{k h}=1$ and $w_{i j}^{k h} \geq 0$, we have $w_{i j}^{k} \geq 1$ and $w_{j}^{k h} \geq 1$. Therefore, the following properties hold:

$$
\begin{align*}
& G_{w}^{A}=0 \Leftrightarrow\left|x_{i}^{k}-x_{j}^{k}\right|=0 \quad \forall i, j, k  \tag{i}\\
& G_{b}^{A}=0 \Leftrightarrow\left|x_{j}^{k}-x_{j}^{h}\right|=0 \quad \forall j, k, h \tag{ii}
\end{align*}
$$

The first relation ensures that the within component is zero iff all the same-group differences are zero, i.e. there are no differences between groups. The second condition guarantees that the between-component is zero iff all the same-rank differences are zero, i.e. the groups have the same distribution.

Properties (i)-(ii) are conceptually analogous. All the most widespread decompositions of inequality have a within component that, like ours, observes property (i). As for property (ii), $G_{b}^{B M}$ and $G_{b}^{Y L}$ satisfy its sufficiency-they are zero if the groups have the same distribution - while they do not satisfy its necessity - they are zero even if the groups have different distributions. Our between-component observes both the sufficiency and necessity of property (ii), being zero iff the groups have the same distribution.

Additional important properties concern the algebraic similarity of $G_{w}^{A}$ with Eqs. (3)-(5), and of $G_{b}^{A}$ with Eq. (8). Regarding $G_{w}^{A}$, we can rewrite it as

$$
\begin{align*}
G_{w}^{A} & =\frac{1}{2 \mu N^{2}} \sum_{k=1}^{K} \sum_{i=1}^{n} \sum_{j=1}^{n} w_{i j}^{k}\left|x_{i}^{k}-x_{j}^{k}\right| \\
& =\sum_{k=1}^{K} \frac{\mu_{k}}{\mu} \frac{n^{2}}{N^{2}} \cdot \frac{1}{2 \mu_{k} n^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} w_{i j}^{k}\left|x_{i}^{k}-x_{j}^{k}\right| \tag{13}
\end{align*}
$$

The term $\sum_{i=1}^{n} \sum_{j=1}^{n} w_{i j}^{k}\left|x_{i}^{k}-x_{j}^{k}\right| / 2 \mu_{k} n^{2}$ would equal $G_{k}$ if all the weights $w_{i j}^{k}=1$, resulting in $G_{w}^{A}=G_{w}^{B M}$. This never happens but, as we discussed, each $w_{i j}^{k}$ preserves the information of the vertical differences that it multiplies. Therefore, the correlation between $G_{w}^{A}$ and $G_{w}^{B M}$ is naturally high. Being $n / N=1 / K$, if all the weights are $w_{i j}^{k}=K$ then $G_{w}^{A}=G_{w}^{Y L}$. Actually, $1 \leq w_{i j}^{k} \leq K$, therefore the weighting structure of $G_{w}^{A}$ is the middle ground between those of $G_{w}^{B M}$ and $G_{w}^{Y L}$. This is why $G_{w}^{A}$ is highly correlated with both $G_{w}^{B M}$ and $G_{w}^{Y L}$.

A similar discussion holds by comparing $G_{b}^{A}$ with the horizontal inequality benchmark defined in Eq. (8). Our between component reads:

$$
\begin{align*}
G_{b}^{A} & =\frac{1}{2 \mu N^{2}} \sum_{k=1}^{K} \sum_{h=1}^{K} \sum_{j=1}^{n}\left|x_{j}^{k}-x_{j}^{h}\right| w_{j}^{k h} \\
& =\sum_{j=1}^{n} \frac{\mu_{j}}{n \mu} \frac{1}{2 \mu_{j} N^{2}} \sum_{k=1}^{K} \sum_{h=1}^{K} n w_{j}^{k h}\left|x_{j}^{k}-x_{j}^{h}\right| \tag{14}
\end{align*}
$$

which has a comparable structure to Eq. (8). $G_{b}^{A}$ and $H I$ would be equivalent if all the weights were $w_{j}^{k h}=n$. Again, it never happens and since $1 \leq w_{j}^{k h} \leq n$ then $G_{b}^{A}$ is usually lower than HI. It is important to avoid confusing this relation with an underestimation of horizontal inequality. We argue that the weights $w_{j}^{k h}$ guarantee such a strong correlation between $G_{b}^{A}$ and $H I$ that we can consider $G_{b}^{A}$ lower than $H I$ simply due to a scaling transformation. We confirm the high correlation between $G_{b}^{A}$ and $H I$, and between $G_{w}^{A}, G_{w}^{B M}$ and $G_{w}^{Y L}$, using a Monte Carlo simulation. We present the experiment and its results in Sect. 5.

Concluding this section, we observe that, as discussed for HI, isolating the addenda of $G_{b}^{A}$ by $j$ and $k$ provides indicators which allow one to understand which parts of the distributions differ the most between the groups, and which group differs the most from the others. We believe that these indicators are another tool from which several fields of the inequality literature can benefit.


Fig. 2 A two-group illustration of repopulation in the exact approach. The left panel represents two groups composed, respectively, of two and three individuals. The exact approach replace them with the equal-sized groups in the right rectangle and introduces the weights $p_{k}$ and $p_{h}$ in Eq. (15) to preserve the correspondence with the Gini index

## 4 The Different-Sized Groups Extension

This section shows that our methodology is robust even when groups are of different sizes, extending beyond the initial assumption of equal-sized groups. It was necessary to understand the decomposition arguments, but our decomposition approach can be flexibly adapted to scenarios where groups vary in size, ensuring broader applicability. In this case, Eq. (9) becomes:

$$
g=\sum_{i=1}^{N} \sum_{j=1}^{N}\left|x_{i}-x_{j}\right|=\sum_{k=1}^{K} \sum_{h=1}^{K} \sum_{i=1}^{n_{k}} \sum_{j=1}^{n_{h}}\left|x_{i}^{k}-x_{j}^{h}\right|
$$

and a way to ensure the existence of the element $x_{j}^{k}$ is necessary for the implementation of our decomposition proposal. We propose two distinct solutions. The first evaluates the two components without approximation. However, this exact approach may require computational resources that are impractical for large datasets. The second solution drastically reduces computational requirements by paying the cost of a negligible approximation.

### 4.1 The Exact Approach

Consider a new common size $n=\operatorname{lcm}(\mathbf{n})$ and the weights $p_{k}=n_{k} / n$, so to build the repopulated vectors $y^{k}=\left(y_{1}^{k}, \ldots, y_{n}^{k}\right)=(\underbrace{x_{1}^{k} \ldots x_{1}^{k}}_{p_{k}^{-1}}, \ldots \underbrace{x_{n_{k}}^{k} \ldots x_{n_{k}}^{k}}_{p_{k}^{-1}})$. We can show:

$$
\begin{equation*}
\sum_{i=1}^{n_{k}} \sum_{j=1}^{n_{h}}\left|x_{i}^{k}-x_{j}^{h}\right|=\sum_{i=1}^{n} \sum_{j=1}^{n} p_{k} p_{h}\left|y_{i}^{k}-y_{j}^{h}\right| \tag{15}
\end{equation*}
$$

Figure 2 provides the intuition of Eq. (15). Imagine two groups composed, respectively, of two and three individuals, as reported in the left rectangle. Replace them with those in the
right rectangle. According to the principle of population, $\mathbf{x}^{k}$ and $\mathbf{y}^{k}$ (as well as $\mathbf{x}^{h}$ and $\mathbf{y}^{h}$ ) have the same within-group inequality. In addition, the cumulative distribution functions of the two groups are the same before and after the replacement, and hence the distance between the two groups is also unvaried. However, each difference between couples in the left scheme appears, in the right scheme, 9 times if the couple belongs to $\mathbf{y}^{k}, 4$ times if it belongs to $\mathbf{y}^{h}$ and 6 times if the two units belong to different groups. The $p_{k}$ and $p_{h}$ in Eq. (15) adjust by multiplying the differences, respectively, by $1 / 9,1 / 4$ and $1 / 6$. In this way, equal-sized groups are obtained preserving the correspondence with the Gini index and with the original distributions of the groups.

We decompose the Gini index using a technique that is analogous to the one used to derive Eq. (11). The only difference is in the new weights $w_{i j}^{k}=\sum_{h=1}^{K} p_{k} p_{h} w_{i j}^{k h}$ and $w_{j}^{k h}=\sum_{i=1}^{n} p_{k} p_{h} w_{i j}^{k h}$, which incorporate the information needed to preserve the original importance of each couple.

Unfortunately, in most cases, this approach requires an unaffordable computational effort because of the potentially huge magnitude of the least common multiple. To reduce computational requirements, we present an alternative procedure, which we refer to as quantilisation.

### 4.2 Quantilisation

Differently from the exact approach, we propose to consider a lower value of $n$ and to calculate differently each $\mathbf{y}^{k}$ : for each group, the vector $\mathbf{y}^{k}$ contains the $n$ quantiles from the income vector of the group. As for $p_{k}$, their calculation is the same employed in the exact approach, but now nothing constrains $n \geq n_{k}$, thus it can be $p_{k}>1$. The decomposition is the same, but $G, G_{w}$ and $G_{b}$ now incur in some approximation.

To employ this method, there are the definition of quantile and the value of $n$ to be selected. For the former, we advise the Definition 7 reported in Hyndman and Fan (1996), which is the default definition adopted by the quantile function in various statistical software. Given each vector $\mathbf{x}^{k}$, accordingly to this definition and in order to minimise the approximation, we suggest first to interpolate linearly the $n_{k}$ vertices $\left((i-1) /\left(n_{k}-1\right), x_{i}^{k}\right)$, and then to estimate the $n$ quantiles by the values associated with the probabilities

$$
\begin{equation*}
\operatorname{prob}_{j}=\frac{j-1}{n-1} \quad j=1, \ldots, n \tag{16}
\end{equation*}
$$

on the resulting piecewise linear curve.
Regarding the value of $n$, we define $w_{k}=n_{k} / \sum_{k=1}^{K} n_{k}$ and advise the value:

$$
\begin{equation*}
n=\sum_{k=1}^{K} w_{k} n_{k}=\frac{\sum_{k=1}^{K} n_{k}^{2}}{\sum_{k=1}^{K} n_{k}} \tag{17}
\end{equation*}
$$

which determines $n$ as the average of the $n_{k}$, each weighted by its own share of population $w_{k}$.

The decisions proposed for both the quantile definition and for the value of $n$ are motivated in the appendix. Here, we only inform that, if they are employed, the approximation that the quantilisation procedure copes with is minimal and negligible. To obtain two estimates of the exact components, which are consistent and sum up to the Gini index of the


Fig. 3 The Monte Carlo experiment in a scheme
original data, it is sufficient to multiply the shares of the components, obtained by quantilisation, by the value of the index evaluated on original data.

## 5 Monte Carlo Experiment: Comparison of Alternative Decompositions

This section details the Monte Carlo simulation developed to examine the correlations between alternative decomposition components and established benchmarks. In particular, the experiment studies the correlation of $G_{w}^{A}$ and $G_{w}^{B M}$ with $G_{w}^{Y L}$; and the correlation of $G_{b}^{A}$, GGini and $G_{b}^{Y L}$ with HI. The aim is to validate the effectiveness of our approach in capturing within-group and between-group inequality. We also carried out the experiment using $G_{w}^{B M}$ instead of $G_{w}^{Y L}$ as the reference point for the inequality within the groups. This additional simulation confirms the discussion after Eq. (13), which stresses that the weighting structure of $G_{w}^{A}$ is the balancing between those of $G_{w}^{B M}$ and $G_{w}^{Y L}$.

The experiment works with three predetermined parameters: the number of groups, the parameter(s) of the distribution of $\mathbf{n}$ and the coefficient of variation between the averages of the groups $\left(C V\left[\mathbb{E}\left[\mu_{k}\right]\right]\right)$. The latter is an indirect parameter, which derives from imposing credible conditions on the parameters of the lognormal distribution that is used to sample incomes. More details about the income simulation procedure and its theoretical foundations can be found in the Appendix. Here, we only stress that the parameters of the lognormal distribution are micro-founded. Indeed, as detailed in the second part of the Appendix, they are chosen sampling from the parameters estimated in Bandourian et al. (2002) using real data along different countries and periods. This guarantees robust results with respect to real income distributions.

The procedure is schematised in Fig. 3 and can be summarised as follows:
Step I. Fixing $K$ and ( $n, r$ ), generate the vector $\mathbf{n}$ : each $n_{k}$ is drawn from a uniform $[n,(1+r) \cdot n$ ], where $100 \cdot r$ is the maximum percentage deviation from the minimum $n$.

Step II. Fixing $C V\left[\mathbb{E}\left[\mu_{k}\right]\right]$, generate the income vectors from the lognormal distribution 50 times, each time evaluating all the statistics involved $\left(G_{w}^{A}, G_{w}^{B M}, G_{w}^{Y L}, G_{b}^{A}, G_{b}^{B M}\right.$ (=GGini), $G_{b}^{Y L}$ and $H I$ ). The 50 points allow us to estimate the following triples of correlation estimates:

$$
\left[\begin{array}{l}
\rho\left(G_{w}^{A}, G_{w}^{Y L}\right) \\
\rho\left(G_{w}^{B M}, G_{w}^{Y L}\right) \\
\rho\left(G_{w}^{Y L}, G_{w}^{Y L}\right)
\end{array}\right],\left[\begin{array}{l}
\rho\left(G_{b}^{A}, H I\right) \\
\rho\left(G_{b}^{B M}, H I\right) \\
\rho\left(G_{b}^{Y L}, H I\right)
\end{array}\right]
$$

Step III. To evaluate the correlation while increasing the variability of the means of the groups, repeat Step II for eight values of $C V\left[\mathbb{E}\left[\mu_{k}\right]\right]$.

The simulation runs Step I-III 20 times and delivers, for each value of $C V\left[\mathbb{E}\left[\mu_{k}\right]\right], 20$ replicates of the triples defined in Step II. For each position in the triple, we summarise its 20 replicates by their average and standard deviation. For each position in the triple, the eight pairs $(\mu, s d)$ corresponding to the eight values of $C V\left[\mathbb{E}\left[\mu_{k}\right]\right]$ are averaged pairwise, determining four pairs $(\bar{\mu}, \overline{s d})$. They correspond to low, medium-low, medium-high, and high (L, M-L, M-H, H) CV[ $\left.\mathbb{E}\left[\mu_{k}\right]\right]$. The experiment evaluates multiple scenarios by also varying the number of groups $K$ and the parameters $(n, r)$.

Results We present in Table 1 the four pairs ( $\bar{\mu}, \overline{s d}$ ) for representative parameters ( $K=3,30 ; n=10,100 ; r=1,4$ ).

As for the within component, both $\rho\left(G_{w}^{A}, G_{w}^{Y L}\right)$ and $\rho\left(G_{w}^{B M}, G_{w}^{Y L}\right)$ are rarely below 0.9 , with the first being generally higher and less volatile. The only exception occurs when the variability in $\mathbf{n}$ is low (i.e. when $r$ is low): in this case $\rho\left(G_{w}^{B M}, G_{w}^{Y L}\right)$ is sometime higher. This is because $\rho\left(G_{w}^{B M}, G_{w}^{Y L}\right)=1$ when the groups are equal-sized, decreasing with the variability of $\mathbf{n}$.

The correlations depend marginally on the specification of the parameters. Higher values of $K$ negatively influence $\rho\left(G_{w}^{A}, G_{w}^{Y L}\right)$, but increasing the values in $\mathbf{n}$ absorbs this small effect; $\rho\left(G_{w}^{A}, G_{w}^{Y L}\right)$ also decreases for higher values of $C V\left[\mathbb{E}\left[\mu_{k}\right]\right]$, while its variability increases. In any case, all the $\bar{\mu}$ referred to our within component are never below 0.92 and the highest $\overline{s d}$ is $2.8 \cdot 10^{-2}$.

When performing the Monte Carlo experiment using $G_{w}^{B M}$ as the reference instead of $G_{w}^{Y L}$, we obtain results that substantially mirror those presented. As expected, thanks to its weighting structure, our within component is the middle ground between $G_{w}^{Y L}$ and $G_{w}^{B M}$.

Regarding the comparison of $G_{b}^{A}, G_{b}^{B M}$ and $G_{b}^{Y L}$ with $H I$, regardless of $K$ and $\mathbf{n}, \rho\left(G_{b}^{A}, H I\right)$ is always the highest ( $\approx 1$ ) and least volatile, showing striking advantages in situations where the variability of the means is not large. It slightly decreases and shows higher $\overline{s d}$ when the variability in $\mathbf{n}$ increases and the values in $\mathbf{n}$ and $K$ are small. When the variability of the means increases, explaining most of the differences between groups and reducing their overlap, $\rho\left(G_{b}^{B M}, H I\right)$ increases and narrows the gap with $\rho\left(G_{b}^{A}, H I\right)$; also $\rho\left(G_{b}^{Y L}, H I\right)$ increases with the variability of the means, but remains much smaller and the most volatile. In conclusion, according to the Monte Carlo experiment, $G_{b}^{A}$ is the most suitable betweencomponent to capture the complexity of horizontal inequality when the groups have similar means. It provides richer information than the conventional between-components unless the group averages are so far apart as to drastically reduce overlapping between the distributions and explain most of the difference between the groups.
Table 1 Correlations between the benchmarks and the components from three Gini index decompositions: A, BM, and YL in the third column identify the decomposition proposed in this work, in Bhattacharya \& Mahalanobis (1967) and in Yitzhaki \& Lerman (1991), respectively. The correlations are evaluated by the algorithm presented in Sect. 5 for different values of $K, \mathbf{n}$ and $C V\left[\mathbb{E}\left[\mu_{k}\right]\right]$. In this table, the eight vectors of correlation replicates for each component are summarised by their average and standard deviation, which are averaged pairwise in four pairs $(\bar{\mu}, \overline{s d})$, corresponding to low, medium-low, medium-high and high (L, M-L, M-H, H) CV [ $\left.\mathbb{E}\left[\mu_{k}\right]\right]$

| Magnitude of $C V\left[\mathbb{E}\left[\mu_{k}\right]\right]$ | Within components |  |  |  |  |  |  |  | Between components |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $K=3$ |  |  |  | $K=30$ |  |  |  | $K=3$ |  |  |  | $K=30$ |  |  |  |
|  | L | M-L | M-H | H | L | M-L | M-H | H | L | M-L | M-H | H | L | M-L | M-H | H |


| $\mathbf{n} \sim U\left([10,20]^{K}\right)$ | $\bar{\mu}$ | A | 0.972 | 0.966 | 0.964 | 0.961 | 0.943 | 0.942 | 0.944 | 0.941 | 0.988 | 0.986 | 0.984 | 0.978 | 0.990 | 0.989 | 0.983 | 0.977 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | BM | 0.981 | 0.977 | 0.968 | 0.957 | 0.963 | 0.960 | 0.949 | 0.932 | 0.771 | 0.840 | 0.903 | 0.952 | 0.829 | 0.881 | 0.908 | 0.944 |
|  |  | YL | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.386 | 0.465 | 0.704 | 0.807 | 0.117 | 0.313 | 0.468 | 0.668 |
|  | $\overline{s d}$ | A | 0.005 | 0.013 | 0.010 | 0.012 | 0.018 | 0.016 | 0.015 | 0.018 | 0.006 | 0.007 | 0.008 | 0.006 | 0.003 | 0.003 | 0.005 | 0.007 |
|  |  | BM | 0.013 | 0.017 | 0.024 | 0.031 | 0.013 | 0.012 | 0.018 | 0.029 | 0.073 | 0.050 | 0.053 | 0.019 | 0.060 | 0.050 | 0.037 | 0.015 |
| $\mathbf{n} \sim U\left([10,50]^{K}\right)$ | $\bar{\mu}$ | A | 0.974 | 0.970 | 0.959 | 0.943 | 0.946 | 0.945 | 0.936 | 0.921 | 0.964 | 0.966 | 0.965 | 0.972 | 0.984 | 0.982 | 0.976 | 0.972 |
|  |  | BM | 0.939 | 0.923 | 0.899 | 0.841 | 0.937 | 0.925 | 0.894 | 0.857 | 0.683 | 0.766 | 0.881 | 0.943 | 0.737 | 0.796 | 0.891 | 0.937 |
|  |  | YL | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.238 | 0.445 | 0.692 | 0.851 | 0.033 | 0.234 | 0.475 | 0.734 |
|  | $\overline{s d}$ | A | 0.009 | 0.010 | 0.012 | 0.020 | 0.012 | 0.018 | 0.020 | 0.028 | 0.028 | 0.031 | 0.030 | 0.025 | 0.006 | 0.006 | 0.008 | 0.009 |
|  |  | BM | 0.034 | 0.043 | 0.052 | 0.080 | 0.024 | 0.033 | 0.049 | 0.047 | 0.124 | 0.093 | 0.057 | 0.041 | 0.080 | 0.069 | 0.031 | 0.019 |
|  |  | YL | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.249 | 0.180 | 0.137 | 0.066 | 0.162 | 0.241 | 0.232 | 0.138 |
| $\mathbf{n} \sim U\left([100,200]^{K}\right)$ | $\bar{\mu}$ | A | 0.968 | 0.962 | 0.949 | 0.938 | 0.947 | 0.953 | 0.940 | 0.921 | 0.996 | 0.995 | 0.994 | 0.992 | 0.995 | 0.994 | 0.993 | 0.992 |
|  |  | BM | 0.989 | 0.985 | 0.974 | 0.953 | 0.979 | 0.971 | 0.952 | 0.932 | 0.425 | 0.748 | 0.926 | 0.974 | 0.519 | 0.718 | 0.906 | 0.963 |
|  |  | YL | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | -0.019 | 0.525 | 0.797 | 0.912 | -0.120 | 0.369 | 0.694 | 0.858 |
|  | $\overline{s d}$ | A | 0.011 | 0.012 | 0.014 | 0.019 | 0.017 | 0.013 | 0.016 | 0.020 | 0.003 | 0.003 | 0.003 | 0.003 | 0.002 | 0.003 | 0.003 | 0.003 |
|  |  | BM | 0.011 | 0.011 | 0.020 | 0.044 | 0.009 | 0.012 | 0.017 | 0.017 | 0.155 | 0.087 | 0.033 | 0.009 | 0.123 | 0.082 | 0.027 | 0.012 |
|  |  | YL | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.265 | 0.173 | 0.072 | 0.029 | 0.202 | 0.175 | 0.114 | 0.049 |
| $\mathbf{n} \sim U\left([100,500]^{K}\right)$ | $\bar{\mu}$ | A | 0.970 | 0.966 | 0.952 | 0.930 | 0.950 | 0.960 | 0.942 | 0.921 | 0.996 | 0.995 | 0.994 | 0.993 | 0.996 | 0.993 | 0.993 | 0.992 |
|  |  | BM | 0.980 | 0.968 | 0.937 | 0.892 | 0.958 | 0.950 | 0.903 | 0.853 | 0.336 | 0.700 | 0.924 | 0.974 | 0.401 | 0.661 | 0.896 | 0.966 |

Table 1 (continued)

| Magnitude of $C V\left[\mathbb{E}\left[\mu_{k}\right]\right]$ |  | Within components |  |  |  |  |  |  |  | Between components |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $K=3$ |  |  |  | $K=30$ |  |  |  | $K=3$ |  |  |  | $K=30$ |  |  |  |
|  |  | L | M-L | M-H | H | L | M-L | M-H | H | L | M-L | M-H | H | L | M-L | M-H | H |
|  | YL | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | -0.040 | 0.437 | 0.812 | 0.908 | -0.086 | 0.357 | 0.716 | 0.879 |
| $\overline{s d}$ | A | 0.009 | 0.014 | 0.011 | 0.017 | 0.015 | 0.010 | 0.017 | 0.025 | 0.003 | 0.003 | 0.003 | 0.002 | 0.002 | 0.002 | 0.002 | 0.003 |
|  | BM | 0.013 | 0.022 | 0.039 | 0.073 | 0.017 | 0.015 | 0.041 | 0.041 | 0.184 | 0.109 | 0.032 | 0.012 | 0.125 | 0.092 | 0.034 | 0.011 |
|  | YL | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.233 | 0.207 | 0.071 | 0.034 | 0.208 | 0.162 | 0.075 | 0.038 |



Fig. 4 Horizontal inequality of the European Union country pairs in 2018, as measured by HI, GGini and $G_{b}^{A}$. Comparison of $H I$ (x-axes) with the GGini and $G_{b}^{A}$ (y-axes). Oversimplification of the GGini takes the form of underestimation of horizontal inequality and is not rare when groups have similar mean. The scatter relating $H I$ and $G_{b}^{A}$ has no outliers and confirms $\rho\left(G_{b}^{A}, H I\right) \approx 1$

## 6 Horizontal Inequality Between the EU Country Pairs

This section underscores the importance of choosing an accurate measure for effectively assessing and tracking the evolution of horizontal inequality. Our analysis makes use of the OECD Income Distribution Database, which provides the average household income in each decile of all EU countries, adequately transformed into Purchasing Power Parity (PPP) from 2004 to 2018, to ensure comparability.

First, we measure the income inequality across all pairs of EU countries for the year 2018. For each country pair, we decompose the inequality between their income deciles by Eqs. (2) and (12). We also evaluate $H I$ between the two countries. Finally, we compare the inequality between countries as measured by $G_{b}^{A}$, GGini and $H I$ to study the differences between alternative measures of horizontal inequality. In Fig. 4, each point represents the horizontal inequality of a country pair in the space $\left(H I, G_{b}\right)$. Black and grey points relate $H I$, respectively, to GGini and $G_{b}^{A}$. Comparing GGini and HI highlights that they are perfectly correlated over several country pairs, especially the most dissimilar couples. However, there are couples of countries that significantly reduce $\rho\left(G_{b}^{B M}, H I\right)$. Indeed, when the inequality between two countries is medium to low, GGini often underestimates the inequality between countries, sometimes being significantly lower than the value we would expect based on $H I$. The oversimplification issue does not involve our between-group component. Comparing $H I$ with $G_{b}^{A}$ highlights their strong correlation over all the country pairs, even those with similar means and different distributions.


Fig. 5 Horizontal inequality between Italy and Greece (left panel) and between the UK and Italy (right panel) from 2004 to 2018, as measured by HI, GGini and $G_{b}^{A}$. All three measures in the left panel depict the same evolution of horizontal inequality between Italy and Greece, while $H I$ and $G_{b}^{A}$ strongly differ from GGini when comparing the United Kingdom and Italy (right panel)

To explore how horizontal inequality has evolved over time, we examine two contrasting pairs of countries: a pair over which the GGini and HI are correlated, and a pair having distributions leading to the GGini oversimplification.

The first case study, featuring Italy and Greece, is illustrated in Fig. 5a, showcasing their between-inequality dynamics as measured by $G_{b}^{A}$, GGini and HI. All three measures report the same evolution, as long as the correlation between HI and GGini is perfect and that between $H I$ and $G_{b}^{A}$ is above 0.99 . The inequality between the two countries decreases slightly from 2004 to 2009, while it more than doubles between 2009 and 2013. In order to investigate the reasons explaining the evolution of horizontal inequality, in Fig. 6a we focus on three peculiar years (2004, 2009, 2013) and plot the difference (as a fraction of the mean) between the income deciles of the two countries. The reduction of horizontal inequality between Italy and Greece from 2004 to 2009 is primarily due to the decrease in the gap in the richest decile. Between 2009 and 2013, all (positive) differences between deciles are at least double. Consequently, also the difference between the Italian and Greek means more than doubles, which explains the perfect correlation between GGini and HI in Fig. 5a.

The comparison between the United Kingdom and Italy presents a starkly different scenario, as depicted in Figs. 5b and 6b. In this case, GGini evolves differently from HI - the correlation of the two series is 0.27 . On the contrary, the correlation between $G_{b}^{A}$ and $H I$ is still greater than 0.99 . We use Fig. 6b to explain this contrasting evidence. We note that all the deciles of the two countries are quite similar in 2004, except for the last one. The distance between the deciles (but the first) increases considerably in 2009. Accordingly, both $H I$ and $G_{b}^{A}$ reach their maximum in 2009, while GGini reaches its minimum. This happens because the $10^{\text {th }}$ decile is higher in the UK while the other deciles are higher in Italy; therefore, the differences between the deciles compensate and produce a small difference


Fig. 6 Differences between income deciles of Italy and Greece (top panel) and of the UK and Italy (bottom panel). The difference is reported as a fraction of the overall mean. The Italian deciles always dominate the Greek ones. Differently, there is stochastic dominance between income deciles of the UK and Italy only in the most recent years. This explains the conflicting trajectories of Fig. 5b
between the means. Considering the distributions to be closer in 2009 than in 2004 overlooks critical details, demonstrating a clear case of oversimplification. As further confirmation of our argument, the GGini massively increases between 2009 and 2014, despite no evidence of such a large increase in the distance between the two distributions. Again, the fast increase of the GGini is motivated by the sign of the differences between the deciles, rather than their magnitude. Going back to Fig. 4, all perfectly correlated black dots correspond to pairs of countries such that the income distribution of one country dominates the other over all quantiles (stochastic dominance), as in the case of Italy and Greece. When there is no stochastic dominance between distributions, it is our conviction that the ability of $G_{b}^{A}$ to measure horizontal inequality is considerably superior to that of the GGini.

## 7 Conclusions

This study introduces an innovative Gini index decomposition technique designed to overcome the limitations of traditional methods in evaluating horizontal inequality. The most widespread subgroup decompositions of inequality deliver within- and between-group components. The latter, which is based on the comparison of the means of the groups, is commonly used to assess horizontal inequality. Yet, a comprehensive assessment of horizontal inequality necessitates considering additional distributional characteristics beyond mere averages. Addressing this gap, our method introduces a between-group component that encompasses the full distributions of groups, offering a more detailed comparison than solely focusing on their means. This makes it particularly appropriate to measure horizontal inequality, as confirmed by a Monte Carlo experiment and empirical analysis, both assessing the strong correlation of our component with a benchmark measure of horizontal inequality.

Our decomposition has another advantage. Conventional decompositions of the Gini index present a residual term in addition to the within- and the between-components. This residual disappears only if the distributions of the groups do not overlap. Exploiting a new insight into the Gini index, we disentangle each addendum of the index into two informative contributions to within- and between-group inequality, obtaining a two-component decomposition without the need to include a residual term. Hence, in our decomposition, inequality within groups explains a share of the Gini index, while excess inequality only depends on inequality between groups.

Empirical analysis confirms the relevance of our decomposition to support both cross-sectional and longitudinal analysis of inequality. Studying the cross-sectional inequality between the European country pairs in 2018, we compare our between component $\left(G_{b}^{A}\right)$, and that of the most widespread Gini decomposition (GGini), with the horizontal inequality benchmark (HI). While GGini and HI show strong correlation across numerous country pairs, GGini tends to underestimate horizontal inequality in cases where countries have similar means but different distributions. On the contrary, $G_{b}^{A}$ and $H I$ have a strong correlation over all the country pairs. Studying inequality over time, our analysis spans between 2004 and 2018 and involves the Italy-Greece and the United Kingdom-Italy country pairs. The analysis reveals that unlike $G_{b}^{A}$ and HI, GGini occasionally falls short in capturing the intricate dynamics and evolution of differences between groups.

Our discussion points out that both GGini and $G_{b}^{A}$ accurately measure horizontal inequality when there is stochastic dominance between the distributions. In this case, the information provided by the two measures is the same of $H I$, and the advantage of our decomposition is to avoid the residual. This advantage disappears when the distributions of the groups do not overlap because the residual of the conventional decompositions of the Gini index vanishes. When, instead, there is no distribution that dominates the other over all quantiles, $\rho\left(G_{b}^{A}, H I\right)$ remains high while GGini underestimates horizontal inequality and fails to assess its evolution. In such cases, we argue that our decomposition provides a more nuanced understanding of inequality between groups.

In sum, we firmly believe that the decomposition technique presented herein significantly broadens the usefulness of the Gini index for inequality research, paving the way for novel investigations into horizontal inequality and beyond.

## Appendix

## On the Quantilisation Procedure

This part of the appendix discusses the suggested value of $n$ and of the definition of quantiles in the quantilisation procedure, explaining their optimality and quantifying the magnitude of the approximation incurred.

Defining $\mathbf{w}=\left(w_{1}, \ldots w_{K}\right)$ we can rewrite the suggested value of $n$ as $n=\mathbf{w n}$.
This expression determines $n$ as the average of the $n_{k}$, each weighted by the share of population $w_{k}$. We study the performance of this value in Fig. 7, where we evaluate the approximation by looking at the relative discrepancy between the two shares $G_{b} / G$ from the exact approach and the quantilisation method. To be precise, we define $S_{b}=G_{b} / G$ as the between component share obtained by the quantilisation method and $S_{b}^{r}=G_{b}^{r} / G^{r}$ as the reference share obtained by the exact approach. The relative discrepancy is measured by the Mean and the Absolute Squared Error of $S_{b} / S_{b}^{r}$ w.r.t. $1=S_{b}^{r} / S_{b}^{r}$. They are calculated running 150 simulations and evaluating the empirical counterpart of $\operatorname{MSE}\left(S_{b} / S_{b}^{r}\right)=\mathbb{E}\left[\left(S_{b} / S_{b}^{r}-1\right)^{2}\right]$ and $\operatorname{MAE}\left(S_{b} / S_{b}^{r}\right)=\mathbb{E}\left[\left|S_{b} / S_{b}^{r}-1\right|\right]$.

At each iteration, we draw lognormal income vectors with sizes $\mathbf{n}$, as described in the second section of this Appendix. We compare the approximation with alternative choices of $n$, which are the minimum and the maximum of $\mathbf{n}$, its deciles (expressed in the plot as probabilities of the inverse distribution function) and the value obtained by Eq. (17). Generating the vector $\mathbf{n}$, we impose constraints on its elements to ensure affordable values for $\operatorname{lcm}(\mathbf{n})$. To be specific, the algorithm firstly specifies $K(=5,10$ or 20$)$. Then it builds a vector mul composed by the divisors of $2^{4} 3^{3} 5$ that belong to an interval [min, max]. The $\min (=36$ or 72$)$ and the $\max (=360$ or 720$)$ are both included in $\mathbf{n}$. The other $K-2$ values are sampled with repetition from mul. With this choice the lcm cannot exceed the value 2160 and the computations are affordable. Figure 7 represents the results for $K=20$, $\min =72$ and $\max =720$.

As we show in Fig. 7a, the proposed value of $n$ - represented by the solid indicators - minimizes (or reach a value very close to the minimum of) the approximation that this method copes with, both for the MSE (left scale) and the MAE (right scale). This result is achieved thanks to vanished distortion and variance reduction, as we show in Fig. 7b. We stress the irrelevance of the approximation when the suggested $n$ is employed: according to the MAE, which is interpretable as average absolute percentage error, the error is $0.22 \%$.

The magnitude of the percentage approximation changes with the simulation parameters, as Table 2 points out. It reports the percentage MAE of the between component share for different choices of $n, K$ and of the interval [min, max]. Results are really encouraging. The values of the MAE are below the percentage point in half of the parameter specifications, and they are always below $1 \%$ when the suggested choice of $n$ is employed.

For each choice of $n$, when the ratio $\max / \min$ decreases, the approximation reduces, too. If that ratio stays constant, the MAE informs about better performance for higher min and max. Results are enhanced when $n$ is selected by Eq. (17) and the number of groups is high. The described dependence of the MAE on the values of $n, K$ and of the interval [min, max] proves the consistency of our procedure, and may ensure even lower approximation in many realistic scenarios where the parameters are presumably more conducive.

The suggested choice of $n$ almost always guarantees a relevant reduction in the computational cost associated to $n=\max (\mathbf{n})$. This reduction is not negligible in our simulations: $\bar{p}$ is the average value, in the 150 simulations, associated to our choice of $n$ in the inverse


Fig. 7 Approximation of the between component share for different choices of $n$ (expressed in terms of the probability associated to $n$ in the inverse distribution function of the vector $\mathbf{n}$ ). The approximation is evaluated by comparing the 150 between-share obtained by the quantilisation procedure with the 150 obtained by the exact approach. The left panel summarises those differences by $\operatorname{MSE}\left(S_{b} / S_{b}^{r}\right)$ (left scale) and $\operatorname{MAE}\left(S_{b} / S_{b}^{r}\right)$ (right scale). Right panel shows the boxplots of the 150 relative differences for each choice of $n$

Table 2 Percentage approximation of the quantilisation procedure as measured by the MAE of the between component share, for different parameter specifications. The last column represents the average fraction of elements in the vector $\mathbf{n}$ which are lower than the suggested $n$

| K | [min, max] | Percentage approximation for different deciles |  |  |  |  |  |  |  |  |  |  | $n=\mathbf{w n}{ }^{\top}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1 | $n$ | $\bar{p}$ |
| 5 | [36, 360] | 6.12 | 4.88 | 4.14 | 3.20 | 2.53 | 2.17 | 1.42 | 1.20 | 1.00 | 0.92 | 0.90 | 0.94 | 0.78 |
|  | [36, 720] | 8.28 | 6.41 | 5.45 | 4.13 | 3.26 | 2.79 | 1.71 | 1.44 | 1.05 | 0.91 | 0.86 | 0.91 | 0.83 |
|  | [72, 360] | 2.66 | 2.19 | 1.93 | 1.52 | 1.18 | 1.01 | 0.76 | 0.69 | 0.61 | 0.57 | 0.58 | 0.60 | 0.73 |
|  | [72, 720] | 4.07 | 3.24 | 2.79 | 2.14 | 1.70 | 1.45 | 1.00 | 0.86 | 0.69 | 0.61 | 0.59 | 0.64 | 0.79 |
| 10 | [36, 360] | 4.72 | 3.90 | 2.97 | 2.23 | 1.61 | 1.14 | 0.86 | 0.65 | 0.55 | 0.56 | 0.60 | 0.53 | 0.77 |
|  | [36, 720] | 5.44 | 4.42 | 3.35 | 2.56 | 1.94 | 1.43 | 0.99 | 0.69 | 0.52 | 0.45 | 0.47 | 0.45 | 0.84 |
|  | [72, 360] | 2.11 | 1.76 | 1.41 | 1.11 | 0.87 | 0.65 | 0.49 | 0.38 | 0.34 | 0.33 | 0.35 | 0.35 | 0.71 |
|  | [72, 720] | 3.17 | 2.66 | 2.13 | 1.63 | 1.20 | 0.85 | 0.61 | 0.47 | 0.38 | 0.32 | 0.32 | 0.34 | 0.78 |
| 20 | [36, 360] | 3.72 | 2.94 | 2.26 | 1.77 | 1.26 | 0.83 | 0.54 | 0.37 | 0.31 | 0.36 | 0.42 | 0.30 | 0.75 |
|  | [36, 720] | 4.85 | 3.81 | 2.93 | 2.20 | 1.55 | 1.08 | 0.67 | 0.43 | 0.29 | 0.25 | 0.30 | 0.24 | 0.82 |
|  | [72, 360] | 1.78 | 1.53 | 1.17 | 0.89 | 0.64 | 0.44 | 0.29 | 0.22 | 0.21 | 0.23 | 0.26 | 0.21 | 0.69 |
|  | [72, 720] | 2.68 | 2.20 | 1.66 | 1.26 | 0.89 | 0.61 | 0.43 | 0.29 | 0.24 | 0.26 | 0.32 | 0.22 | 0.78 |

distribution function of $\mathbf{n}$. It is reported in the last column of the table and range from 0.69 to 0.84 .

As supported by the values in the third column of the table - which decrease when $\min (\mathbf{n})$ increases - it could be also acceptable to choose a value $n \ll \min (\mathbf{n})$ if $\min (\mathbf{n})$ is high and a computational saving choice is required.

All these results are associated to the quantile definition that we suggest. Our choice comes from the comparison of the approximation achieved using the nine different quantile definitions presented in Hyndman \& Fan (1996) in the procedure which generates Fig. 7a. As we show in Fig. 8, the Definition 7 essentially presents the lowest MSE (and MAE) for each choice of $n$ and it ensures computational advantages because the MSE approaches 0 for smaller $n$.

The outstanding performance of Definitions 1 and 2 when the probability is close to 1 are exceptions. Both the definitions rely on a stepwise cumulative probability function which selects the quantiles from the set of values in the starting vector. Thus, if $p=1$ and $\max (\mathbf{n})=\operatorname{lcm}(\mathbf{n})$, the vector of quantiles corresponds to the $\mathbf{y}^{k}$ of the exact approach, and no approximation is encountered, with evident advantages starting from $p=0.8$. Nonetheless, in the vast majority of real applications, the vector $\mathbf{n}$ is much more variable than the bounded vectors used in these simulations. Hence $\operatorname{lcm}(\mathbf{n})$ is generally far from $\max (\mathbf{n})$ and the Definition 7 from Hyndman \& Fan (1996) is definitely recommended.

Actually, the optimal performance associated to the suggested quantiles selection strategy should not come as a surprise. Its outstanding results have a twofold explanation. First, the performance of the proposed choice of $n$ directly derives from its consistency with the exact-approach weighting system. This choice assigns greater weights $w_{k}$ to the sizes of the most sized groups, which is desirable because these are the groups with the biggest $p_{k}$. It is reasonable to preserve their information by choosing a large $n$ and by resampling the smallest groups. But if many small groups are present, $n$ is attracted towards their small size. Here, the quantilisation of the biggest groups is preferred to resampling the many small groups. The second explanation for the optimal performance of the suggested strategy is the following. Eq. (16) selects the values prob $_{j}$ so as to partition the interval [0, 1] in $n-1$ equal parts, with 0 and 1 two of the $n$ vertices of the partition. It is straightforward to verify that, with our suggestions, $\min \left(\mathbf{x}^{k}\right)$ and $\max \left(\mathbf{x}^{k}\right)$ are preserved for each $n$ and $k$. Moreover, if $n_{k}=n \quad \forall k$, then the vectors $\mathbf{x}^{k}$ are entirely preserved, too. Both these properties, which

Fig. 8 Between component share approximation of the 9 quantile definitions presented in Hyndman \& Fan (1996), for different choices of $n$ (expressed in terms of the probability associated to $n$ in the inverse distribution function of the vector $\mathbf{n}$ ). Approximation is measured by $\operatorname{MSE}\left(S_{b} / S_{b}^{r}\right)$, calculated by the same procedure generating Fig. 7. Using the software R, each quantile definition can be selected by the option type of the function quantile(). Here, $T_{j}$ stands for selecting the option type= $j$

ensure robustness w.r.t. outliers, hold at the same time only employing Definition 7 from Hyndman \& Fan (1996) and the suggested choice of the values prob $_{j}$.

## The Income Simulation Algorithm

A Monte Carlo algorithm is employed to evaluate the approximation of the quantilisation procedure and to estimate correlations. This section of the appendix provides with the theoretical foundations of the income simulation procedure feeding both these algorithms.

The distribution of $\mathbf{n}$ is a $K$-variate uniform, where the number of groups $K$ and the extremes of the distribution are determined ex-ante. A uniform distribution is also exploited to draw the expected average income of each group: $\mathbb{E}\left[\mu_{k}\right] \sim \operatorname{Unif}(m, M)$. The minimum $m$ of this distribution is set to $10^{4}$. As for the maximum $M$, it is fixed to $5 \cdot 10^{4}$ in the simulations described in the first part of this appendix. Differently, in the simulations presented in Sect. 5, $M$ is varied to highlight how correlations depend on the variability of the means of the groups. This is possible because a modification of $M$ directly affects $C V\left[\mathbb{E}\left[\mu_{k}\right]\right]$. For the uniform distribution $\mathbb{E}_{u}\left|\mathbb{E}\left[\mu_{k}\right]\right|=(M+m) / 2$ and $\operatorname{Var}_{u}\left[\mathbb{E}\left[\mu_{k}\right]\right]=(M-m)^{2} / 12$, therefore the coefficient of variation of $\mathbb{E}\left[\mu_{k}\right]$ is

$$
C V\left[\mathbb{E}\left[\mu_{k}\right]\right]=\frac{\sqrt{\mathbb{V}_{u}\left[\mathbb{E}\left[\mu_{k}\right]\right]}}{\mathbb{E}_{u}\left[\mathbb{E}\left[\mu_{k}\right]\right]}=\frac{1}{\sqrt{3}} \frac{(M-m)}{(M+m)} \in\left[0, \frac{1}{\sqrt{3}}\right]
$$

and, with $m$ fixed, it only depends on the value of $M$.
The values of $M$ are selected so that the coefficient of variation divides the interval into $S$ equal parts. Denote by $M^{(s)}, s=1 \ldots S$ the different values required for this scope. The values $M^{(s)}$ satisfy:

$$
\frac{M^{(s)}-m}{M^{(s)}+m}-\frac{M^{(s-1)}-m}{M^{(s-1)}+m}=c
$$

with $M^{(0)}=m$ and $c=1 /(\sqrt{3} S)$. With easy calculations, the following holds:

$$
M^{(s)}=\frac{m\left(c M^{(s-1)}+c m+2 M^{(s-1)}\right)}{\left(2 m-c M^{(s-1)}-c m\right)}
$$

and the $M^{(s)}$ can be calculated iteratively.
Once all the parameters are fixed, we draw the incomes of each group from a lognormal distribution with expected value $\mathbb{E}\left[\mu_{k}\right] \sim \operatorname{Unif}(m, M)$. The last requirement is to define a meaningful way to determine the two parameters $\eta$ and $\sigma^{2}$ of the distribution. As it is well known, for a lognormal distribution the following holds:

$$
\begin{equation*}
\mathbb{E}\left[\mu_{k}\right]=e^{\eta_{k}+\frac{\sigma_{k}^{2}}{2}} \tag{18}
\end{equation*}
$$

This equation allows an effective way to determine the two elements $\eta_{k} \mathrm{e} \sigma_{k}$ :

$$
\begin{equation*}
\eta_{k}=\alpha_{k} \ln \mathbb{E}\left[\mu_{k}\right] \tag{19}
\end{equation*}
$$

$$
\begin{equation*}
\sigma_{k}^{2}=2\left(1-\alpha_{k}\right) \ln \mathbb{E}\left[\mu_{k}\right] \tag{20}
\end{equation*}
$$

## Their ratio is

$$
c_{k}=\frac{\sigma_{k}^{2}}{\eta_{k}}=\frac{2\left(1-\alpha_{k}\right) \ln \mathbb{E}\left[\mu_{k}\right]}{\alpha_{k} \ln \mathbb{E}\left[\mu_{k}\right]}=\frac{2\left(1-\alpha_{k}\right)}{\alpha_{k}}
$$

At this point, we consider the 82 couples of lognormal parameters estimated in Bandourian et al. (2002) using 82 real income distributions from 23 countries over several years (from the end of sixties to the end of nineties). We evaluate all the $c_{i}=\sigma_{i}^{2} / \eta_{i}, i=1, \ldots, 82$.

Realistic values for $\alpha_{k}$ can be obtained sampling a value of $i$ for each group and posing $c_{k}=c_{i}$, solving the following equation:

$$
\begin{equation*}
c_{i}=c_{k}=\frac{2\left(1-\alpha_{k}\right)}{\alpha_{k}} \Longrightarrow \alpha_{k}=\frac{2}{c_{i}+2} \tag{21}
\end{equation*}
$$

Therefore $\eta_{k}$ and $\sigma_{k}^{2}$ are determined by Eqs. (19)-(21).
The appropriateness of the last step - i.e. sampling a value of $i$ for each group and using the correspondent $c_{i}$-is justified by the fact that the 82 values of $\alpha$ in Bandourian et al. (2002) are not influenced by the associated $\mathbb{E}\left[\mu_{k}\right]$ : a simple linear regression reports an approximately null coefficient $\left(5.6 \cdot 10^{-4}\right)$ and a large p-value ( 0.65 ) for the regressor $\mathbb{E}\left[\mu_{k}\right]$. Consequently, there are 82 credible proportions to split $\mathbb{E}\left[\mu_{k}\right]$ in $\eta_{k}$ and $\sigma_{k}^{2} / 2$. We exploit them to simulate income.

Acknowledgements I am deeply thankful to Professors G. Pellegrini and R. Zelli for their guidance during the initial phase of this work. Special gratitude is owed to Prof. M. Costa, whose insights were pivotal in shaping the final manuscript. My gratitude extends to Professors C. D'Ippoliti, G. Cavaliere, G. Pignataro, M. Kobus, F. Palmisano, G. De Marzo, F. Subioli, D. Moramarco and my friends for their constructive feedback. Thanks are also due to the Centre on Well-being, Inclusion, Sustainability, and Equal Opportunity (WISE) of the OECD for the data provided under specific license agreements. Appreciation goes to the participants of the X Meeting of the Society for the Study of Economic Inequality (Aix-en-Provence, 2023), the IV PhD Workshop (Manciano, 2023), and the XVII Winter School on Inequality And Social Welfare Theory (Canazei, 2024) for their valuable feedback. Finally, I express gratitude to editors F. Maggino and D. Bartram, and to the two anonymous referees for their insightful comments.

Funding Open access funding provided by Alma Mater Studiorum - Università di Bologna within the CRUI-CARE Agreement.

Data Availability The data supporting the findings of this study are available from the Centre on Wellbeing, Inclusion, Sustainability and Equal Opportunity (WISE) of the OECD, but restrictions apply to the availability of these data, which were used under licence for the current study and are not publicly available. Data are available from the author upon reasonable request and with permission of WISE.

## Declarations

Conflict of interest The Author declares that there is no Conflict of interest and that he does not have Conflict of interest to declare. No funds, grants or other support were received.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

## References

Bandourian R, McDonald J, Turley RS (2002) A comparison of parametric models of income distribution across countries and over time. Luxembourg income study working paper, 1-47
Bhattacharya, N., \& Mahalanobis, B. (1967). Regional disparities in household consumption in India. Journal of the American Statistical Association, 62(317), 143-161.
Bourguignon F (1979) Decomposable income inequality measures. Econometrica: Journal of the Econometric Society, 901-920
Canelas, C., \& Gisselquist, R. M. (2019). Horizontal inequality and data challenges. Social Indicators Research, 143(1), 157-172.
Cederman, L. E., Weidmann, N. B., \& Gleditsch, K. S. (2011). Horizontal inequalities and ethnonationalist civil war: A global comparison. American Political Science Review, 105(3), 478-495.
Ceriani, L., \& Verme, P. (2012). The origins of the Gini index: Extracts from Variabilità e Mutabilità (1912) by Corrado Gini. The Journal of Economic Inequality, 10(3), 421-443.
Ceriani, L., \& Verme, P. (2015). Individual diversity and the Gini decomposition. Social Indicators Research, 121(3), 637-646.
Costa, M. (2021). The gini index decomposition and the overlapping between population subgroups (pp. 63-91). Gini Inequality Index: Methods and Applications.
Dagum, C. (1980). Inequality measures between income distributions with applications. Econometrica, 48(7), 1791.
Dagum C (1997) A new approach to the decomposition of the Gini income inequality ratio. Empirical Economics, 515-531
Deutsch J, Silber J (1999) Inequality decomposition by population subgroups and the analysis of interdistributional inequality. Handbook of income inequality measurement, 363-403
Ebert, U. (1984). Measures of distance between income distributions. Journal of Economic Theory, 32(2), 266-274.
Ebert, U. (2010). The decomposition of inequality reconsidered: Weakly decomposable measures. Mathematical Social Sciences, 60(2), 94-103.
Esteban, J., \& Ray, D. (2011). Linking conflict to inequality and polarization. American Economic Review, 101(4), 1345-1374.
Gachet, I., Grijalva, D. F., Ponce, P. A., et al. (2019). Vertical and horizontal inequality in ecuador: The lack of sustainability. Social Indicators Research, 145(3), 861-900.
Giorgi GM (2011) The gini inequality index decomposition. an evolutionary study. The measurement of individual well-being and group inequalities: Essays in memory of ZM Berrebi, 185-218
Giorgi, G. M., et al. (2005). Gini's scientific work: An evergreen. Metron, 63(3), 299-315.
Huber, J. D., \& Mayoral, L. (2019). Group inequality and the severity of civil conflict. Journal of Economic Growth, 24(1), 1-41.
Hyndman, R. J., \& Fan, Y. (1996). Sample quantiles in statistica packages. The American Statistician, 50(4), 361-365.
Josa, I., \& Aguado, A. (2020). Measuring unidimensional inequality: Practical framework for the choice of an appropriate measure. Social Indicators Research, 149(2), 541-570.
Lambert, P. J., \& Aronson, J. R. (1993). Inequality decomposition analysis and the Gini coefficient revisited. The Economic Journal, 103(420), 1221-1227.
McDoom, O. S., Reyes, C., Mina, C., et al. (2019). Inequality between whom? patterns, trends, and implications of horizontal inequality in the Philippines. Social Indicators Research, 145(3), 923-942.
Mehran, F. (1976). Linear measures of income inequality. Econometrica, 44(4), 805-809.
Shorrocks AF (1980) The class of additively decomposable inequality measures. Econometrica: Journal of the Econometric Society, 613-625
Shorrocks AF (1982) On the distance between income distributions. Econometrica: Journal of the Econometric Society, 1337-1339
Yitzhaki, S. (1994). Economic distance and overlapping of distributions. Journal of Econometrics, 61(1), 147-159.
Yitzhaki, S., \& Lerman, R. I. (1991). Income stratification and income inequality. Review of Income and Wealth, 37(3), 313-329.

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.


[^0]:    Federico Attili
    federico.attili2@unibo.it

    1 Department of Economics, University of Bologna, Bologna, Italy

[^1]:    ${ }^{1}$ To see the paradox, imagine replacing the poorest individual of group $h$ with a poorer one. Subtracting $3-(2-\epsilon)>1$ would produce a lower value of the between component, although intuition suggests that the between inequality is now higher because the poor group is poorer.
    ${ }^{2}$ It is important to note that the assumption of equal-sized groups ensures that for any pair $\left(x_{i}^{k}, x_{j}^{h}\right)$, the element $x_{j}^{k}$ always exists. Considering $x_{j}^{k}$ or $x_{i}^{h}$ is equivalent, since the Gini index accounts for each difference twice, reversing the indices in the summation.

