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Abstract
Nearly all distributions in bibliometrics are skewed. In particular, the distribution of cita-
tions of publications by research units is skewed. In a statistical view, the calculation of 
mean values can imply misleading or even wrong information. However, in citation analy-
sis, the calculation of mean values of skewed distributions are standard. Therefore, when 
ranking research units, it is recommended instead to replace the calculation of standard 
mean values by the calculation of adjusted mean values to exclude outliers with very high 
citations and those with very few or no citations as well. Such an adjusted mean value is 
oriented on the standard activity of a research unit and results in a more adequate assess-
ment. This approach is based on the Hirsch-index concept. The calculation results in a dif-
ferent ranking of research units, which may be important in cases where the distribution of 
finances depends on bibliometric rankings. In addition, a differentiation between standard 
activities and excellent results is possible, thus opening two dimensions of the assessment 
of research units.
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Introduction

Mean values and skewed distributions are two major topics in the discourse on biblio-
metrics. Mean values are used to assess the citation score of organisations or countries or 
the citation behaviour in specific fields. To calculate the standardization of citations, the 
mean value of citations per author/organisation is divided by the mean value of the field of 
publication. Mean values are regularly used for the assessment of citation performance, in 
particular.
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The skewed distribution is a general observation applying to the publications per author 
or the citations per author. A general formulation of skewed distributions in bibliometrics 
was provided by Lotka, and skewed distributions can be found in all types of bibliometric 
analysis. Sometimes, the distributions are extremely skewed. Against this background, the 
question may be asked whether calculating standard mean values in bibliometrics leads to 
meaningful results. According to Siegel (2017):

One of the problems with skewness in data is that… many of the most common sta-
tistical methods… require at least an approximately normal distribution. When these 
methods are used on skewed data, the answers can at times be misleading and (in 
extreme cases) just plain wrong. Even when the answers are basically correct, there 
is often some efficiency lost; essentially, the analysis has not made the best use of all 
of the information in the data set.

This paper suggests an alternative approach to calculating mean values and discusses its 
implications for rankings of research units.

The discourse on skewness

A fundamental early publication on skewness is that by Lotka (1926). In this contribution, 
the author suggests a distribution of the publications per author according to the formula:

wherein X number of publications, C, n = constants depending on the specific field 
(with  n ~ 2), Y the relative frequency of authors with X publications.

This means that, e.g. 10 authors among 100 have only 1 publication, 25 authors have 
about 4 publications and 1 author has 100 publications. A graph of the papers written and 
the percentage of authors yields a quite skewed distribution with a very small number of 
authors having a very high number of publications and many authors with very few publi-
cations. Various studies were conducted to verify the so-called Lotka’s Law, e.g. Murphy 
(1973), Pao (1986) or Radhakrishnan (1973). In most cases, Lotka’s Law was confirmed if 
the examined samples were sufficiently large. Subsequent to Lotka (1926), various other 
suggestions were made for skewed distributions, e.g. Chen and Leimkuhler (1986) dis-
cussed Lotka’s, Bradford’s and Zipf’s Law; Simon (1955) suggested alternative functions, 
and these were then modified by Mandelbrot (1959), and a general statistical description 
was presented by Adamic (2002). Skewed distributions were found for many areas beyond 
publication productivity, e.g. for linguistics (Zipf 1949) and income distribution (Pareto 
1935). A good overview is provided by Newman (2005). Skewed distributions are a fre-
quent phenomenon in science and therefore also in bibliometrics. In particular, skewness is 
characteristic for citation patterns (Seglen 1992).

Albarrán and Ruiz-Castillo (2011) and Albarrán et  al. (2011) examined 22 scientific 
fields and 219 sub-fields respectively of the Web of Science and find highly skewed distri-
butions for citations. In about 64% of the sub-fields power laws exist and 2% of the publi-
cations account for 13.5% of all citations. Thus, a distinct skewness is confirmed.

As skewness is such an important phenomenon in bibliometrics, well known authors 
have discussed it. De Solla Price (1976) described this topic in terms of cumulative advan-
tage in detail; Narin and Hamilton (1996) emphasise the relevance of highly cited publica-
tions or patents within skewed distributions, and Glänzel and Moed (2005) discuss journal 

X
n = C∕Y
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impact factors and state a statistical reliability despite skewed distributions of the citations. 
In detail, they state:

In contrast to the common misbelief statistical methods can be applied to discrete 
‘skewed’ distributions and the statistical reliability of these statistics can be used as a 
basis for application of journal impact measures in comparative analyses.

However, other authors see the need for a special treatment of skewed distributions, in 
particular, if the skewness is strong or some values are extreme (Siegel 2017; Statistics 
how to 2019; Von Hippel 2005). In particular, Von Hippel (2005) states:

In a data analysis course, it is certainly possible to continue teaching the relationship 
between skew, median, and mean. The treatment, however, should be more qualified 
than it is in current textbooks…. it should be pointed out that the rule is imperfect, 
and that the most common exceptions occur when the variable is discrete.

Against this background, Lundberg (2007) suggests a modified version of the so-called 
Crown Indicator suggested by the bibliometric group in Leiden, in particular Moed et al. 
(1995), The original version of the Crown Indicator is defined as follows:

wherein CPP mean citation rate of a set of papers, FCSm mean citation rate of the field 
where the papers belong to.

He discusses various aspects of an appropriate calculation of the crown indicator. One 
issue is “that the distribution of citations over publications is highly skewed”, as CPP and 
FCSm have skewed distributions. He suggests “to make normalizations using logarithmi-
cally transformed citation rates.” He concedes that due to the logarithmic transformations 
of citation rates, extreme values have less impact, and suggests to provide the field nor-
malized citation score (the crown index) in addition to consider extreme cases as well. A 
shortcoming of this suggestion is that in the field normalized citation score, the lower cita-
tion scores dominate the mean value and the extreme cases are not well reflected. Leydes-
dorff and Bornmann (2011) suggest to use percentile ranks instead of mean values to cope 
with skewed distributions and develop an integrated impact indicator. Rousseau (2011) dis-
cusses this approach in a theoretical perspective and confirms its validity. This approach 
is definitively an appropriate solution to deal with skewness, however, the application in 
broader studies of different research units proves to be quite intricate and complex, so that 
it is not used in practice to a broader extent.

For instance, Opthof and Leydesdorff (2010) suggest that the “normalization can be 
performed using non-parametric statistics such as comparing percentile rank scores”, but 
in the end they still use mean values.

A prominent contribution to the quantification of an individual’s scientific research out-
put was made by Hirsch (2005). The so-called Hirsch-index or h-index is calculated by 
counting the number of publications h for which an author has been cited by other authors 
at least that same number of times. This measure de facto implies that extremely high cita-
tion values are neglected as are very low ones. The implications of the h-index are illus-
trated in the next section.

The main advantage of the h-index is that the complex publication and citation pat-
tern of authors is summarized to one simple index. The main disadvantages are that the 
citations are not field-normalized, so that the indexes of authors from different fields are 
not comparable, and that there are no fixed citation windows and in consequence, older 

CI = CPP/FCSm
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scientists achieve much better scores than younger ones (Costas and Bordons 2007; Glän-
zel 2006). However, the basic idea to assess publications and citations is convincing.

H‑index, skewed distributions and mean values

The determination of the h-index is illustrated using the example of a research unit in the 
area of applying graphene in electrical engineering. According to a search in the Web of 
Science, this unit published 62 articles in scientific journals in 2015, with a total of 1887 
citations in the period from 2015 to 2017. This leads to an average citation rate of 30.4 
(mean value). The maximum citation rate is 209. 7 publications are not cited at all until the 
end of 2017 (cf. Figure 1).

Using the definition of Hirsch, an index value of 27 is determined, which is illus-
trated in Fig.  1 by a bold cross. This definition is based on ranking the publications 
according to their citation level. Thus, publications with more than 27 citations are not 
considered in greater detail and their level has no impact on the index. The same applies 
to publications with few or no citations. To formulate this in a statistical perspective, 
the h-index does not consider high or low outliers and focuses on the standard perfor-
mance of a unit. This perspective can be justified qualitatively by the observation that 
even high-level institutions often have publications with only a few or even no citations, 
e.g. those which document the outcome of intermediary working steps (Schmoch et al. 
2019). Due to the constant pressure to publish, however, even these results are pub-
lished. In the case of extremely high citation scores, these are often not an indication 
of especially outstanding performance, but may be a coincidental effect of conducive 

Fig. 1   Citations on the publications of a research unit in the area of graphene in electrical engineering 
in 2015, source: Web of Science, update 2018 (publications sorted by descending number of citations). 
Source: Web of Science, own search
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circumstances. For instance, a paper may be an early contribution to a broad, long-term 
discourse and every subsequent publication has to cite this early one. In any case, these 
extreme values are not representative for the standard activity of a unit. Such a reflection 
forms the background to the concept of Hirsch. It is possible to transfer this reasoning 
into simple rules of bibliometric analysis. The topic of outliers has been quite controver-
sial. In general, outliers are rejected and excluded from the dataset. Modern statistical 
theory provides an alternative to outlier rejection, in which outlying observations are 
retained but given less weight (Analytical Methods Committee 1989). This approach is 
known as robust statistics. With the logarithm, Lundberg (2007)—cited above—follows 
this concept.

Hirsch’s concept can be simulated by a simple rule that excludes the 5% of publica-
tions with the highest citations and all publications with less than 6 citations. This rule 
is not based on mathematical reasoning, but on examining about 70 distributions of cita-
tions for arbitrary research units in different scientific fields. At first sight, the 5% share 
for publications with the highest citations seems to be high. But with the limited num-
ber of publications of research units, it is difficult to define smaller shares.

This amendment leads to the “adjusted distribution” in Fig. 2. The mean value of the 
adjusted distribution is 27.9, and therefore close to the Hirsch-Index; the mean value of 
the observed distribution is higher (30.5), but not completely different.

All in all, although it is possible to calculate the mean values of skewed distributions 
mathematically, there are good reasons to assess the citation performance of research 
units based on their standard activity and to exclude extreme values at both ends of the 
spectrum.

Fig. 2   Different types of mean values for citations on the publications of a research unit in the area of 
graphene in electrical engineering in 2015, source: Web of Science, update 2018 (publications sorted by 
descending number of citations). Source: WoS, own search



930	 Scientometrics (2020) 125:925–935

1 3

Rankings of research units based on adjusted distributions

There are good reasons to calculate the mean value of skewed distributions of citations 
based on adjusted rather than full range, observed distributions. However, the level of the 
resulting mean values is quite similar to the standard mean values—27.9 instead of 30.4—
in the example shown above. Therefore, the question has to be raised whether this dif-
ference is so important that a separate calculation brings new insights and, in particular, 
whether the rankings of research units change. The latter issue is very important, because 
the distribution of research funding is based on such bibliometric rankings in many coun-
tries, e.g. in the Research Excellence Framework (REF) in the United Kingdom. Of course, 
it is problematic to produce strict rankings on the basis of citations, as citations can reflect 
other issues than scientific performance and also depend on accidental circumstances. But 
despite these uncertainties, bibliometric rankings are often used in practice in the context 
of funding in any countries.

In order to check the implications of adjusted mean values for the ranking of research 
units, we analysed the citation activity of ten research units in the subject category “Bio-
technology & Applied Microbiology” in the Web of Science. There were about 500 
citations of publications from the year 2015. In Table 1, these research units are ranked 
according to the mean value of their citations. Calculating the adjusted mean values leads 
to different values and a different ranking, too. The resulting new ranking is quite simi-
lar but, for example, Unit 3 advances to second place, Unit 2 drops to fourth and Unit 9 
advances to seventh. This change in ranking is due to the fact that the distributions for all 
research units are skewed, but within the samples, the degree of skewness differs by unit. 
To conclude, calculating the adjusted mean values implies different rankings.

The example of Table 1 illustrates that the distributions of citations for research units 
are skewed, but that the shape of skewness differs. In particular, the level of very high cita-
tions is quite erratic due to the relatively small number of publications per research unit. 
In this regard, the situation of research units differs from that for scientific fields covering 
much higher number of publications.

Table 1   Ranking of research units in Bbiotechnology & Applied Microbiology” with about 500 citations to 
publications of 2015, source: Web of Science, update 2018. Source: WoS, own search

Bold numbers indicate a change of rank of the unit for adusted mean values compared to standard mean 
values

Research unit # Publications # Citations Mean value Adjusted 
mean value

Rank adj. mean

Unit 1 10 506 50.60 63.00 1
Unit 2 22 517 23.50 25.60 4
Unit 3 25 531 21.24 30.00 2
Unit 4 24 507 21.13 26.16 3
Unit 5 28 512 18.29 21.74 5
Unit 6 32 532 16.63 18.61 6
Unit 7 41 516 12.59 17.89 8
Unit 8 42 514 12.24 16.66 9
Unit 9 42 511 12.17 18.00 7
Unit 10 49 515 10.51 15.35 10
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To illustrate the change in ranking, Fig.  3 shows the citation distributions for Unit 2 
and Unit 3. In the standard calculation of mean values, Unit 2 is ranked higher due to two 
publications with very high citations. In the adjusted calculation, Unit 3 achieves a higher 
position, as it has some publications with higher citation scores than Unit 2 in the area of 
standard activities. Here, one has to decide whether a research institution is best character-
ised by a few very high citations or a larger number of citations in its standard activities.

To further illustrate the effect of adjusted means, another example is shown in Fig. 4. 
Here, various research units in physics were compared, in this case, units with about 300 
publications in 2013. From this sample, two units were selected. To highlight the distribu-
tion of the citations in the standard area, Fig. 4 is cut at 30 publications. In the observed 
distribution, Unit A has 313 publications, Unit B 306 publications. Due to the high number 
of publications with no citations, the standard mean values of both units are very low and 
almost equal. Unit B has a slight lead due to two high citation scores of 124 and 122. In the 
adjusted calculation, Unit A is ranked above Unit B due to the higher citation scores in its 
standard activities. This example shows that the adjustment can bring about a fairer com-
parison of research units, and that a few highly cited publications should not outweigh rele-
vant standard activities. Furthermore, the standard mean values for research units with long 
tails of uncited publications are dominated by these tails and imply significant distortions. 
In any case, the important diminution of the mean value due to the long tail of publications 
with no citations is doubtful, because some research units publish every intermediate result 
as a response to the pressure to publish frequently.

The adjusted mean value reflects the standard activities of a research unit, the excel-
lent results by the mean values of the upper 5% of the publications with the highest cita-
tions. The latter indicator implies different rankings of research units, e.g., in the example 
of Table 1, the research units on the ranks six and nine exchange their positions. In any 

Fig. 3   Distribution of citations of two selected research units in “Biotechnology & Applied Microbiol-
ogy, source: Web of Science, update 2018 (publications sorted by descending number of citations). Source: 
WoS, own search
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case, these two types of indicators are more distinct than those suggested by Lundberg and 
can be used in a combined way. For a more in-depth analysis of excellence, it is interesting 
to compile the high citation values of several subsequent years for verifying the regularity 
of excellent publications.

Mean values of large skewed distributions

A final question is why an adjusted mean is suggested for research units instead of 
a Hirsch-index. The reason is that a normalisation by the field averages is necessary to 
compare units in different fields of activity. This implies that a normalisation of the total 
field by the Hirsch-index has to be calculated. However, the Hirsch-index was conceived 
for smaller samples of analysis. For instance, for the field of “Biotechnology & Applied 
Microbiology”, about 2900 publications appeared in 2015 (Fig. 5). For this large sample, 
a Hirsch-index of 96 is calculated, which is far beyond the mean value of 9.4, and not 
useful in this context. In contrast, the adjusted mean value at 14.5 is distinctly above the 
standard mean value, but is much more rational than the h-index, because about 50% of all 
publications have less than 6 citations. These publications are not included in the adjusted 
mean value. In this case, excluding very high citations is less important for the level of the 
adjusted mean, although the first publication with high citations received 2335 citations in 
3 years, the second 628, the third 559 and the fourth already 414. Thus, the first publication 
is not at all characteristic for standard activities in this area and its exclusion in the adjusted 
calculation is justified.

The example of the distribution of citations in the field of biotechnology illustrates that 
the skewness in scientific fields is very strong, as examined by Albarrán et al. (2011) for 
219 sub-fields. The skewness for research units is less strong (cf. Tables 1 to 4) and the 

Fig. 4   Distribution of citations of two selected research units in “Physics”, source: Web of Science, update 
2018 (publications sorted by descending number of citations). Source: WoS, own search
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highest citation scores are generally less extreme. That is why the sector for the highest 
citations was fixed at a level of 5%.

Conclusions

Nearly all distributions in bibliometrics are skewed. In particular, the distributions of cita-
tions of publications by research units are skewed, often highly skewed. To rank research 
units, it is recommended to replace the calculation of standard mean values by adjusted 
mean values, which exclude outliers with very high citations as well as those with very 
low or no citations. Such an adjusted mean value is oriented on the standard activity of 
a research unit and leads to a more adequate assessment. This approach is based on the 
concept of the Hirsch-index. This calculation often results in a different ranking of research 
units and is important in cases where the distribution of finances to research units depends 
on bibliometric rankings.

The decision to use adjusted mean values is not based on objective mathematical cri-
teria. Instead, it is a rather subjective reflection of what activities are important for the 
assessment of research units. Some funders are primarily interested in excellent results that 
are distinctly above the average activities in a field. In this case, they should base their 
assessment on the upper 5% of publications with very high citations. In the present practice 
of calculating mean values of skewed distributions, extreme outliers are mixed with stand-
ard activities in a non-transparent way. I, on the other hand, am in favour of using stand-
ard activities for assessment, because, in many cases, extremely high citations are simply 
outliers.

Fig. 5   Distribution of citations of all publications of 2015 in the subject category “Biotechnology & 
Applied Microbiology”, source: Web of Science, update 2018 (publications sorted by descending number 
of citations). Source: WoS, own search
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A more comprehensive analysis of research units can be achieved by analysing the 
standard activities by adjusted mean values and excellent results by the mean values of 
the upper 5% of the citations. These two indicators are quite distinct and reflect different 
aspects of the activities of research units. In this perspective, the suggested indicators allow 
for a more differentiated analysis that conventional mean values. This approach can also be 
used for assessing the work of authors.

By the introduction of two dimensions of assessment, it gets obvious that the final out-
come of an assessment is a question of an appropriate interpretation and cannot be objec-
tively found by correct statistics.
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