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Abstract
In this paper, we explored the scientific literacy of a general sample of the Slovak adult 
population and examined factors that might help or inhibit scientific reasoning, namely the 
content of the problems. In doing so, we also verified the assumption that when faced with 
real-life scientific problems, people do not necessarily apply decontextualized knowledge 
of methodological principles, but reason from the bottom up, i.e. by predominantly rely-
ing on heuristics based on what they already know or believe about the topic. One thou-
sand and twelve adults completed three measures of scientific literacy (science knowledge, 
scientific reasoning, attitudes to science) and several other related constructs (numeracy, 
need for cognition, PISA tasks). In general, Slovak participants’ performance on scientific 
reasoning tasks was fairly low and dependent on the context in which the problems were 
presented—there was a 63% success rate for a version with concrete problems and a 56% 
success rate for the decontextualized version. The main contribution of this study is a mod-
ification and validation of the scientific reasoning scale using a large sample size, which 
allows for more thorough testing of all components of scientific literacy.

1 Introduction

Science has become an integral part of the lives of people in a modern society. Scholars 
have argued for the importance of science as a vaccination against pseudoscientific beliefs 
(Fasce & Picó, 2019; Sagan, 1996) and emphasized the role of civic scientific literacy for 
responsible citizenship and making informed decisions (Lederman et  al., 2014; Miller, 
1983, 1998, 2004; OECD, 2003; Trefil, 2008). The growing acknowledgment of the impor-
tance of science is reflected in educational efforts (Leblebicioglu et al., 2017; Lederman 
et  al., 2014) and inclusion of science literacy in international assessments such as PISA 
(Eivers & Kennedy, 2006; Harlen, 2005; She et  al., 2018). Despite these efforts, studies 
show that few adults actually understand how science “works”—for example, in 1978, only 
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14% of adults were able to satisfactorily describe what does it mean to study something 
scientifically (Miller, 2004), while a Pew Poll in 2019 showed that although the percentage 
of people understanding science increased considerably, still only 42% of adults with high 
school education understand the scientific method (Kennedy & Hefferon, 2019). Strikingly, 
even among those who teach scientific content, there is a misunderstanding of and mistrust 
in the scientific method—a recent poll among Slovak middle-school teachers showed that 
almost one-third of them believe that COVID-19 vaccination means the population will be 
inserted with “nano-chips” in their body, a common conspiracy theory (Gdovinová, 2020). 
Even though every pupil from primary school onwards gets frequent exposure to scientific 
content in several subjects, this implicit exposure to scientific knowledge clearly does not 
lead to widespread understanding on how this knowledge is created, tested, and reviewed. 
Thus, the main aim of our paper was to examine the scientific literacy of adults in Slovakia 
with a modified scientific reasoning scale, and to examine factors that help/inhibit scientific 
reasoning, including whether the content of the problems allows them to reason from con-
crete examples, or whether they routinely rely on abstract principles.

Scientific literacy is a broad concept, often confused with other related constructs (e.g., 
engagement with science and technology, science literacy, science understanding, science 
knowledge, or scientific reasoning) and it is not always clear on what aspect (e.g., intel-
lectual, societal, attitudinal, axiological) of scientific activity researchers focus (Fasce & 
Picó, 2019). Lederman et al. (2014) discuss the distinction between scientific inquiry (pro-
cesses by which people acquire scientific knowledge) and the nature of scientific knowl-
edge (“epistemological underpinnings of the activities and products of science,” p. 289). 
Moreover, while the current pedagogical trends stress the necessity of teaching science as 
inquiry (Anderson, 2002; Hayes, 2002; McBride et al., 2004), there remains a gap between 
what students “do” vs. what they “know”—for example, it is one thing to teach students to 
set up an experiment and perform it, and it is a completely different thing to expect them 
to grasp the logical necessity of a control group in experimental design implicitly just from 
performing the activity.

Therefore, it seems that scientific literacy has at least three dimensions (Fasce & Picó, 
2019; Miller, 1983, 1998, 2004): (1) knowledge of scientific theories/science vocabulary/
conceptual understanding, (2) the understanding of scientific reasoning/scientific method, 
and (3) trust in science and its values/understanding of science as an organized endeavor/
understanding of the importance of science. However, so far all three dimensions of sci-
ence understanding have not been addressed in a single study. Therefore, it is difficult 
to distinguish whether poor scientific literacy of adults is brought about by their lack of 
knowledge, lack of ability to reason scientifically, or by their lack of trust in scientific prac-
tices. A clearer understanding of the relationship among these three dimensions of scien-
tific literacy would help educators better address the lacking components; many critics of 
science education in various countries have pointed out that schools concentrate predomi-
nately on teaching knowledge at the expense of true understanding of the taught concepts 
or the nature of scientific inquiry (Elakana, 2000; Machamer, 1998; Schwab, 1958). In this 
paper, we will examine these three components of scientific literacy and their interactions, 
with predominant focus on scientific reasoning. Even though an intervention to address sci-
entific reasoning is not in the scope of our research, the broader aim is to be eventually able 
to directly address this set of skills in schools, in addition to teaching scientific content.

In this paper, we broadly define scientific reasoning as the ability to understand meth-
ods and principles of scientific inquiry and the skills required to formulate, test, and revise 
theories and reflect the process of generating evidence; or, more specifically, as the “appli-
cation of the methods or principles of scientific inquiry to reasoning or problem-solving 
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situations” (Zimmerman, 2007, p. 173; see also Koslowski, 1996; Kuhn & Franklin, 2007; 
Wilkening & Sodian, 2005). In this sense, scientific reasoning is a subset of critical think-
ing skills that help people reason about any complex content, and, despite its name, is not 
for scientists only. Simply put, scientific reasoning provides us with the instruments to for-
mulate and verify our implicit theories about the world and evaluate them based on reliable 
evidence. We approach assessing scientific reasoning skills through a test focused on scien-
tific processes rather than scientific facts, which is inspired by the work of Drummond and 
Fischhoff (2017). Their scientific reasoning scale (SRS) consists of several short scenarios 
describing fictional research studies that probe participants’ understanding of methodologi-
cal principles that underlie scientific reasoning, such as that there is a difference between 
causation and correlation and that one needs a control group for a valid comparison of 
treatments, confounding variables must be identified and controlled for. To a large extent, 
these principles are domain-general, as opposed to domain-specific factual knowledge 
about various scientific domains (Zimmerman, 2000).

Preliminary results using the original SRS in the Slovak population indicated that par-
ticipants’ ability to solve the tasks was influenced by whether they could imagine an intui-
tive solution to a particular problem (Bašnáková & Čavojová, 2019). To illustrate, consider 
the following problem (Drummond & Fischhoff, 2017, p. 36):

A researcher finds that American states with larger state parks have fewer endan-
gered species. Is the following statement True or False? These data show that 
increasing the size of American state parks will reduce the number of endangered 
species.

The “endangered species” problem probes understanding of causation vs. correlation, 
but it is its content or context that might help the participant to solve it correctly rather than 
understanding the methodological principle (It is unlikely that giving animals more space 
to live will decrease their population). At the same time, changing the story (decreasing 
park’s surface—fewer species) might make it more likely for participants to erroneously 
accept the conclusion as True. In other words, while these problems assess the understand-
ing of a methodological principle, the principle is always evaluated in a particular con-
text, including participants’ prior beliefs, which might make it more or less difficult for the 
participant to give a correct answer even without fully understanding the methodological 
issue.

In the present study, we addressed this issue via modifying the scale by adding two 
versions of each item—one using concrete and domain-specific examples as in the origi-
nal version of the SRS and another using context-free versions illustrating the same meth-
odological principle. This was done to gain a better understanding of how people reason 
scientifically. On the one hand, they might understand and correctly apply a particular 
abstract principle regardless of the context in which it is presented; on the other hand, they 
might simply use contextual cues contained in the scenario to solve the task intuitively. To 
understand their reasoning process related to context-free and concrete problems in more 
detail, we asked them to give reasons for their answers and then analyzed these qualitative 
responses for any systematic errors in scientific reasoning.
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2  Reasoning with Concrete vs. Context‑Free Content

Why should scientific reasoning differ based on how rich the contextual cues contained in 
the problem are? There are several indications, some of which are general to reasoning and 
others specifically related to scientific reasoning.

One line of evidence suggesting that reasoning with concrete and more abstract content 
differs in general comes from the psychology of reasoning. In studies using the Wason’s 
selection task (Wason, 1968), participants are shown four cards—each of which has a num-
ber on one side and a letter on the other side. The visible faces of the cards show 3, 8, a, 
and c. Participants are then asked, which card(s) must one turn over in order to test the 
truth of the proposition that if a card shows an even number on one face, then its opposite 
face contains a vowel. Numerous studies showed that people usually perform quite poorly 
at this task since they use mainly confirmatory strategies (choosing 8 and a); only a small 
minority of participants get the right answer (which is 8 and c) (Čavojová & Jurkovič, 
2017; Rossi et  al., 2015; Stanovich & West, 1998). Performance dramatically improves, 
however, with concrete examples, especially ones about a social contract, such as verifying 
the rule that in order to purchase an alcoholic drink, the buyer must be over 18 and present-
ing the participants with cards showing ages 16, 24, beer, and soda (Cheng et al., 1986; 
Cosmides & Tooby, 1992; Cox & Griggs, 1982; Griggs & Cox, 1982).

In the previous case, the concrete content helped people to reason better because con-
crete content triggers our intuitions (like a presumably modular system for recognizing the 
violation of a social contract (Cosmides & Tooby, 1992; Fiddick et al., 2000). However, 
these intuitions can lead people down the wrong path as well, as is shown in the heuristic 
and biases research program which uses the so-called conflict problems to study human 
reasoning. For example, consider a simple base-rate task (taken from De Neys & Glumicic, 
2008; adapted from Kahneman & Tversky, 1973): A group of 1000 people were tested in a 
study. Among the participants were 995 nurses and 5 doctors. Paul is a randomly chosen 
participant from this study. Paul is 34 years old. He lives in a beautiful home in a posh 
suburb. He is well-spoken and very interested in politics. He invests a lot of time in his 
career. What is most likely? (a) Paul is a nurse (b) Paul is a doctor. In this case, the content 
of the task—description of a personality of the participant—exploits existing stereotypes 
eliciting an intuitive answer (“doctor”) that conflicts with the extreme base-rate probability 
of Paul being a nurse. In non-conflict tasks, people are able to respond correctly based on 
the information about base rates. De Neys (2014) argues for the existence of the so-called 
logical intuition and draws evidence from studies that used abstract versions of the clas-
sical conflict problems (e.g., Kahneman & Tversky, 1973), which did not cue an intuitive 
heuristic response and thus participants were able to answer correctly.

In the following section, we will discuss how these general principles can be reflected 
in scientific reasoning of adult people and their consequences for science education. The 
first approach to solving scientific reasoning problems—a one which we will refer to as 
“top-down reasoning”—would be through the application of (abstract) rules, such as the 
rule about the difference between causation and correlation. In other words, participants 
would not be relying on their knowledge of the domain since methodological principles 
apply across all domains. This is reminiscent of developmental studies by Inhelder and 
Piaget (1958) who gave children tasks where they could not rely on their prior knowledge 
while identifying plausible hypotheses about how something works but try out all possible 
combinations of solutions, e.g. a task where a particular combination of odorless liquids 
produced a color change.
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Another way in which people may proceed when dealing with scientific reasoning prob-
lems is by making use of their prior beliefs about a certain domain. Greenhoot et al. (2004) 
investigated such “bottom-up reasoning” by studying whether prior knowledge and beliefs 
about a topic will influence how students evaluate scientific evidence. Interestingly, about a 
fourth of the students did manage to correctly apply methodological concepts to draw valid 
conclusions when they were asked to evaluate a study in an abstract manner (i.e., make 
recommendations for a hypothetical experimenter). However, when they were to make the 
same conclusions for themselves, they failed to consider these principles because they had 
strong prior beliefs about the topic (e.g., whether TV viewing causes poor language abili-
ties in children). In other words, even if students knew how to critically evaluate evidence, 
they seemed to suspend this ability when asked about “real-world” problems and were 
reluctant to revise their prior beliefs in the face of contradictory evidence. This suggests 
that even if people know how to solve “decontextualized” problems, they might be sup-
pressing this ability and rely on error-prone heuristics when encountering a problem that 
they know a lot about because such active suppression requires effort and meta-cognitive 
distancing (Kuhn et al., 1995).

Building on this distinction, we made sure to construct our two versions of the SRS 
items in a way that one version contained concrete information about the research domain 
where participants could rely on their prior knowledge, while the other was context-free. 
For example, an item aimed at testing the difference between correlation and causation was 
about whether the number of hospitals in a region influences natality of the population in 
the more concrete version, while in the decontextualized version, it was about the relation-
ship between skill X and activity Y. We hypothesized that if people reason in a decontex-
tualized, top-down manner, i.e. know the methodological principles and apply them to a 
particular problem, it will not matter which version of the task they encounter—their per-
formance should be comparable. If, on the other hand, they reason from the bottom up, i.e. 
by predominantly relying in heuristics based on what they already know or believe about 
the topic, then there should be a significant difference in their performance on the two ver-
sions, as well as in the reasons given for participants’ choices.

3  Methods

3.1  Participants

Through a market research agency (2Muse), we recruited a sample of 1012 participants, 
representative of the Slovak general population with respect to age, gender, education, and 
geographic location, who filled out the questionnaire online. Participants were told that the 
goal of the study was to validate a new method of testing scientific literacy of the popula-
tion and that it should take no longer than 45 min. We also encouraged them to provide 
us with any feedback (including negative) regarding the difficulty, comprehensibility, and/
or content of the questions. They were also informed about their right to remain anon-
ymous and withdraw from the study at any time. The questionnaires were administered 
to participants via the online survey platform Qualtrics, once they had voluntarily agreed 
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to participate in the research. There were 510 men and 502 women with mean age 39.2 
(SD = 15.6) years. A total of 8.8% of participants had only elementary education (9 years 
of schooling), 31.7% of participants had vocational education (12 years), 39.4% had full 
secondary education (13-14 years), 5.4% of participants had a Bachelor´s degree, 13.7% 
of participants had a Master’s degree,1 and 0.9% of participants obtained a post-graduate 
degree.

3.2  Materials2

Scientific Reasoning In this study, we used a 7-item adaptation of the scientific reasoning 
scale (Drummond & Fischhoff, 2017), which was based on the results obtained from the 
sample of professional scientists (Bašnáková & Čavojová, 2019).3 The 7 final items con-
tained the following validity threats: blinding, causation vs. correlation, confounding vari-
ables, construct validity, control group, ecological validity, and random assignment to con-
ditions. We constructed a context-free version of each of the 7 final items so that people 
could not simply use their knowledge of the topic to arrive at intuitive answers. Context-free 
versions were created by modifying the concrete versions, to be as closely matched as pos-
sible, but leaving out any specific details. For example, the “causation vs. correlation” con-
crete version was about increasing birth rate (A researcher wants to find out how to increase 
natality. He asks for statistical information and sees that there are more children born in cit-
ies which have more hospitals. This finding implies that building new hospitals will increase 
birth rate of a population. Agree/Disagree). The context-free version just described “ability 
X” (A researcher wants to find out how to improve ability X in the population. From the 
available statistical data, he finds out that more people with ability X regularly engage in 
activity Y. This result suggests that activity Y improves ability X. Agree/Disagree).

Just as in the original Drummond and Fischhoff’s SRS, participants were asked to indi-
cate their agreement with the conclusion drawn from the scenario after each story. How-
ever, we did not ask them to say whether these conclusions are True or False, but rather 
whether they Agree or Disagree with them. In addition, we also asked about their level of 
confidence in their choice on a scale from 1 (not at all certain) to 10 (totally certain) to be 
later used to detect the rate of guessing. We also included a mandatory explanation of their 
choice (“Using one sentence, please indicate why you chose ‘agree’ or ‘disagree’:”) The 
reason for this was to increase the questionnaire’s sensitivity beyond the Agree/Disagree 
judgment and detect whether participants truly understood the problems, as well as whether 
the context-free and concrete explanations systematically differ. Participants answered all 
SRS items in a randomized order.

1 In 2000, 9.5% of inhabitants of Slovakia completed a Master´s degree. The higher percentage of Master’s 
degrees in comparisons with Bachelor’s degrees is a result of the educational system in Slovakia and the 
low attractivity of Bachelor´s degrees.
2 All materials are available at https:// osf. io/ udgre.
3 The original version of the SRS was difficult (only 44% success rate) in our previous research. To distin-
guish whether the difficulty was related to the particular formulations of the items or to an underlying lack 
of understanding of the scientific concepts, we conducted a preliminary study, for which we created 3–4 
new items measuring each construct, resulting in 34 items. We then piloted them on a sample of research-
ers (N = 79), as a proof of principle. Consequently, we selected only those items that had success rate above 
70% (50% is chance level) and were the most unambiguous and comprehensible, meaning that some con-
structs from the original SRS were left out entirely. In the final version, the one scenario/item per construct 
was selected to mimic the original scale as closely as possible, and also to limit the time participants spend 
on the questionnaire.
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The scientific knowledge (SK) was a 9-item true/false questionnaire on basic scientific 
facts, such as “Antibiotics kills viruses as well as bacteria,” based on National Science 
Indicators (Miller, 1998; National Science Board, 2010). We used a composite score as an 
index of public comprehension of science (Allum et al., 2008; Kahan et al., 2012).

Anti-scientific attitudes subscale from CART developed by Stanovich et al. (2016) was 
used to measure anti-scientific sentiments, as the public attitudes about science are not only 
a matter of understanding how science works but also of trust in scientist and regulatory 
authorities (Allum et al. 2008). Participants had to indicate their agreement with 13 items 
on a 6-point scale ranging from 1 (strongly disagree) to 6 (strongly agree), with statements 
such as “I don’t place great value on ‘scientific facts’, because scientific facts can be used 
to prove almost anything”. A higher score indicated a stronger anti-scientific attitude, and 
thus lower trust in science and understanding of the importance of science.

3.2.1  Validity Measures

To distinguish scientific literacy from other related constructs (e.g., mathematical ability), 
we employed several more validity measures. Specifically, we chose to measure numeracy 
and cognitive reflection to assess the ability to think analytically (the same measures were 
used by Drummond and Fischoff to determine the construct validity of the SRS) and need 
for cognition as a self-reported enjoyment of thinking about difficult problems (as a com-
plement to actively open-minded thinking used by Drummond and Fischoff), because we 
expected them to be important correlates of scientific literacy components. Similarly, we 
also choose to measure the ability to solve PISA tasks based on two main reasons: (1) they 
are complex tasks which target the participants’ ability to use their knowledge, and (2) it 
would enable us to compare the results of our adult sample with the performance of the 
students participating in nationwide PISA testing and draw insights relevant for education.

The numeracy scale (NS) contained 2 items from the modified cognitive reflection test 
(Dudeková & Kostovičová, 2015; Frederick, 2005), where the structure of original items 
was kept but the content was modified to avoid a common problem with participants recog-
nizing the test items from popular sources (even though it was shown that previous expo-
sure does not significantly affect the results, see Bialek & Pennycook, 2018; Šrol, 2018). 
One problem with Bayesian reasoning was taken from Zhu and Gigerenzer (2006). The 
remaining 5 questions were taken from Peters et al. (2006), all on probability.

Program for International Student Assessment (PISA) testing is a triennial test devel-
oped by the OECD designed to evaluate schools worldwide by testing a sample of 15-year-
old students on key skills and knowledge from several topics. The latest assessment 
included testing from science, mathematics, reading, collaborative problem-solving, and 
financial literacy, of which we selected 4 problems on science. Two were focused on under-
standing which factors were manipulated in an experimental study, one on understanding 
and computing averages and the last one on understanding the concept behind immunity. 
We calculated a composite score of all the correct answers (0–4).

We also included 5 items from the need for cognition scale (Cacioppo & Petty, 1982, 
adapted and shortened by Epstein et al., 1996), which measures the tendency of an individ-
ual to engage in and enjoy thinking and intellectual problems. Participants had to indicate 
their agreement on a 6-point scale ranging from 1 (strongly disagree) to 6 (strongly agree), 
with statements, such as “I would prefer complex to simple problems”. A higher score indi-
cated a higher need for cognition.
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4  Results

4.1  Quantitative findings

First, we applied item response theory (IRT) model to our data to give us detailed infor-
mation about the difficulty, discrimination, and guessing parameters of all items. The IRT 
analysis (presented in full in the Supplementary materials) showed that item 1 (which dealt 
with the issue of blinding) in both concrete and abstract versions exhibited a negative cor-
relation with the total scale and was, therefore, dropped from all further analyses. Below, 
we present analyses pertaining to the concrete and context-free version of SRS while using 
only the remaining six items for both of the scales.

For the modified SRS, we calculated scores separately for the SRS-concrete and SRS-
context-free, as well as the total SRS score. Percentage of correct answers for individual 
items, as well as mean confidence ratings and weighted scores, are presented in Table 1. 
Weighted scores were calculated by combining correct/incorrect scores with confidence 
ratings (Dube et al., 2010; Trippas et al., 2013, 2017). For participants who answered incor-
rectly, the weighted score was calculated by multiplying their confidence rating by − 1 and 
for participants who answered correctly, the weighted score was calculated by multiplying 
their confidence rating by + 1. Thus, participants who were very confident (e.g., indicated 
10) in their incorrect answer had a weighted score of − 10. On the other hand, participants 
who gave correct answers and were not very confident (e.g., indicated 5 as a guess) had a 
weighted score of 5. As a result, positive scores indicate correct answers weighted by con-
fidence, while negative scores indicate incorrect answers weighted by confidence.

For the 12 items of the combined abstract and concrete scientific reasoning scale, the 
participants on average correctly answered 7.52, or 62.7% (SD = 2.58).

As expected, participants answered the concrete questions better than the context-free 
ones. On average, 70% items were answered correctly on the concrete scale (M = 4.16/6, 
SD = 1.46) and 56.2% on the context-free scale (M = 3.37/6, SD = 1.48). This difference 
was statistically significant (t (1011) = 18.038, p < 0.001, d = 0.54). A direct comparison 
per item showed that all of the items except for one, “control group,” were significantly dif-
ferent (McNemar chi-square test, all χ2 > 12, all p’s < 0.001); however, the differences were 
not in the same direction (see Fig. 1). Item 6 (random assignment to conditions) had more 
people scoring correctly on the abstract than on the concrete version. The same pattern, 
only more pronounced, emerged with the weighted scores. Apart from the “control group” 
item, all differences between the context-free and concrete version of each item were sig-
nificant (all p’s < 0.001), but item 6 was in the opposite direction than the rest (context-
free > concrete). In this sense, the weighted scores are a more accurate characterization of 
the participants’ performance than their raw scores.

For the 9 knowledge questions on the SK, participants correctly answered 70.1% of 
them (M = 6.36, SD = 1.52). As for the predictors, our participants’ scores on the numeracy 
scale were slightly above 50% (M = 3.80/7, SD = 1.95). Not all items were equally difficult 
for participants—success rates ranged from as low as 13% for Bayesian task (item 8), to 
84% for probabilistic reasoning task (item 4).

To examine the construct validity of the modified version of SRS, we carried out a cor-
relational analysis of both versions of SRS with measures tapping science knowledge and 
predictors. As can be seen from Table 2, SRS correlated positively with science knowl-
edge, numeracy, need for cognition, and success on PISA tasks, and negatively with anti-
scientific attitudes.
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The three components of scientific literacy—scientific knowledge, scientific reasoning, 
trust in science—showed relatively similar patterns of correlations with validity measures 
(taking into account that we measured negative attitudes indicating distrust toward science, 
therefore, all correlations with anti-scientific attitudes are in the opposite direction). Some-
what different patterns of relationships were found in case of numeracy scale, where sci-
entific knowledge showed a more pronounced correlation (r = 0.455) in comparison with 
scientific reasoning (especially, in the context-free version of the SRS, rcontext-free = 0.337), 
and anti-scientific attitudes (r =  − 0.174).

4.2  Qualitative Findings

To increase the sensitivity of our analysis and understand the participants’ thinking process 
as well as any differences between concrete and context-free items, we also looked at the 
reasons they gave to support their Agree/Disagree judgments.

A qualitative analysis of the participants’ reasons for choosing a specific answer was 
carried out in several steps. Firstly, blind to the actual judgments, we read through all of 
the answers to see whether there are any unifying categories across the items. We then cre-
ated the following 5 categories: correct, incorrect, don’t know/uncertain, no explanation/
restatement, and no reason/off-topic.

Fig. 1  Percentage of participants 
per item who made a correct 
judgment and gave a correct 
reason for it
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Table 2  Correlations between SRS and additional measures or reasoning

All correlation coefficients are significant at p < 0.001

M SD α 1 2 3 4 5 6 7

1. SciReasoning Concrete 4.16 1.46 0.53
2. SciReasoning ContextFree 3.37 1.48 0.44 0.55
3. SciReasoning Scale Full 7.52 2.58 0.67 0.88 0.88
4. Science knowledge 6.36 1.52 0.35 0.34 0.26 0.34
5. Anti-scientific Attitudes 43.39 7.57 0.68 –0.18 –0.13 –0.17 –0.23
6. Numeracy Scale 3.80 1.95 0.68 0.40 0.34 0.42 0.46 –0.28
7. PISA 3.24 1.14 0.28 0.32 0.22 0.30 0.28 –0.21 0.34
8. Need For Cognition 19.17 4.39 0.64 0.14 0.15 0.16 0.18 –0.19 0.20 0.12
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The difference between no explanation and no reason was that in the latter, participants 
did not write anything or they gave a reason that was obviously off-topic, for example, 
complained about the length of the test and wrote a joke. In contrast, the former category 
contained statements where participants were clearly trying to give a good answer but 
this answer did not contain any reason why: “That’s the best option,” “logical,” “common 
sense,” “I agree,” “my opinion,” or just a restatement of the question, e.g. “The teacher 
can evaluate their general knowledge”. The rationale behind creating this category and not 
grouping everything into “incorrect” was that we presumed that inability to give an explicit 
reason could still signal an implicit understanding of the problem. This was also indirectly 
supported by the fact that this category had on average more correct answers but generally 
lower confidence ratings than the “incorrect” answers. Note that the correctness or incor-
rectness only pertains to the reasons, not to the judgments—some correct Agree/Disagree 
judgements had an incorrect explanation and vice versa.

This step was concluded by looking at the judgments associated with ambiguous rea-
sons, which could be correct if the judgment was correct and incorrect if the judgment was 
incorrect—here, we had to consider the participants’ Agree/Disagree judgments. Finally, 
we grouped all the reasons per item and per category and made another pass through each 
category, re-categorizing items that did not fit, to correct for any errors and a potential shift 
in the categories’ boundaries during the process of scoring.

Overall, the number of explicit, well-explained reasons participants gave in support of 
their judgments was limited and we also accepted reasons that were not well articulated but 
contained an implicitly correct reason. To check for consistency in participants’ answers, 
we also look at the number of participants who gave correct reasons for both versions of 
each item (Figure S.3).

5  Discussion

In general, the performance of Slovak participants is consistent with the average results 
of other tested populations, once again confirming that the ability of the general popula-
tion to engage in scientific reasoning is fairly low. Given that 50% is the chance level 
on the test, the average performance of 63% is not particularly high. This is even more 
apparent on the context-free version of the test—here, the average score was only 56%. 
Overall, there were marked differences in the difficulty of the items in general—when 
averaged over the concrete and context-free versions, the percentage correct ranged 
from 51 to 74%. This suggests that people seem to use different strategies when solv-
ing scientific problems embedded in context than when dealing with problems where 
context cannot facilitate their reasoning. In fact, less than 2% of people got all 12 items 
correctly.

There were also relatively few items for which participants gave both a correct judgment 
and a correct reason. Figure S.4 shows that the percentage of correct judgments with cor-
rect reasons ranges from 16 to 63% (median 43%). It is evident that for some items (causa-
tion and construct validity), people were able to correctly explain their answer less than 
half of the time. The rest of correct judgments were accompanied by either wrong reasons 
or no valid reasons at all (e.g., participants restated the conclusion or appealed to “common 
sense”), or were simply guesses (“don’t know”).

There are several other general results speaking to the validity of the modified SRS scale. 
As predicted, performance on the adjusted scale showed moderate positive correlations with 
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people’s ability to reason about probabilities and to suppress an intuitive answer when a more 
reflective one is appropriate (numeracy). There were also positive correlations with knowl-
edge of scientific facts (i.e., understanding some basic facts about the natural world) that were 
included in our study as one of the three key components of scientific literacy (Miller, 1983, 
1998). The fact that this correlation is only in the moderate range (0.34) lends further support 
to the idea that knowing scientific facts does not automatically imply that one understands 
the process of acquiring scientific knowledge or is able to evaluate evidence to reach a valid 
conclusion (e.g., Kuhn, 1993). Also, as predicted, we found that the less people liked to solve 
complex problems and engage in difficult cognitive endeavors, as measured by the need for 
cognition scale (Cacioppo & Petty, 1982; Epstein et al., 1996), the worse they performed on 
the scientific reasoning test. The only negative correlation SRS showed was with anti-scientific 
attitudes—again, as expected, the less strongly people believe in the scientific approach as a 
reliable source of knowledge and progress, the lower they score on measures of scientific rea-
soning. Even though the main focus of our analysis was on scientific reasoning, it is beneficial 
to closely examine the rather overlooked component of scientific literacy, i.e. attitudes toward 
science and understanding how science works. Besides scientific reasoning, anti-scientific 
attitudes correlated negatively with science knowledge, numeracy, and PISA tasks. While our 
results are correlational and thus it is impossible to distinguish whether poorer knowledge and 
performance lead people to downplay or reject the importance of science as a way to protect 
their self-esteem, or whether distrust in science results in having less knowledge and ability to 
solve real-world problems, studies found that experience with science also improved people’s 
attitudes toward science (Malinowski & Fortner, 2010; Tasdemir et al., 2012). The role of anti-
scientific attitudes in accepting pseudoscience and other unfounded beliefs that can have real-
life consequences on political and health choices remains understudied. In fact, the importance 
of trust in science and understanding the importance of science could be one of the key com-
ponents of scientific literacy. Overall, this pattern of correlations, together with the meticulous 
process of translating and adjusting the original SRS to the Slovak population, give us confi-
dence that the scale is a valid measure of scientific reasoning.

While the above measures corroborate the test’s construct validity and contribute to 
our aim to explore the components of scientific literacy in Slovak adult population, a 
moderate positive correlation with a subset of tasks from the PISA testing allows us to 
go a step further and put forward some hypotheses about the Slovak education system. 
The results indicate that lack of scientific reasoning is related to poorer PISA scores of 
adults, which is revealing given that the test is intended for 15-year-old pupils. Clearly, 
scientific reasoning supports solving problems that are not completely “textbook,” i.e. 
predictable and standard. This suggests that improving other components of scientific lit-
eracy besides teaching science knowledge might have beneficial effects extending beyond 
childhood, and educational settings. There is no formal instruction in scientific reasoning 
or critical thinking in the Slovak middle or high school curriculum apart from a few spe-
cialized institutions and it might be this lack of consistent instruction in scientific think-
ing that underlies Slovak 15-year-olds’ generally poor PISA performance4 (Miklovičová 
& Valovič, 2019). In general, many schools concentrate on providing students with facts 

4 In 2018, 29.2% of all tested Slovak 15-year olds scored below level 2, considered a baseline age-appro-
priate level of science literacy to be reached after completing the 10-year compulsory education. At this 
level, students can build on their knowledge of basic science content and procedures, identify appropriate 
explanations, and interpret data (Miklovičová & Valovič, 2019). For comparison, this is 7.3% worse than 
the OECD average, with best-scoring countries having fewer than 10% of students below this level. In all 
the rounds of PISA testing so far (except for PISA 2003), Slovak students scored below the OECD average 
(Miklovičová & Valovič, 2019).
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rather than thinking skills, probably presuming that these come naturally. However, devel-
opmental research suggests that without specific instructions and practice, this is typically 
not the case (e.g., Zimmerman, 2000).

6  Reasoning About Concrete vs. Context‑Free Items

One of the novel aspects of this study concerns the difference in scientific reasoning from 
concrete vs. context-free examples. A possible reason for this difference is that people in 
the general population do not seem to be able to reason scientifically based on applying 
some abstract principles, but rather based on the particularities of each individual case. 
This reflects a frequent finding from the developmental literature about the inability of 
children to detect “deep structure” of problems and apply it to other domains (Lai, 2011). 
Our findings suggest that even adults find it hard to recognize the structure of individual 
problems and transfer the same solution to other domains.

That is, although we technically compared how people solve concrete and context-free 
versions of the same scientific reasoning problems, we believe that people do not deal with 
context-free versions of these problems by applying formal rules at the abstract level at 
which the problems are presented. Rather, people actively “fill in” the abstract terms with 
a specific content and then proceed to solve the task nested in this context. There are sev-
eral lines of evidence supporting this conclusion. First of all, there were significant differ-
ences between the number of correct agree/disagree judgments for the two item versions 
on nearly all items, apart from the “control group” one. Most of them were more difficult 
in their context-free versions, only “random assignment” differed in the opposite direction. 
This suggests that participants were not able to see beyond the surface structure of the 
items to detect the underlying structure, but reasoned from the actual example in front of 
them. This is indirectly corroborated by the fact that there were few people who got correct 
reasons on both abstract and concrete versions of a particular item—no item reached more 
than 50%, and 4 of the 6 items reached less than 25% correct.

A good illustration of this difference between reasoning about concrete or context-free 
examples is the two stories on construct validity. In the concrete story, a teacher covered 
three different areas of algebra and geometry, and now wants to use the pupils’ perfor-
mance on a geometry test as a general measure of their mathematical abilities. In the con-
text-free item, the teacher teaches pupils about domain X which covers subdomains A, B, 
C, and D and now wants to use D as a measure of domain’s X mastery. Even though there 
are no key differences between these two stories and their similarity is striking, participants 
make significantly more (false) assumptions about domain X than they make about math-
ematical abilities: for example, that domain D builds on A–C or that the teacher knows the 
pupils’ abilities on A–C so only needs to test D. These false assumptions then led to incor-
rect solutions of the context-free item.

Another good example is causality, which was about a very familiar topic in the concrete 
version (what is the reason that babies are born) and an unfamiliar topic in the context-free 
version (the relationship between “ability X” and “ability Y”). There was a large difference in 
the frequency of correct solutions between these two versions (86% on the concrete items and 
only 38% on the context-free item) and the qualitative results suggest that people used very 
different strategies. In the concrete example, they made a correct judgment simply by know-
ing that children are a result of sexual intercourse between a man and a woman and therefore 
it is irrelevant how many hospitals there are. Thus, to reach a correct judgment on the con-
crete version, they did not need to apply any abstract principles about the difference between 
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correlation and causation; simply basing their answer on their own world knowledge was suf-
ficient. In contrast, there was no such anchor in the context-free version of the item and the 
judgment then depended on what kind of example participants came up with for themselves. 
In fact, in the absence of a clear example to rely on, many participants simply resigned on 
explaining the flaw in the reasoning behind the conclusion but tried to justify why the conclu-
sion might be correct (e.g., the more you practice, the better you are).

However, we are not suggesting that there is a categorical difference between an item 
being context-free or concrete. Rather, participants seem often to rely on other cues than 
the methodological principle; or, in other words, they rely on heuristics rather than rules. 
In general, participants struggled to see the underlying “structure” of an item it was related 
to a topic they thought they were familiar with and possibly had strong beliefs about. Such 
a topic is weight loss, which we touched upon in concrete items 2 and 6 and context-free 
item 6. In all of these items, many participants could not hold off from reasoning from 
what they know about weight loss and not from an abstract principle, e.g. about confound-
ing variables. For example, in the concrete version of item 2 on weight loss, the validity 
threat was confounding variables (a comparison of two groups of people who ate either 
carrot or a chocolate bar and then either exercised or meditated). As became evident from 
the qualitative answers, many participants reached a correct solution—that we cannot be 
confident about the chocolate bar causing weight loss—not by reasoning about confound-
ing variables but simply by presuming that chocolate cannot lead to weight loss.

Coming back to explanations of the difference in reasoning, there is one more possibility 
which we cannot rule out, and that is that the reason why people performed more poorly on 
context-free items. As there was no useful context supplied with the items, they had to come 
up with their own examples and this contributed to higher variability of contexts (= exam-
ples) than in the concrete case. It is also likely that participants came up with examples 
which were salient for them and therefore were in line with their beliefs, which could have 
amplified the biasing effect even more. While we have no way of checking this assumption 
in the present study, this is still in line with the fact that participants were not able to reason 
principally, but got “trapped” in concrete examples. If they had recognized the structure of 
the problems (e.g., “causation vs. correlation” or “control group”), they should still be able 
to recognize methodological flaws regardless of the concrete example illustrating it.

Although our results convincingly demonstrate that there is a difference in reasoning 
between concrete and context-free problems, we are aware of the limitations of our study. 
Despite trying to keep the level of detail as matched as possible for the concrete and con-
text-free versions of each item, these are not completely identical. To overcome this limi-
tation, the next steps in order to investigate the difference between abstract and concrete 
examples would be to create a counter-balanced set of items where the background story 
and the number of concrete details are carefully controlled in a between-subject design.

7  Conclusion

In this paper, we examined the scientific literacy of adults in Slovakia with a modified sci-
entific reasoning scale by Drummond and Fischhoff (2017) for the Slovak population and 
validated it using several other related scales. In doing so, we have indirectly shown that 
the “missing ingredient” behind our country’s 15-year-old pupils’ poor performance on a 
worldwide PISA test could be their lack of scientific reasoning skills—and not lack of fac-
tual knowledge—as SRS scores were correlated to our participants’ success.
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Furthermore, we verified the assumption that people reason from the bottom up, i.e. by 
predominantly relying on heuristics based on what they already know or believe about the 
topic. Our results showed that scientific reasoning depends on the context in which people 
reason. Through varying the extent to which people could rely on situational cues in their 
reasoning, we have shown that one of the main drivers of poor performance on problems 
that require scientific reasoning could be their reliance on concrete examples at hand. While 
this might still lead to a correct solution, it is more prone to error because the reasoning 
might be biased by a particularly strong cue in the situation at hand or by the participants’ 
prior beliefs (such as in Greenhoot et al., 2004). It seems that without proper training in sci-
entific reasoning, people simply use their general reasoning abilities and get “stuck” on the 
particularities of each case, using heuristics that can lead them astray. Knowing scientific 
reasoning principles could give them a structure to be applied to problems that seem differ-
ent but are in fact structurally the same, and escape from this trap of their own knowledge, 
beliefs, and assumptions about each particular case. There is no way to test this hypothesis 
causally on our data as we do not have a group formally trained in scientific reasoning for 
comparison, but our study brings about indirect evidence pertaining to it.

The education system in Slovakia does not put emphasis on teaching students about how 
to reason scientifically, how to critically evaluate evidence, or how to check whether all 
variables are properly controlled. Rather, it places a lot of value on learning facts, i.e. the 
conclusion of scientific studies, and not on understanding how a certain factual conclu-
sion has been reached and that it has certain limits. In the developmental literature, one of 
the persistent findings is that children cannot very efficiently abstract the principles behind 
scientific thinking without getting sufficient training in identifying them explicitly (e.g., 
Kuhn, 1993). This has also been confirmed for college-level education in the domain of 
critical thinking (of which scientific reasoning is a subset) (e.g., McLaughlin & McGill, 
2017). It seems that the same holds for the adult population in our sample. The different 
levels of performance on the concrete and context-free items suggest that when teaching 
the principles of science, it would be beneficial to explain methodological principles on a 
variety of examples and domains. This could help students to escape the “trap” of reason-
ing from the particularities of each individual case.

What are the implications of our findings for research on scientific reasoning? First of 
all, we have gained an important insight into how people who are “naive” to the scientific 
method solve problems that require scientific reasoning. Thanks to prompting participants 
for a reason behind their answer, we have learnt that a “correct” answer does not auto-
matically imply understanding, since it is often possible to base one’s answer on a real-life 
example of an intuitive judgment that leads to checking the correct answer without actually 
understanding the scientific principle. We believe that future measurement tools should 
either include open-ended answers or ask participants to justify their answer choices. It 
is also important to make sure the wording of the problems does not lead the participant 
toward a solution, for example always making the correct option also the intuitively logical 
one, such as in the example with national park surface and number of endangered species. 
If the story sounds intuitively incorrect, people seem to be more willing to dig deeper into 
the structure of the problem, perhaps being more prone to find counterexamples to their 
intuitions and discover the actual methodological principle. Based on these observations, 
the wording of the items can make a significant difference to the overall scores and should 
be carefully piloted for each new population (e.g., children) or language version. Likewise, 
we recommend to include more than one item for each scientific construct, to increase the 
generalizability of the results.
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The results of our study speak to a growing set of voices in psychology (e.g., Kuhn, 
2000) and pedagogy (Moore, 2018) who recognize that teaching scientific thinking is a 
skill invaluable in a world flooded with information, and that at the application end, we are 
still failing to do that efficiently.
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