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a transitory state. Firms enter into overcapacity after 
a period of the rapid growth of sales and profits, 
and the years surrounding overcapacity have higher 
employment growth rates. Firms operating at over-
capacity make incremental investments (e.g. capac-
ity expansion, process improvements and modern 
machinery) rather than investing in R&D and new 
product development. We find support for the “fork 
in the road” hypothesis: for some firms, overcapacity 
is associated with launching into massive investments 
and subsequent sales growth, while for other firms, 
overcapacity is negatively related to both investments 
and sales growth.

Abstract  High-growth enterprises (HGEs) have 
a large economic impact but are notoriously hard to 
predict. Previous research has linked high-growth 
episodes to the configuration of lumpy indivisible 
resources inside firms, such that high capacity utili-
sation levels might stimulate future growth. We theo-
rize that firms reaching critically high capacity utili-
sation levels reach a “trigger point” involving either 
broad-based investment in further growth or shrink-
ing back to previous levels. We analyze EIBIS survey 
data (matched to ORBIS) which features a question 
on time-varying capacity utilisation. Overcapacity is 
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Plain English Summary  Operating above maxi-
mum capacity is like a “fork in the road”: while some 
firms shrink back to stay within existing capacity con-
straints, others respond by launching into broad-based 
growth. We develop a theory of firm growth, accord-
ing to which some firms are better positioned for sub-
sequent growth, depending upon their state of capac-
ity utilisation. Firms with plenty of slack capacity can 
easily grow within the bounds of existing capacity 
constraints. Firms that are already operating above 
maximum capacity cannot grow by drawing on slack 
resources, but instead, their growth requires a broad-
based investment in many interconnected areas. Our 
statistical analysis shows that operating above maxi-
mum capacity is relatively rare and unlikely to persist 
and seems due to rising demand. Some firms respond 
to being above maximum capacity by slowing down 
and adapting to existing capacity constraints, while 
others treat overcapacity as a “trigger point” that 
launches them into subsequent growth. Our results 
are of interest to those seeking to understand and pre-
dict firm growth: investors, entrepreneurs, academics 
and policymakers.

Keywords  High-growth enterprises (HGEs) · Firm 
growth · Investment · Capacity utilisation · Trigger 
points

JEL classifications  L25 · L26

1  Introduction

High-growth enterprises (HGEs) have received sub-
stantial interest from policymakers, academics and 
investors since the seminal contribution of Birch 
(1979). A stable finding across countries and time 
periods is that about 4% of firms create about 50% of 
the jobs (Storey, 1994). Interest in HGEs has grown 
with awareness of their disproportionately large con-
tribution to economic growth and job creation (Del-
mar et  al., 2003; Henrekson & Johansson, 2010; 
Coad et al., 2014; McKenzie, 2017; Grover Goswami 
et  al., 2019; Flachenecker et  al., 2020). However, a 
problem for “gazelle hunters” is that it is notoriously 
difficult to predict which firms will become HGEs 
(Fischer & Karlan, 2015). Part of the problem is that 
HGE status is often a temporary episode rather than 

a time-invariant firm characteristic (Daunfeldt & Hal-
varsson, 2015; Grover Goswami et al., 2019); hence, 
firms may drift in and out of the subsample of “poten-
tial” HGEs.

The episodic nature of high-growth events draws 
on the stylized fact that firm growth is not a smooth 
process but takes place in lumps, bumps and jumps 
(Arata, 2019). Firm growth rates follow a heavy-
tailed distribution (rather than a normal distribution), 
such that while most firms do not grow much in any 
year, a handful of firms will have very fast growth or 
decline in each year (Bottazzi & Secchi, 2006).

The challenge for policymakers, interested in sup-
porting HGEs on the grounds of their impressive job 
creation potential, is to target their policy interven-
tions to nudge firms into HGE episodes. The fun-
damental question for policymakers, therefore, is 
whether rapid growth can be triggered. If the “trigger 
points” of rapid growth can be better understood, then 
policy interventions that are targeted at these trigger 
points could be a cost-effective way to “nudge” hesi-
tant firms that are at a critical decision point in their 
growth path to launch into rapid growth.1

This study takes a step back and theorizes about 
the reasons why firms might suddenly launch into a 
period of high growth. Building on Penrose (1959) 
and her vision of firms as constantly shifting con-
figurations of lumpy resources, we suggest that firms 
at a critical state of maximum use of resources will 
be uniquely positioned at the window of opportunity 
to launch into high growth. Previous literature has 
discussed “trigger points” for firm growth (Brown 
& Mawson, 2013), as well as investigating links 
between capacity utilisation and firm growth on a the-
oretical (Coad & Planck, 2012) and empirical (Pozzi 
& Schivardi, 2016) level, but we fill a gap in the lit-
erature regarding how high capacity utilisation might 
serve as a critical decision point for firms’ growth 
trajectories.

This study makes several novel contributions. First, 
amid a paucity of empirical evidence on firm-level 
capacity utilisation levels and their relationship to firm 

1  Such policy interventions could perhaps include access to 
finance (for financing the expansion) or providing technical 
support to remove uncertainty surrounding the expansion path. 
An alternative to direct policy interventions, however, could be 
attempts to set up an environment whereby private actors (e.g. 
private equity funds) undertake these actions.
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growth, we explore a rich large-scale questionnaire 
dataset that includes information on capacity utilisa-
tion levels. More specifically, we match the EIBIS sur-
vey (European Investment Bank Survey of Investment 
and Investment Finance) to the ORBIS database main-
tained by Bureau van Dijk. This dataset provides rich 
evidence that enables comparisons across many EU 
member states. Of central interest is the question ask-
ing a firm if it is “[o]perating at its maximum capac-
ity attainable under normal conditions?”, with four 
responses: above maximum capacity; at maximum 
capacity; somewhat below full capacity; substantially 
below full capacity. Second, we develop a theory of 
firm growth and capacity utilisation and formulate 
our novel “fork in the road” hypothesis whereby firms 
operating above maximum capacity will either invest 
massively in subsequent growth or shrink back to pre-
vious production levels. Third, we investigate the ante-
cedents, characteristics and consequences of operating 
above maximum capacity levels, focusing in particular 
on showing that entry into a state of overcapacity is 
preceded by the rapid growth of sales and profits, and 
firms in overcapacity have higher employment growth 
before, during and after being at overcapacity. This 
is consistent with firms being pushed into a critically 
high level of capacity utilisation by rising demand. 
Firms in a state of overcapacity tend to make incre-
mental investments in capacity expansion for existing 
products, and modern machinery, rather than investing 
in R&D and new product development. We find some 
evidence that firms entering into overcapacity reach a 
decision point (or fork in the road), with some firms 
taking overcapacity as an opportunity to launch into 
subsequent sales growth, while for other firms overca-
pacity is linked to a decline in sales.

The paper is organized as follows. Section  2 dis-
cusses the previous literature and presents our 
research questions. Section 3 presents our data. Sec-
tion 4 contains our analysis. Section 5 discusses our 
results, and Section 6 concludes.

2 � Background

2.1 � Firm growth as a lumpy bumpy process

Growth is not a smooth process but occurs in lumps, 
bumps and jumps. Nearly 100  years ago, Ashton 

(1926) considered the growth patterns of British tex-
tile firms and observes that “In their growth they obey 
no one law. A few apparently undergo a steady expan-
sion... With others, increase in size takes place by a 
sudden leap” (Ashton, 1926, pp. 572–3).

Relatedly, Doms and Dunne (1998) observe that 
firm investment takes place in concentrated bursts, 
such that in most years, firms do not invest in their 
capital stock—but when they do, the investment is 
huge: “51.9% of plants in a year increase their capi-
tal stock by less than 2.5%, while 11% of plants in a 
year increase their capital stock by more than 20%” 
(p415). Furthermore, “on average, half of a plant’s 
total investment over the 1973–1988 period was per-
formed in just three years” (p417).

Recently, researchers have investigated the Laplace 
distribution of firm growth rates, which is a robust 
fact of firm growth (Arata, 2019; Bottazzi & Secchi, 
2006; Stanley et  al., 1996). The Laplace distribu-
tion is heavy tailed compared to the Gaussian, which 
means that while most firms hardly grow from 1 year 
to the next, it is not unusual for a handful of firms, 
in each year, to experience relatively fast growth. 
The Laplace distribution of firm growth rates can be 
explained in terms of firms being composed of lumpy 
and interdependent resources, bundled together 
in multiples that do not match up, hence leading to 
excess capacity in various dimensions, yet striving 
towards a full utilisation of their resources, such that 
(depending upon the arrangement of resources within 
the firm and the degree of slack) there may be critical 
junctures at which the firm can only grow by taking a 
large leap forward (Coad & Planck, 2012; see Fig. 1 
below).

2.2 � Firms as bundles of discrete resources

In her influential book on firm growth, Penrose 
(1959) put forward a theory of firms being com-
posed of “resources” that are indivisible in nature 
and such that the configuration of these lumpy 
resources provides the impetus and the direction of 
further growth.

We may consider that present-day firms are com-
plex bundles of resources including employees, 
machines, software, raw materials, land and build-
ings, IPR assets, capabilities, product ranges, distri-
bution networks, etc. (Penrose, 1959). Firms combine 
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these resources to assemble their productive capac-
ity. These resources are affected by indivisibilities 
brought on by integer restrictions (Penrose, 1959), i.e. 
one cannot build half a building, buy half a machine 
or develop half a product. Penrose (1959, chapter 5) 
discussed the “balance of processes” to explain that 
the proper use of a collection of indivisible produc-
tive resources requires that the most efficient level of 
production corresponds to the least common multiple 
of these factors.2

According to Penrose, there are varying degrees 
of organisational slack, depending upon how the 
various resources are arranged in the firm. Firms are 
heterogeneous in their ability to respond to economic 
stimuli with the growth of production capacity (Pozzi 
& Schivardi, 2016). In some cases, production capac-
ity can be expanded relatively easily, by adding one 
input (e.g. one production employee), and this new 
input can draw on existing slack (i.e. spare capacity) 
throughout the organisation. In other cases, adding 
input to an organisation that is already at a critical 
state of full utilisation of resources (i.e. with no organ-
isational slack) will require broad-based investment in 
complementary resources. Some previous work has 
focused upon how growing firms can “change gears” 
to facilitate further growth by rearranging employ-
ees and tasks into a new organisational structure that 

involves the addition of hierarchical layers (Caliendo 
et al., 2015; Cruz et al., 2018). An important point is 
that there will be non-constant marginal costs of pro-
ducing an extra unit, because the costs of expanding 
production will depend upon the degree of capacity 
utilisation (Butters, 2020).

In the case of a simple model of a single-product 
firm, Fig.  1 shows that adding a unit of production 
capacity has non-constant marginal costs that depend 
upon the degree of capacity utilisation in the organi-
sation. In some cases, adding one production unit 
has cascading knock-on effects that trigger further 
growth.

The configuration of resources in a firm is con-
tinuously shifting. Firms are in a constant state of 
flux: employees come and go, the productivity of 
employees generally increases over time through 
learning effects and process innovations and hetero-
geneous productivity growth across tasks means that 
the sorting of tasks to employees is constantly being 
rearranged (for example if some tasks are automated 
using new software). As time goes by, the productiv-
ity of resources may change (e.g. due to learning or 
depreciation). The degree of organisational slack in 
the firm (as a complex system) is constantly evolv-
ing. In some cases, the configuration of resources in 
a firm, and opportunities brought on by the idiosyn-
cratic balance of productive assets and capabilities at 
a particular point in time, can provide an impetus for 
further growth.

Fig. 1   Firms as bundles of discrete resources. In this model, 
each supervisor has a span of control of 3. Depending upon the 
“criticality” of the system, adding a production worker may 
lead to an increase in the number of supervisors further up the 
hierarchy. If there is some slack in the system, a production 

worker can be added, and new supervisors need not be added 
(see left). If, however, the attention of supervisors is already at 
full utilisation, the addition of a production worker will require 
the addition of a supervisor (see right). Source: based on Coad 
and Planck (2012)

2  This resembles the Leontief production function (Butters, 
2020).
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Adding a basic input to the firm can sometimes 
trigger an “avalanche” of further investments in pro-
ductive capacity and firm growth. An analogy could 
be the “sandpile” model (Bak et al., 1993): randomly 
adding grains of sand to a sandpile will cause the 
sandpile to self-organize to approach a critical slope, 
and (depending upon the configuration of grains of 
sand in the pile) the addition of one more grain of 
sand could trigger avalanches of various sizes. In the 
context of business firms, an implication is that the 
marginal costs of growth are non-constant. At some 
times, it is easier for a firm to expand production by, 
e.g. 5% than at other times. These non-constant costs 
of growth are intimately related to a firm’s state of 
capacity utilisation and degree of organisational slack 
and can be thought of as “trigger points” (Brown & 
Mawson, 2013) for high-growth episodes.

2.3 � High‑growth firms and “trigger points”

The concept of “trigger point” (Brown & Mawson, 
2013) recognizes that high growth is episodic rather 
than a time-invariant trait of firms, and also, it is a 
concept of policy interest because policymakers are 
interested in targeting their interventions at these trig-
ger points. Examples of trigger points from Brown 
and Mawson (2013) include discrete events such as 
new capital investments, new bank funding, changes 
in ownership (e.g. management buyouts or buy-
ins; MBOs or MBIs) or boosts to sales coming from 
obtaining a new contract or customer. We could also 
add some further examples of trigger points: hiring a 
first employee (a daunting step which corresponds to 
doubling a firm’s size; Coad et  al., 2017; Fairlie & 
Miranda, 2017),3 first steps into internationalisation, 

introducing a second product, building a second pro-
duction plant, installing next-generation capital equip-
ment, restructuring a firm’s hierarchical layers to be 
better positioned for subsequent expansion (Caliendo 
et  al., 2015; Cruz et  al., 2018) or perhaps overcom-
ing a regulatory threshold for firm size (Schivardi & 
Torrini, 2008; Garicano et  al., 2016; Bornhäll et  al., 
2017). The challenge is to find a juncture where inter-
vention can have an impact via knock-on effects such 
as subsequent adjustments, investments and hires.

We argue that policy interventions targeted at these 
trigger points could be a cost-effective way to lever-
age a step change or a discontinuity in a firm’s growth 
paths. However, for such a policy intervention to be 
effective, it is necessary to accurately identify trigger 
points and also to understand exactly are the needs of 
firms upon reaching these trigger points (e.g. access 
to finance, technical support or temporary relief from 
the burdens that accompany larger size).

Trigger points are times of discontinuity when the 
firm is of a certain size and critical configuration of 
resources and capacity utilisation. Trigger points are 
ephemeral, and therefore, the policymaker only has a 
short window of opportunity. If successful, however, 
the policymaker could seize a cost-effective opening 
to leverage a large impact. However, timing is crucial. 
Policy interventions targeted at trigger points should, 
on the one hand, move fast enough to arrive in time 
of need and, on the other hand, should also be with-
drawn shortly after the trigger point circumstances 
have passed.

Considering the importance of timing, policymak-
ers must quickly assemble the information required 
to decide upon the eligibility of candidate firms. 
This presumably places the onus of data collection 
upon firms to self-select into the pool of candidates 
for support, instead of placing the onus of data col-
lection upon policymakers.4 As a consequence, firms 
should be aware of available support schemes so that 
they know when to apply for support. Given the short 
timescale for intervention, firms applying for such 

3  The hiring of a first employee can be seen as a daunting, once-
in-a-lifetime gamble, that effectively corresponds to a doubling 
of the firm’s size. Indeed, rapid growth is risky and has been 
shown to increase the chances of failure (Coad et al., 2020; Zhou 
and van der Zwan, 2019). Rapid growth is also linked to higher 
costs such as higher interest rates (Rostamkalaei and Freel, 
2016). Risk-averse or untrusting entrepreneurs may also under-
estimate the gains from having an extra employee. Policy might 
have a role in stimulating firms to hire their first employee. For 
example, a temporary (e.g. 2 years) employment tax freeze for 
firms that hire their first employee could give them the time to 
appreciate how useful the extra employee is, to the point that 
they do not downsize once the policy is finished. This could 
bring about further growth, because research shows that growth 
is an “acquired taste” in that past growth contributes to the 
desire for future growth (Wiklund and Shepherd, 2003).

4  See however Brown and Mawson (2013, p. 289), who write: 
“undoubtedly the key to identifying trigger points is to moni-
tor firms closely”. However, policymakers at the national and 
international level (e.g. the European Commission) often do 
not have the attention nor resources to constantly monitor firms 
in the search for their trigger points; therefore, it does not seem 
feasible for these national and supra-national policymakers to 
offer bespoke policies conditional on the idiosyncratic circum-
stances of individual firms.
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support should not have to prepare large amounts 
of supporting documentation. There is no time for a 
case-by-case detailed evaluation of a dossier. There-
fore, a policy must be simple and based on a small 
number of clearly verifiable indicators (e.g. employee 
records, tax returns) to avoid cases of fraud.

2.4 � Capacity constraints as a trigger point

This paper investigates whether firms operating in 
a critical state of overcapacity are prone to launch 
into a high-growth episode. A constraint on new 
firm growth is that their market entry is rarely met 
by avid consumers, but instead, they must overcome 
informational barriers and slowly develop a reputa-
tion in order to accumulate a customer base (Foster 
et al., 2016). At a certain point, growing demand may 
pressure firms to increase their level of capacity uti-
lisation, which (taking into account indivisibilities in 
machinery and installed capital) may result in adding 
worker shifts at overtime pay rates (Nikiforos, 2013). 
When firms fluctuate around maximum capacity uti-
lisation levels, they potentially reach a decision point 
or a fork in the road. Firms do not always react to 
economic stimuli or “shocks” to launch into further 
expansion, but when they do, they are more respon-
sive to demand shocks5 than to productivity shocks 
(Pozzi & Schivardi, 2016). Therefore, rising demand 
may push firms into a new regime of prolonged 
expansion. Figure  2 provides an illustration of this 
“fork in the road” hypothesis.

The following illustrative example may help: A 
factory floor only has space for a maximum of six 
machines, each machine requires only 3 operators per 
24  h (e.g. 8-h shifts each), and the maximum span 
of control for bosses is to have one supervisor for up 
to 9 machine operators. If a firm that is making full 
use of its existing capacity (i.e. with six machines, 
18 machine operators and 2 bosses) suddenly gets a 
new production opportunity, it can either increase its 
production (which would require broad-based new 
investments in new machine operators, hence new 
bosses and new machines, hence new factory space) 
or it can forego the opportunity to expand production 

(Coad & Planck, 2012). We suggest that such a firm 
would be at a fork in the road either it must invest 
massively in growth or it will stagnate and drift back 
from the state of full capacity utilisation.6

Box 1 illustrates how marginal costs of growth are 
not constant but depend upon the degree of capacity 
utilisation. In normal times, production can increase 
with minimal investments in raw materials and pro-
duction employees. But, at critical junctures, growth 
can only proceed by jumps in production quantities 
and spikes in average costs and marginal costs, as 
firms must engage in broad-based investment to scale 
up their corporate infrastructure.

2.4.1 � The Fork in the Road hypothesis

This paper investigates what happens when firms 
reach a critically high level of capacity utilisation. 
While some research into the behaviour of growing 
firms corresponds to the concept of trigger points 
(discussed above), nevertheless, there is a gap in 
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Fig. 2   The fork in the road hypothesis. Firms that reach a state 
of excessively high capacity utilisation will face a decision 
point either to continue their upward growth trajectory (which 
will need require large-scale investment) or shrink back to stay 
within existing capacity levels

6  Stagnation here need not correspond to remaining at 100% 
capacity, but falling back below 100% capacity, because many 
random shocks (e.g. customers leave, employees leave or fall 
ill, machines cannot always be used because they need to be 
repaired) would make it unlikely that the firm can permanently 
stay close to the 100% boundary.

5  Pozzi and Schivardi (2016) estimate idiosyncratic demand 
shocks as residuals of the demand function.
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our knowledge regarding empirical evidence on how 
capacity utilisation affects firm growth (partly due to 
a lack of high-quality data). We contribute novel the-
ory and evidence with survey data from a large num-
ber of European countries.

Investigating this area seems worthwhile from a 
micro-economic perspective, because many growing 
firms are likely to find themselves running at over-
capacity, and better understanding how to overcome 

these capacity-related challenges will enable firms 
to continue growing. The topic also seems interest-
ing from a macro-economic perspective: If more 
firms are able to overcome episodes of high capac-
ity utilisation, this could potentially result in more 
employment, more value added, more innovations, 
aggregate productivity growth through reallocation 
towards higher-productivity growing firms, etc. From 
a policy perspective, if timely support is available to 

Non
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firms being dragged over the jagged rocks of an une-
ven terrain of production possibilities, then HGEs can 
survive and thrive in order to realize potential macro-
economic benefits.

We therefore state our hypothesis hence:

Fork in the road hypothesis: When firms reach a 
critically high state of capacity utilisation, some 
firms will respond by investing massively and 
launching into subsequent growth, while other 
firms will shrink back operations to a more 
comfortable level given the current capacity 
constraints. Given this heterogeneity, there is a 
particularly large variation in the growth rates 
taken by firms that reach a critically high state 
of capacity utilisation.

2.5 � Capacity constraints and financial performance

Previous literature on capacity utilisation rates sug-
gested that firms far below maximum capacity have 
low performance in terms of productivity and profits 
(e.g. Shen & Chen, 2017). However, when firms start 
operating above maximum capacity, there are ris-
ing costs such as “time compression diseconomies”, 
costs for hiring additional machinery at suboptimal 
conditions and overtime pay. Operating above what 
is normally considered to be maximum capacity can 
also distort the use of inputs away from the optimal 
mix, to decrease reliance on inputs whose scale is 
fixed (e.g. heavy machinery), and to increase reliance 
on inputs that are more flexible in the short run (e.g. 
low-wage employment, intermediate inputs), which 
may increase the unit production costs as firms move 
above maximum capacity utilisation (ECB, 2007).7

Figure  3 illustrates these effects. Operating costs 
do not start from zero, because there are fixed costs 
(e.g. costs of keeping machines unused) that arise 
even when zero units are produced. Operating costs 
rise slowly until the point of maximum capacity, 
where they start rising exponentially. While profits 
(i.e. revenue minus costs) are higher for firms at max-
imum capacity compared to firms below maximum 
capacity, nevertheless, it is not entirely clear whether 
firms operating at a scale slightly above maximum 

capacity can obtain higher profits than those at maxi-
mum capacity. It is possible that the rising costs due 
to operating at overcapacity are insufficient (at least 
initially) to offset the rising revenues from selling 
additional units. Comparing the profits of these two 
categories (above maximum capacity vs at maximum 
capacity) is therefore an empirical question.

2.6 � Measuring capacity utilisation: insights from 
previous literature

A key concept in our analysis is the degree of capac-
ity utilisation at the firm. While it may be optimal to 
use less than the totality of installed capacity (Pozzi 
& Schivardi, 2016), especially if demand is volatile 
(Butters, 2020), nevertheless, a degree of capacity 
utilisation that is too low is inefficient in the sense 
that installed capacity is unused and may lead to extra 
maintenance costs, and these productive resources 
could be better used elsewhere in the economy. Low 
capacity utilisation generally corresponds to low pro-
ductivity, because capacity is being used inefficiently 
(Butters, 2020). Capacity utilisation varies over the 
business cycle, with low capacity utilisation common 
in recessions (Baldwin et al., 2013; Basu, 1996). Low 
capacity utilisation may be advantageous, though, in 
the context of monopoly or oligopoly, because it can 
function as an entry deterrent since the excess capac-
ity would mean that entrants would have difficulties 
being profitable (Nikiforos, 2013).

Overcapacity and capacity utilisation mean differ-
ent things in different studies. The term “overcapac-
ity” often refers to an excess of productive capacity 
(usually at an industry level) needed to satisfy the 
corresponding industry-level demand (Henderson & 
Cool, 2003), often in a context where “bandwagon” 
effects of imitating rivals (Henderson & Cool, 2003) 
or government subsidies (Liu et  al., 2019; Zhang 
et  al., 2016) can distort the signals regarding how 
much capacity is needed in the industry. In this vein, 
for example Shen and Chen (2017) investigate “over-
capacity” in the sense that China’s manufacturing 
industries (e.g. steel, coal, cement, glass) have excess 
production capacity, at an industry level, to satisfy 
the needs of consumers. In their case, the authors rec-
ommend that the appropriate response would be the 
elimination of surplus capacity via the exit of unvi-
able “zombie” firms. Basu (1996) takes the growth of 
materials as a proxy for capacity utilisation and finds 

7  There is some evidence that higher capacity utilisation, due 
to rising demand, translates into firms increasing their prices 
and also their profit margins (ECB, 2007). We do not have data 
on firms’ prices so we cannot investigate this.
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that variations in capacity utilisation help explain the 
procyclical nature of productivity over the business 
cycle.

This paper focuses on capacity utilisation at 
the firm level. Capacity utilisation has tradition-
ally focused on physical capital (Berndt & Morri-
son, 1981), although capacity utilisation considera-
tions can also be applied to other domains such as 
human resources and managerial attention (Ocasio, 
1997). Firm-level capacity utilisation is easier to 
measure in some industries than others, depending 
on industry characteristics. In the airline industry, 
for example capacity utilisation is measured using 
the “load factor”, i.e. the share of occupied seats 
relative to total seat miles flown (e.g. Baltagi et al., 
1998; Butters, 2020; Dana & Orlov, 2014).8 Bal-
tagi et  al. (1998) observe that deregulation helped 
US airlines to improve their degree of capacity uti-
lisation, moving from an average load factor of 

0.50 to 0.61 when comparing the post-deregulation 
period 1990–1994 with the period 20  years earlier. 
Dana and Orlov (2014) found that the US airline 
load factors increased from 62% in 1993 to 80% in 
2007, with this increase being partly explained by 
increased online reservations from growing internet 
penetration.

Some studies have developed ways of measuring 
capacity utilisation that can be applied to a broader 
range of sectors. For example, Pozzi and Schivardi 
(2016) develop an indicator of capacity utilisation in 
the context of a structural economic model. Baldwin 
et al. (2013) take the ratio of capital income to value 
added as a proxy for capacity utilisation, based on the 
reasoning that variation in the ex post return to capital 
reflects variation in capacity utilisation.

Survey data on capacity utilisation is rare. Pozzi 
and Schivardi (2016), however, analyze such data 
in their structural estimation of firm growth dynam-
ics. They focus on Italian firms in the textile and 
leather, metals and machinery sectors, because the 
market structure in these sectors is expected to be 
relatively close to monopolistic competition. The 

Fig. 3   Conceptual diagram of how profits are expected to vary with capacity utilisation per period. Red solid line: operating costs. 
Blue dashed line: revenue from sales

8  However, more technical indicators of capacity utilisation 
have been put forward for airlines, and they do not always 
closely correspond to the load factor (Baltagi et al., 1998).
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focus of their paper is showing that demand shocks 
can more freely translate into firm growth than TFP 
(total factor productivity) shocks, because frictions 
(such as management capabilities and workforce 
human capital) hinder firms’ abilities to draw upon 
TFP growth as a trigger for subsequent firm growth. 
Their survey data refers to “the maximum output 
that can be obtained using the plants at full capac-
ity, without changing the organisation of the work 
shifts”. They find (p614) that “the average degree of 
capacity utilisation is 81%, with a standard deviation 
of 13%; the 5th and the 95th percentile are 60% and 
98%, respectively”.

Interestingly, Pozzi and Schivardi (2016) observe 
the considerable variation of capacity utilisation 
within firms over time (p614): “the utilized capital 
variable displays plenty of within-firm variation: a 
variance decomposition reveals that within varia-
tion represents between 83% (for the textile sector) 
and 92% (for the metals sector) of the between vari-
ation”. This latter finding is compelling in the con-
text of HGE prediction, because, while most predic-
tor variables used in HGE prediction are relatively 
time invariant and stable (e.g. founder’s education, 
founder’s previous business experience, geographic 
region, sector, legal form), high-growth status itself 
is episodic and short lived. As a result, various 
scholars have highlighted the need for time-varying 
explanatory variables when predicting firm growth 
(Coad & Srhoj, 2020; Geroski & Gugler, 2004; Sto-
rey, 2011).

Similar in meaning to the concept of capacity utili-
sation is the concept of “slack” resources. Cohen et al., 
(1972, p. 12) write: “Slack is the difference between 
the resources of the organization and the combination 
of demands made on it”. George (2005, p664) pens a 
similar definition: “I introduce transient slack, defining 
it as excess resources available after resource demands 
for operations have been met”. Slack resources may 
conceptually correspond to machinery or employees 
that are not being used to their full potential. Nohria 
and Gulati (1996) develop a composite measure of 
slack (based on working time and department’s oper-
ating budget) and find a U-shaped relationship with 
innovation: some slack is good, but too much reduces 
innovation outcomes. Most of the previous litera-
ture, however, has operationalized slack resources in 
terms of financial slack (defined in terms of financial 
resources and financial demands on these resources). 

This is probably because non-financial resources are 
hard to measure and quantify. A potential drawback, 
though, of measuring slack in such financial terms is 
that highly productive firms (with considerable free 
cash flow) selling their products at high prices could 
be considered to have slack even if they are operating 
their production inputs at a lean and highly efficient 
level of capacity utilisation. One could therefore prefer 
concepts such as “productive slack” or “operational 
slack” instead of “financial slack” as it is often meas-
ured in the literature. However, in this paper, we prefer 
the terms “capacity utilisation” and “overcapacity”.

A major problem for empirical work into capacity 
utilisation is that most datasets do not usually con-
tain information on the level of capacity utilisation or 
the configuration of discrete resources within firms, 
despite their central importance in Penrose’s theory 
of firm growth. For example, many administrative 
datasets collected by national statistical offices focus 
more on variables related to taxes and social security 
obligations and easily observed administrative vari-
ables (address, sector of activity, legal form). Instead, 
we investigate a rich data source that asks firms about 
their degree of capacity utilisation, to test our conjec-
tures about capacity utilisation and high growth.

3 � Data

3.1 � Data description

Our analysis is based on the EIBIS dataset merged 
with the Bureau van Dijk ORBIS database. EIBIS 
is an EU-wide survey that gathers qualitative and 
quantitative information on investment activities by 
non-financial corporates, both SMEs (5–250 employ-
ees) and larger corporates (250 + employees), their 
financing requirements and the difficulties they face. 
Using stratified sampling, EIBIS aims to be repre-
sentative across all 27 Member States of the EU, the 
UK and the USA, within countries, four firm size 
classes (micro, small, medium and large) and four 
sector groupings (manufacturing, services, construc-
tion and infrastructure). The survey is carried out 
through telephone (CATI) interviews in the local lan-
guage. All interviewed firms are drawn from the BvD 
ORBIS database, which allows the survey answers to 
be linked to firms’ financials and other administra-
tive information, although firm information remains 
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anonymous. Detailed methodology on the survey is 
available from IPSOS.9 EIBIS has been shown to be a 
reliable data source with no systematic sampling bias 
(Brutscher et al., 2020).

We use four waves of the EIBIS survey 
(2016–2019) with information on over 34,500 firms 
with 50,651 observations. The panel structure of the 
survey is presented in Table  OSM-1.1. Out of the 
34,521 firms, 69% are surveyed once, 19% surveyed 
twice, 8% three times and 4% of the firms are surveyed 
in all four waves. All in all, 10,600 firms are surveyed 
multiple times. Additionally, we merge the EIBIS 
survey with financial variables derived from ORBIS 
(2014–2018). We use 2 years prior to the survey year 
to construct the change in variables. The length of the 
panel information is considerably increased based on 
the variables derived from ORBIS. Panel information 
of the financial variables is available for longer peri-
ods even for firms surveyed once such as 90% of firms 
have ORBIS-derived financial variables for at least 
two times and 73% of them (more than 17,000 firms) 
are observed in ORBIS five times or more. Still, few 
firms (1749) do not have financial variables derived 
from ORBIS for our sample of 2013–2018. The joint 

structure is described in Table OSM-1.2 for the period 
2013–2018. The full coverage of ORBIS-derived 
variables is until 2017 due to a lag in data provision 
to ORBIS and this explains the drop from 28,596 in 
2017 to 10,525 firms in 2018. Overall, 99,650 obser-
vations are available for firms for 2013–2018, includ-
ing 2 years when they are not participating in the sur-
vey (see Table OSM-1.3 for a summary of the merged 
EIBIS-ORBIS dataset).

3.2 � Variables definition and descriptive analysis

The main dependent variables of this paper are capac-
ity utilisation and firm growth. Capacity utilisation 
corresponds to whether the firm operated in the lat-
est financial year “at its maximum capacity attainable 
under normal conditions”, with four responses: above 
maximum capacity; at maximum capacity; somewhat 
below full capacity and far below full capacity, as 
shown in Table 1.10 In what follows, for conciseness, 

Table 1   Capacity utilisation

Columns contain frequencies (# of firms) and percentage shares for each year.

2016 2017 2018 2019 Total

Above maximum capacity 579 4.72% 590 4.85% 809 6.64% 828 6.22% 2,806
At maximum capacity 5766 47.04% 5769 47.45% 5644 46.30% 6897 51.85% 24,076
Somewhat below full capacity 4563 37.23% 4504 37.05% 4666 38.28% 4643 34.90% 18,376
Substantially below full capacity 1349 11.01% 1295 10.65% 1070 8.78% 935 7.03% 4649
Total 12,257 100.00% 12,158 100.00% 12,189 100.00% 13,303 100.00% 49,907

Table 2   Frequency of 
overcapacity status

Years in overcapacity

0 1 2 3 4 Total

Number of times 
surveyed

1 22,571 1345 23,916
2 5782 608 54 6444
3 2409 329 49 10 2797
4 1135 182 36 10 1 1364
Total 31,897 2464 139 20 1 34,521
Panel firms only 9326 1119 139 20 1 10,605

9  https://​www.​eib.​org/​attac​hments/​eibis-​metho​dology-​report-​
2019-​en.​pdf

10  By normal condition, it is meant the firm general practices 
regarding the utilisation of machines and equipment, overtime, 
work shifts, holidays, etc.
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we sometimes refer to the category of “above maxi-
mum capacity” as “overcapacity”.

In each year, out of the four categories, the least 
populated is “above maximum capacity”, which var-
ies from 4.6% in 2016 to 6.6% in 2018. The most 
populated category is “at maximum capacity” which 
corresponds to about 50% of responses. The category 
of firms “substantially below full capacity” cor-
responds to about 7%–11% of firms in each year. It 
is hard to imagine that this category corresponds to 
firms engaging in deliberate and rational decisions 
to operate far below capacity.11 In line with previ-
ous literature, our analysis indicates that these firms 
do not make full use of their production capacity, as 
this state is associated with low productivity and poor 
financial performance, see Appendix OSM-1. Such 
firms could correspond to “zombie firms” (Shen & 
Chen, 2017).

Table  2 presents the frequency of overcapac-
ity status. Fewer than 10% of years correspond to 
being in a state of overcapacity. Spending 2 years in 
overcapacity is very rare. Being in a state of over-
capacity therefore appears to be a one-off event, 
rather than an enduring state. Figure 7 in the Appen-
dix shows how capacity utilisation categories vary 
across countries.

Of central interest to our paper is the phenom-
enon of firm growth, which is measured either using 
annual growth rates in the years after capacity utilisa-
tion states or in terms of growth over a 3-year period 
(which corresponds to the usual definition of HGEs). 
The HGE dummy has the advantage of providing a 
simple binary indicator of whether a firm is an HGE, 
whereas annual growth rates have the advantage of 
providing richer information on the distribution of 
outcomes (since growth rates are continuous vari-
ables) as well as providing a finer-grained informa-
tion (growth is calculated each year instead of over a 
3-year period). These two indicators of firm growth 
(HGE dummy vs annual growth rates) are therefore 
seen as complementary.

When firm growth is measured over 1 year, the log 
difference is the preferred way to calculate a growth 
rate (Coad, 2009; Tornqvist et al., 1985). Growth of 
X, where X ∈ {Sales,Employment,Profit} , for firm i 
at time t, is calculated as:

We measure HGEs by using the cumulative 3-year 
growth rate of more than 33% HGFs (from t-3 to 
t). More exactly, our measurement corresponds to 
the standard OECD-Eurostat definition of HGEs 
(Petersen and Ahmad, 2007): an enterprise with an 
average annualized turnover or employment growth 
greater than 10% (or alternatively 20%) per year over 
the past 3  years and having 10 + employees at the 
beginning of the growth period. We use this approach 
in order to have a heterogeneous focus across size 
groups (Ferrando et. al, 2019).

Our HGE measurement relies on the EIBIS data, 
which collected in each year the information on the 
number of employees both in the current year and 
3 years prior. In this way, even for firms with limited 
panel information, a 3-year growth can be calculated 
for the whole EIBIS sample period.12

Control variables include investment growth and 
details on the type of investments. We use alterna-
tive measurements of investment growth derived 
both from ORBIS (where investment is defined as a 
percentage change in fixed assets) and from EIBIS 
(as firms provide information on the total amount of 
investment). Nevertheless, two consecutive survey 
responses are needed to calculate investment growth, 
which limits considerably the number of observa-
tions. Growth rates are winsorized at the 5% and 95% 
levels. As an alternative way to capture the invest-
ment dynamic, a survey variable is used on invest-
ment compared to t-1 with three possible answers: 
above, the same or less than in the previous year. This 
later measurement, however, has the limitation of 
showing just the direction of change without indicat-
ing the size of the change.

We control also for investment types, by relying on 
the EIBIS variables of investments in (1) land, busi-
ness buildings and infrastructure; (2) machinery and 
equipment; (3) research and development (including 

GR_Xi,t = log
(

Xi,t

)

− log(Xi,t−1)

12  ORBIS financial data are available with a 1-year lag com-
pared to the EIBIS.

11  One possible motivation for operating far below the maxi-
mum capacity utilisation rates is to provide a credible threat of 
a price war to potential entrants (Nikiforos, 2013). This entry 
deterrent motivation could perhaps explain some, but probably 
not all, of the cases of firms that are operating far below maxi-
mum capacity levels.
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the acquisition of intellectual property); (4) software, 
data, IT networks and website activities; (5) train-
ing of employees and (6) organisation and business 
process improvements. Alternatively, we control 
for investment purposes, such as (1) investment for 
replacement, (2) for expanding capacity and (3) for 
developing new products, processes or services.

We consider also the internationalisation activity 
of the company, captured by two alternative dummy 
variables for (1) whether the firm is exporting directly 
and (2) whether the firm invested in another country. 
Moreover, our estimations include also a dummy var-
iable that captures whether the firm is a subsidiary of 
another firm or if it is an independent company.

We control also for firm’s performance/profit-
ability, captured by three alternative categorical vari-
ables: (1) the firm is generating (a) loss, (b) profit or 
(c) is at break-even point; (2) profit before tax as a 
share of turnover being in five different categories 
from below 2% to above 15%; and (3) business pros-
pects with three alternative responses for (a) improv-
ing, (b) staying the same or (c) deteriorating.

We check also the innovativeness of the company, 
defined according to the introduction of new prod-
ucts, processes or services as being either (1) globally 
new, (2) new for the country or (3) those less radical 
innovators with products new only to the company. 
Additionally, a digitalisation dummy is derived from 
EIBIS according to the adoption of any of the listed 
new digital technologies. These include 3-D printing, 
robotics, big data and analytics, virtual reality, the 
internet of things, platform technologies and drones. 
This variable equals one if the firm either has imple-
mented partially or organized the entire business 

around any of the technologies listed. This variable is 
only available for the year 2018 from EIBIS 2019.

As additional explanatory variables, dummy 
variables are created on financing from grants13 
and whether the firm had an energy audit in the last 
3 years.

It is well known that firm size is a major predic-
tor of firm behaviour and performance; therefore, we 
control for firm size in our regressions. This is done 
by controlling for log_salesit as well as the quadratic 
term log_salesit2 , to allow for a potentially non-linear 
influence of size (e.g. if size mainly affects perfor-
mance when firms are below a critical size threshold 
(Sutton, 1997). Additionally, dummies for year, coun-
try and sector are also used as control variables.

Regarding the sector of activity, the EIBIS survey 
asks respondents about the “main sector of activity 
of this company”. Almost 30% of respondents are in 
manufacturing. Both the construction sector and the 
wholesale and retail trade sector account for over 20% 
of respondents each.

Summary statistics of these variables appear in 
Appendix Tables OSM-2 and OSM-3.

3.3 � Methodology

Considering the paucity of previous research in this 
area, we describe a relatively unfamiliar phenomenon 

Table 3   Transition matrix

Frequencies (# of firms) 
and percentage shares. For 
brevity, “above max.”, “at 
max.”, “bit below max.” 
and “far below max.” 
correspond to the categories 
“above maximum capacity”, 
“at maximum capacity”, 
“somewhat below full 
capacity” and “substantially 
below full capacity”, 
respectively.

Capacity at t + 1

Above max At max Bit below max Far below max Row total

Capacity at t Above max 143 463 172 32 810
17.65% 57.16% 21.23% 3.95%

At max 480 4513 1751 191 6935
6.92% 65.08% 25.25% 2.75%

Bit below max 199 1811 3285 486 5781
3.44% 31.33% 56.82% 8.41%

Far below max 32 233 624 622 1511
2.12% 15.42% 41.30% 41.16%

Column total 860 7089 5889 1339 15,177
5.67% 46.71% 38.80% 8.82%

13  From the survey, grants could come from various sources, 
including “financial support or subsidies from regional and 
national government and funding provided by the European 
Commission”.
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using descriptive techniques in an exploratory way. 
A variety of techniques are applied, with many results 
in the Online Supplementary Materials. We begin with 
descriptive statistics, to investigate the characteristics of 
firms in our sample, the frequencies of firms in capacity 

utilisation categories, and to see how these frequen-
cies vary across EU member states. Transition matri-
ces show the dynamics of entry and exit from various 
capacity utilisation states. Time-series plots show the 
dynamics of firms in the years before and after capacity 

Fig. 4   Event history time-series plots. Mean growth rates for 
various capacity utilisation categories. Overcapacity is meas-
ured at time t=0. Growth rates of 6 variables: sales growth (top 

left), employment growth (top right), profits growth (centre 
left), value added growth (centre right), wage growth (bottom 
left), and growth of total investment (bottom right)
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utilisation states, for various indicators such as sales 
growth, profits growth and employment growth. Multi-
variate regressions can control for potentially confound-
ing background factors to provide a clearer view of the 
relationships between capacity utilisation and growth. 
In addition, quantile regressions (Koenker & Bassett, 
1978) explore heterogeneous responses in terms of 
growth paths after overcapacity, allowing us in particu-
lar to evaluate the fork in the road hypothesis.

4 � Analysis

4.1 � How do firms transition into and out of capacity 
utilisation states?

Table 3 shows the transition matrix for capacity cate-
gories. For those at maximum capacity or a bit below 
maximum capacity, at time t, these firms are most 
likely to stay in these same categories in t + 1 (i.e. to 
remain positioned along the diagonal). In contrast, 
those operating above maximum capacity at time (t) 
are relatively unlikely to remain in the same category 
the next year but instead are more likely to operate 
at maximum capacity at time (t + 1). This raises the 
question of whether those firms transitioning from 
above maximum capacity to at maximum capacity 
(about 3% of firms in total) increase their capacity or 

whether they maintain their original capacity levels 
while reducing output accordingly.

4.2 � Dynamics of entering into and leaving 
overcapacity

Figure 4 shows the evolution of key variables relating 
to mean14 firm growth and performance in the years 
before and after particular capacity utilisation states 
at time t = 0. We focus on the years up to t + 3, which 
aligns with standard indicators of HGEs that measure 
growth over a three-year period.

Fig. 5   Event history time-
series plot. Mean growth 
rates for various overcapac-
ity categories. Overcapacity 
is measured at time t=0. 
Growth rates of investment 
in fixed assets

14  Figures 4 and 5  show the results for mean growth rates in 
capacity utilisation categories. In our baseline graphs, pre-
sented here, we prefer the mean to the median, because the 
median employment growth in many cases is precisely 0.0000, 
due to integer restrictions in employee headcounts. However, 
the median may be of interest, because it is less sensitive to 
outliers than the mean (remember, though, that our growth 
rates variables have been already been winsorized to remove 
outliers; hence, sensitivity to outliers is less of a concern). 
Appendix OSM-5 contains the corresponding graphs when the 
median growth rate is taken, instead of the mean. Appendix 
OSM-5 also shows the corresponding graphs when the growth 
rate variables are “cleaned” or pre-processed via OLS regres-
sion to remove the potential influence of size, country, sector 
and year components. The results are overall similar, although 
a major difference concerns the growth of total investment at 
time t = 3 for firms above maximum capacity (therefore, we 
prefer not to make any strong interpretations of the growth of 
total investment for overcapacity firms at time t = 3).

Capacity constraints as a trigger for high growth  907



1 3

Figure  4  shows many interesting findings. First, 
there is a rapid growth of sales, employment and 
profits in the years before being “above max capac-
ity”, providing further evidence that entering a state 
of overcapacity is a rather fortunate state of affairs, 
resulting from rising sales, employment and profits 
in the preceding years. Profits growth is relatively 
high for overcapacity firms in the years before/during 
being “above max capacity”, although this quickly 
levels off to give a mediocre profit growth in the sub-
sequent years.

Second, employment growth of “above maximum 
capacity” firms is higher than that of all other cat-
egories (before and after), at all periods. This sug-
gests that firms operating at overcapacity are major 
job creators. Relatedly, wage growth (Fig. 4, bottom 
left) is always highest in the category of firms that are 
“above maximum capacity” at time t, both before and 
after being at overcapacity. There are various inter-
pretations of this wage growth: overcapacity firms 
might be paying some kind of “overtime” premium or 
seeking to increase the skills of the workforce—but, 
the finding that overcapacity firms are creating more 
jobs and, relatively better-paying jobs, could make 
them a thought-provoking category for policymakers.

Third, the evolution of these variables allows some 
cautious speculation about the causal ordering of the 
variables. One possible interpretation could be that 
sales growth leads to employment growth as firms 
push back against overcapacity. This is consistent 
with vector autoregression evidence that sales growth 
causes employment growth (Moneta et  al., 2013). It 
is also consistent with suggestions of the key role of 
rising demand on the capacity choices of new firms 
(Foster et al., 2016; Nikiforos, 2013).

Fourth, some variables have a mediocre perfor-
mance in the years after overcapacity status. This 
could signal that reaching overcapacity is the crest of 
a wave of rising demand that cannot be sustained for 
long. For profit growth and total investment growth, 
the growth rates end up being the lowest among all 
categories a few years after the episode of being 
“above maximum capacity”. This could be because 
such firms undertook their investment in previous 
years instead. Indeed, growth of total investment 
(Fig.  4, bottom right) is relatively high (but not the 
highest) for those in the category “above maximum 
capacity”, in the years beforehand but drops off 
sharply afterwards. This drop in investment can be 

explored further, to see which type of investment is 
cut back. Figure 5 shows that the average growth of 
investment in fixed assets is relatively high (for over-
capacity firms) during the year of overcapacity, then 
drops in the following 2 years, but picks up again to 
reach a high value for the period 3  years after the 
overcapacity event. This suggests that spending time 
in overcapacity is associated with high growth of 
investment in tangible fixed assets at the time of over-
capacity, as well as 3 years later.15 The sharp decrease 
in total investment observed in Fig. 4  (bottom right) 
therefore corresponds to investment types that are 
not tangible fixed assets (e.g. a drop in investment in 
intangibles or R&D), although the evidence so far is 
not conclusive because these unconditional line plots 
could be affected by confounders such as firm size 
and sector (this is explored below).

Regarding firm behaviour at the time of being at 
overcapacity, we earlier conjectured that firms above 
maximum capacity face a fork in the road either they 
invest massively for subsequent growth or scale back 
to stay within existing capacity limits. This would 
be reflected in a higher variation in growth rates for 
firms above maximum capacity: while some take the 
opportunity to launch into rapid growth, others cut 
back. Appendix OSM-10 investigates this conjecture 
and finds some interesting results for the investment. 
For firms above maximum capacity, there is a sharp 
increase in the variation in growth rates for total 
investment (i.e. all types of investment) while there 
is a clear decrease in the variation in growth rates 
of investment in tangible fixed assets. This could be 
taken as evidence that firms at a period of overcapac-
ity will subsequently embark on a relatively homog-
enous strategy of high investment in tangible fixed 
assets (i.e. relatively high growth rates but with low 
variation in growth rates across firms), while such 
firms have high variation in their growth rates for 
investment in intangible assets, with some overcapac-
ity firms investing heavily in intangibles while others 
neglect this area.

15  We could speculate that this corresponds to a new wave of 
“replacement” or “expansionary” investment in fixed assets to 
follow through in alleviating previous capacity constraints.
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Table 4   MNL (multinomial logit) regressions for the different capacity utilisation categories

Overcapacity At_max_cap Bit_below Overcapacity At_max_cap Bit_below

HGE dummy 0.974*** 0.576*** 0.329*** 0.707*** 0.370*** 0.165
[0.097] [0.079] [0.079] [0.166] [0.137] [0.137]

log_sales 0.751*** 0.501*** 0.388*** 0.309 0.234 0.287
[0.167] [0.096] [0.095] [0.319] [0.221] [0.217]

log_sales_sq -0.021*** -0.011*** -0.009*** -0.008 -0.002 -0.005
[0.005] [0.003] [0.003] [0.010] [0.007] [0.007]

Profit status: loss -1.796*** -1.689*** -1.158*** -1.916*** -1.632*** -1.223***
[0.096] [0.049] [0.047] [0.186] [0.101] [0.093]

Profit status: break-even -1.088*** -0.928*** -0.562*** - - -
[0.111] [0.064] [0.063]

log_wagebill 0.075** 0.063*** 0.059** 0.049 0.061 0.037
[0.036] [0.024] [0.024] [0.072] [0.054] [0.053]

Age: 2 ≤ age < 5 years 0.266 0.219 0.647 -0.176 0.028 0.003
[0.559] [0.387] [0.403] [1.328] [1.146] [1.141]

Age: 5 ≤ age < 10 years 0.040 0.086 0.401 -0.245 -0.000 -0.110
[0.546] [0.378] [0.394] [1.305] [1.133] [1.128]

Age: 10 ≤ age < 20 years 0.058 0.021 0.388 -0.438 0.103 0.013
[0.542] [0.375] [0.391] [1.300] [1.129] [1.124]

Age: 20+ years -0.235 -0.186 0.275 -0.509 -0.102 -0.096
[0.540] [0.374] [0.390] [1.296] [1.127] [1.121]

Subsidiary 0.095 0.002 0.012 0.183 -0.031 -0.006
[0.073] [0.052] [0.052] [0.132] [0.099] [0.097]

Directly exported -0.138** -0.301*** -0.106** -0.129 -0.207* -0.115
[0.069] [0.047] [0.047] [0.140] [0.106] [0.105]

Invested in another country -0.198* -0.315*** -0.188** -0.232 -0.334*** -0.179
[0.112] [0.080] [0.078] [0.173] [0.128] [0.124]

R&D investment dummy -0.025** -0.018** -0.013
[0.011] [0.008] [0.008]

IT investment dummy -0.009 -0.014 -0.007
[0.014] [0.010] [0.010]

Training investment dummy 0.024 0.014 0.008
[0.016] [0.011] [0.011]

Business processes inv. dummy 0.006 -0.009 0.003
[0.011] [0.008] [0.008]

Replacing capacity - investment (%) 0.005 0.001 0.003
[0.004] [0.003] [0.003]

Expanding capacity - inv. (%) 0.011** 0.007** 0.007**
[0.004] [0.003] [0.003]

New prod./process inv. (%) 0.000 -0.000 -0.000
[0.004] [0.003] [0.003]

Investment wrt t-1: broadly stayed the same -0.398*** -0.225** -0.196**
[0.124] [0.093] [0.092]

Investment wrt t-1: less than prev. year -0.855*** -0.805*** -0.409***
[0.164] [0.111] [0.107]

Innov: new to country 0.105 -0.079 0.023
[0.163] [0.119] [0.117]

Capacity constraints as a trigger for high growth  909
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4.3 � Which factors are associated with entering into 
overcapacity?

Table  4 investigates the determinants of different 
capacity utilisation categories using multinomial logis-
tic regressions, thereby considering the various capac-
ity utilisation categories in an integrated econometric 
framework. The dependent variable corresponds to the 
four capacity utilisation categories, with “far below full 
capacity” as the omitted baseline case. Given the trade-
off between a richer set of explanatory variables, at the 
cost of a smaller number of observations (because the 
explanatory variables are unequally affected by miss-
ing values), Table 4 presents two regression specifica-
tions. Regression model (2) has more explanatory vari-
ables and fewer observations than model (1).16

Table  4 shows that rapid growth contributes to 
overcapacity, because HGEs (where rapid growth is 

measured from t-3:t) are more likely to find them-
selves in the category of “above maximum capacity” 
at time t and to a lesser extent for the category “at 
maximum capacity”.

Table 4 also shows that profitable firms are more 
likely to be “above maximum capacity”. Making a 
loss is negatively related to being “above maximum 
capacity” or “at maximum capacity” but is positively 
associated with being “far below capacity”.17 Fur-
thermore, firms above maximum capacity are less 
likely to be R&D investors and more likely to invest 
for motivations of “expanding capacity”.

4.4 � What routes do firms take out of overcapacity?

Table  5 investigates which variables are associated 
with firm growth in the following period. In line with 
the event study line plots in Fig. 4, being above maxi-
mum capacity is related to subsequent employment 
growth, but there is no statistical relationship with 
subsequent growth of sales or profits. Some possible 
explanations for why employment growth occurs later 
than sales and profits growth could be the following. 

Table 4   (continued)

Overcapacity At_max_cap Bit_below Overcapacity At_max_cap Bit_below

Innov: new to global mkt 0.029 -0.227** -0.251**
[0.143] [0.106] [0.103]

Business prospects: same 0.065 0.279*** 0.135
[0.126] [0.094] [0.093]

Business prospects: deteriorate -0.420** -0.505*** -0.262**
[0.171] [0.119] [0.115]

Profits before tax: 2% to 4% 0.373** 0.238** 0.118
[0.178] [0.121] [0.118]

Profits before tax: 5% to 9% 0.368** 0.294** 0.115
[0.178] [0.122] [0.118]

Profits before tax: 10% to 14%  0.591*** 0.355** 0.083
[0.205] [0.146] [0.143]

Profits before tax: 15% or more 0.595*** 0.221 -0.225
[0.204] [0.145] [0.142]

Observations 37,415 37,415 37,415 10,089 10,089 10,089

***p < 0.01, **p < 0.05, * p < 0.1. Standard errors are clustered at the firm level. Omitted baseline reference case for the depend-
ent variable is “far below full capacity”. Constant term, country, sector and year dummies are included in all of the estimations but 
not reported. In specification (2), “profit status: breakeven” is automatically dropped from the estimations, presumably due to the 
reduced number of observations.

16  It is possible that the sample used in model (2) is not repre-
sentative of the sample used in model (1), due to sample selec-
tion effects. This could be one explanation why the coefficients 
for log(wage bill) are never significant in model (2), while they 
are significant in model (1). However, an alternative explana-
tion for the change in coefficients on log(wage bill) from (1) 
to (2) could be due to mild multicollinearity with the newly 
entered explanatory variables.

17  Regressions with full country dummies coefficients avail-
able upon request.
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First, it could be that the processes of hiring suitable 
employees take time. Second, the temporal lag could 
reflect the case that sales growth and profits growth are 
the causal drivers of subsequent employment growth 
(for example if the growth of sales and profits are a 
signal to executive decision-makers and investors, as 
well as means of generating cash flow, that are useful 
to justify the need for new hires). Third, it could be that 
existing employees are willing to accept the pressures 
of heavy workloads and overtime, but only in the short 
run, such that new employees are needed later on.

Appendix OSM-9 repeats the analysis in Table 5, 
but with a HGE dummy (for rapid growth in employ-
ment from t:t + 3) instead of the firm growth vari-
ables (t:t + 1). Although the number of observations 
is strongly reduced, nevertheless, we detect a posi-
tive and statistically significant relationship between 
operating above maximum capacity at time t and the 
subsequent probability of being an HGE in terms of 
employment growth (t:t + 3).

Table  5 also shows that some “usual suspects” 
(investment in IT, innovation, R&D) do not go far in 
explaining subsequent growth. The R2 statistic from 
the growth rate regressions in Table  5 never rises 
above 6%, which is admittedly low but comparable to 
previous studies.18

Table  5 shows that capacity utilisation contin-
ues to play an important role in predicting growth of 
employment and also sales in the following period. 
One possible reason for this, in line with our “fork 
in the road” hypothesis, is that the average effect of 
overcapacity on subsequent growth masks the hetero-
geneity within the overcapacity category: that some 

firms take overcapacity as an opportunity to invest 
massively in a new growth trajectory, while others get 
“back to normal” (following the dynamics of mean 
reversion, perhaps) after a period of overcapacity. 
Quantile regression is a suitable econometric tool to 
investigate such heterogeneity in the effect of overca-
pacity across the growth rate distribution.

Figure 6 and Tables 6, 7 and 8 show the quantile 
regression results, where the dependent variable is 
the growth of sales, growth of employment or growth 
of investment, and the main explanatory variable of 
interest is an overcapacity dummy (which equals 1 for 
firms in a state of overcapacity). Figure 6 (left) shows 
that overcapacity is a significant predictor of subse-
quent sales growth and furthermore that the role of 
overcapacity depends on a firm’s growth experience. 
For firms that have rapid sales growth in the year 
after overcapacity (at the upper quantiles of the con-
ditional dependent variable), the overcapacity status 
is positive and statistically significant, hence asso-
ciated with faster growth for these firms. However, 
for firms that have a decline in sales in the year after 
overcapacity, the overcapacity status is negative and 
statistically significant, which is consistent with the 
interpretation that overcapacity has a dampening role 
on sales growth for those firms that choose to shrink 
back after overcapacity. Similar results are found in 
Fig. 6 (right) for investment growth. These results are 
consistent with the “fork in the road” hypothesis.

For sales growth, the coefficient at the 90% quan-
tile is 0.0316 (Table  6). This means that, all else 
equal, a rapid growth firm (at the 90% quantile of 
the conditional growth rates distribution) will have a 
(log difference) growth rate that is 0.0316 higher if 
it is operating above maximum capacity, compared to 
firms that are not operating above maximum capacity. 

Fig. 6   Quantile regression results where the dependent variable is sales growth (left), employment growth (centre) or investment 
growth (right). Tables 6, 7 and 8 contain the corresponding regression output

18  See, e.g. Coad (2009, Table 7.1) for a review.
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This increase in the sales growth rate of 0.0316 is not 
negligible, considering that sales growth has a mean 
of 0.05 and a standard deviation of 0.21 (see the sum-
mary statistics in Table OSM-2). At the lower quan-
tiles of the conditional growth rate distribution, the 
coefficient is even larger in magnitude (− 0.0417), 
indicating that firms above maximum capacity shrink 
faster than their counterparts in other capacity utili-
sation categories at the 10% quantile of the (condi-
tional, log difference) sales growth distribution.

Fig.  6  (centre) shows the corresponding results 
for employment growth. The coefficients are posi-
tive and significant at the upper end of the conditional 
employment growth distribution, which indicates 
that overcapacity is associated with faster employ-
ment growth for those firms that experience rapid 

employment growth in the year after overcapacity. 
However, the results at the lower quantiles are indis-
tinguishable from zero instead of being negative (as 
we observed in Fig. 6 for growth of sales and invest-
ment). The employment growth results only confirm 
one of the two prongs of the “fork”: overcapacity is 
positively linked to growth for some growing firms, 
but overcapacity is not related to employment decline 
for the other firms. This “asymmetry” in the quantile 
regression results for employment growth (compared 
to sales growth) could be due to firing restrictions, 
that discourage layoffs, leading the regression coef-
ficient of overcapacity to be prevented from taking 
negative values (associated with job destruction) and 
instead of taking values close to zero (corresponding 
to zero job growth from overcapacity).

Table 6   Quantile regression results. Dependent variable: 
growth of sales in the following period (i.e. in t:t + 1), where 
the predictor variables are measured at time t. The main 

explanatory variable of interest is the overcapacity dummy, 
which takes value 1 if firms report currently operating at above 
their maximum normal capacity

Standard errors in brackets. These quantile regressions do not control for country, year and macro-sector fixed effects, because of 
computational issues of non-convergence. Key to significance stars: ***p < 0.01, **p < 0.05, *p < 0.1

10% quantile 25% quantile 50% quantile 75% quantile 90% quantile

overcapacity dummy  -0.042** 0.002 0.014** 0.030*** 0.032**
[0.016] [0.008] [0.005] [0.008] [0.014]

Sales (in logs) 0.032* 0.013 -0.031*** -0.120*** -0.167***
[0.019] [0.009] [0.006] [0.010] [0.016]

Sales squared (in logs) -0.002*** -0.001*** 0.001*** 0.003*** 0.003***
[0.001] [0.000] [0.000] [0.000] [0.001]

Age: 2 ≤ age < 5 years 0.077 -0.011 -0.008 0.208 -0.057
[0.060] [0.029] [0.020] [0.032] [0.054]

Age: 5 ≤ age < 10 years 0.071 -0.002 -0.02 -0.012 -0.094*
[0.060] [0.029] [0.020] [0.031] [0.052]

Age: 10 ≤ age < 20 years 0.089 -0.011 -0.011 -0.037 -0.133**
[0.058] [0.028] [0.020] [0.030] [0.051]

Age: 20 + years 0.106* -0.009 -0.042** -0.057* -0.169***
[0.058] [0.028] [0.019] [0.030] [0.050]

Wagebill (in logs) 0.079*** 0.024*** 0.009*** 0.009*** 0.016***
[0.004] [0.002] [0.001] [0.002] [0.004]

Subsidiary dummy -0.003 - 0.009**  - 0.007** -0.002 0.003
[0.008] [0.004] [0.003] [0.005]  [0.008]

Exporter dummy 0.024*** 0.008** 0.015*** 0.023*** 0.012* 
[0.007] [0.003] [0.003] [0.004] [0.007]

R&D dummy  -0.007 -0.003 0.004 0.011**  0.0126
[0.009] [0.004] [0.003]  [0.005]   [0.008]

Constant  - 1.043*** -0.386*** 0.256*** 1.188*** 1.870***
[0.151] [0.073] [0.051] [0.080] [0.138]

Observations 22,681 22,681 22,681 22,681 22,681
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Tables  6, 7 and 8 present the quantile regression 
results in more detail. Some of the explanatory vari-
ables are positively associated with growth rates at all 
quantiles, i.e. log(wage bill) and the exporter dummy 
in Table  6 (sales growth). Subsidiaries are gener-
ally associated with lower employment growth at all 
quantiles (Table 7).

In other cases, some variables play a “stabilizing” 
role in the sense that they are associated with higher 
growth of declining firms (at low quantiles) but with 
reduced growth of faster-growing firms (at the upper 
quantiles). Such variables are age (20 + years dummy; 
see Table 6) and also log(wage bill) in Table 8.

R&D investment is associated with employment 
growth in the upper quantiles in Table 7, suggesting that 
R&D investment is associated with employment growth 
for fast-growth firms. Firm size is significantly associ-
ated with growth, although the effect is non-linear, with 
the quadratic terms varying over the quantiles.

Further analysis seeks to investigate the charac-
teristics of firms who, upon reaching the fork in the 
road, respond with either growth or decline. This is 
operationalized using interaction terms in a simi-
lar quantile regression framework. The results were 
far from statistically significant, however, no doubt 
linked to the small number of observations in the 
overcapacity category.19

5 � Discussion of the findings

The discussion of our main results can be organized 
into six themes.

First, it appears that entering into a state of overca-
pacity is generally a felicitous state, rather than a costly 
mistake of misjudging one’s ability to satisfy incom-
ing orders. This in itself was not clear in the previous 
literature. At a firm level, the rapid growth of sales and 
profits is observed in the years before, and also dur-
ing, entry into a state of overcapacity (Fig. 4).20 Sales 
growth and profits growth return to normal levels after 
the overcapacity event, however, suggesting perhaps 
that the fortuitous swelling in demand must eventually 
come to an end. Employment growth of the category of 

firms operating at overcapacity at time t is high in the 
years before, during and after the overcapacity event, 
which—coupled with the lasting growth of the wage 
bill of these firms—suggests that firms that reach a 
state of overcapacity are more likely to be HGEs that 
create many jobs of good quality (Fig. 4).

Second, our observations that growth of sales and 
profits precede entry into overcapacity is consistent 
with suggestions in the previous literature that firms 
enter into a state of operating above maximum capac-
ity because of surging demand (Nikiforos, 2013; Fos-
ter et al., 2016; Pozzi & Schivardi, 2016). This is also 
in tune with evidence (in Appendix OSM-6) that firms 
at overcapacity are less likely to report major barriers 
related to demand or uncertainty about the future.

Third, our results connect to our novel “fork in the 
road” hypothesis, which posits that firms that find 
themselves in a state of critically high capacity utilisa-
tion can respond in one of two ways: either they build 
upon the current momentum to make the broad-based 
investment in various areas or else they wait for the 
wave to subside, remaining within the current capacity 
limits while the capacity utilisation rate falls. Therefore, 
the “fork in the road” hypothesis suggests that firms in 
a state of overcapacity are a heterogeneous group and 
therefore have a high variation in their growth rates.

We observed some support for the “fork in the 
road” hypothesis. An indicator of variation (the inter-
quartile range, IQR) was high for the category of 
firms “above maximum capacity”, although the high-
est IQR values were observed for firms “far below 
maximum capacity” (Appendix OSM-10). Focus-
ing on investment dynamics, we observed a sharp 
increase in the variation in growth rates for total 
investment in the year after the overcapacity event 
(Appendix OSM-10). Clearer support came from our 
quantile regressions for sales growth (Fig. 6, Table 6): 
overcapacity status was observed to have a signifi-
cant positive association with the growth of sales and 
investment at the upper quantiles of the growth rates 
distribution (for the fastest-growing firms), while hav-
ing a significant negative association with the growth 
of sales and investment at the lower quantiles. Over-
all, therefore, our evidence on the “fork in the road” 

19  See Appendix OSM-12 for the quantile regression results 
for the interaction terms terms “d_overcapacity × Exporter” 
and “d_overcapacity × R&D”.

20  At a country-level, preliminary explorations show that a 
larger shares of firms operating above maximum capacity are 
positively related to higher average scores for management 
capabilities (see Appendix OSM-11).
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hypothesis highlights the relevance for future theoriz-
ing and empirical investigations about overcapacity as 
trigger points for subsequent high-growth episodes.

Fourth, it appears that firms in a state of operating 
above maximum capacity are not currently investing 
massively in R&D, but rather firms that are making 
more incremental investments as they presumably 
continue riding the wave of surging demand. This was 
also not clear from the previous literature. Table  4 
shows their investment plans are relatively focused on 
“capacity expansion for existing products” and that 
firms at overcapacity invest a relatively small share in 
“development and introduction of new products”. Fig-
ure 5 shows how overcapacity firms cut back on total 
investment (although they continue to invest heavily 
in fixed assets). Similarly, Appendix OSM-7.1 shows 

that firms above maximum capacity are more likely 
(than firms far below capacity) to invest in buildings 
and new equipment. Appendix Table OSM-7.2 shows 
that firms at or above maximum capacity are actually 
less likely to invest in R&D. Appendix Table  OSM-
7.2 also shows that firms above maximum capacity 
are more likely to invest in training and also organi-
sation/business process improvements, which are 
investments with more immediate and certain payoffs 
that could help these firms to alleviate the pressures 
of overcapacity through a more efficient use of their 
inputs. There is also evidence that firms in a state of 
overcapacity have a higher share of their equipment 
that is state-of-the-art, and invest more in digitalisation 
(Appendix Table OSM-7.3), and have recently intro-
duced process innovations. A tentative explanation 

Table 7   Quantile regression results. Dependent variable: 
growth of employment in the following period (i.e. in t:t + 1), 
where the predictor variables are measured at time t. The main 

explanatory variable of interest is the overcapacity dummy, 
which takes value 1 if firms report currently operating at above 
their maximum normal capacity

Standard errors are in brackets. These quantile regressions do not control for country, year and macro-sector fixed effects, because of 
computational issues of non-convergence. Key to significance stars: ***p < 0.01, **p < 0.05, *p < 0.1

10% quantile 25% quantile 50% quantile 75% quantile 90% quantile

overcapacity dummy 0.004 0.009 0.003** 0.029*** 0.031**
[0.011]  [0.007]  [0.001]  [0.008]  [0.012]

Sales (in logs) 0.076*** 0.103*** -0.005*** 0.034*** -0.016
[0.013]  [0.008]  [0.002]  [0.009]  [0.015]

Sales squared (in logs)  0.0020*** - 0.003*** 0.0002***  - 0.001*** 0.001
[0.000] [0.000] [0.000] [0.000] [0.000]

Age: 2 ≤ age < 5 years -0.075 -0.028 0.000 0.038 0.053
[0.050]  [0.032]  [0.006]  [0.033]  [0.055]

Age: 5 ≤ age < 10 years -0.06 -0.028 0.000 0.046 0.034
[0.049]  [0.031]  [0.006]  [0.033]  [0.054]

Age: 10 ≤ age < 20 years -0.049 -0.027 0.000 0.019 0.019*** 
[0.049]  [0.031]  [0.006]  [0.033]  [0.054]

Age: 20 + years -0.037 -0.025 0.000 -0.01 -0.043
[0.049]  [0.031]  [0.005]  [0.033]  [0.054]

Wagebill (in logs) 0.003  -0.005*** 0.000 - 0.013***  - 0.024***
[0.003]  [0.002]  [0.001]  [0.002]  [0.003]

Subsidiary dummy -0.010* - 0.009** 0.000 - 0.009** - 0.011*
[0.006]  [0.004]  [0.001]  [0.004]  [0.007]

Exporter dummy 0.000 0.002 0.000 0.003  −-0.005
[0.005]  [0.003]  [0.000]  [0.004] [0.006]

R&D dummy 0.001 0.002 0.000  0.015*** 0.019*** 
[0.006]  [0.004]  [0.001]  [0.004]  [0.007]

Constant -0.882***  -0.883*** 0.028**  -0.079 0.598***
[0.112] [0.071] [0.013] [0.075] [0.123]

Observations 17,738 17,738 17,738 17,738 17,738
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could be that firms operating above maximum capac-
ity are the victims of their success since they do not 
have enough slack to engage in exploratory innova-
tion investments. Instead, they take a relatively short-
term investment horizon, coasting along on their cur-
rent wave of surging demand for successful products, 
rather than attempting to introduce radical changes or 
implementing long-term investment plans.

Fifth, we can cautiously propose a sequential co-
evolutionary model of firm growth around the time 
of operating above maximum capacity. Initially, 
a rise in demand leads to growth of sales, which 
subsequently pushes up profits, because the firm 
can sell larger quantities and cover its fixed costs 
of operations. At the same time, growing firms 
hire new employees to help release the pressure of 

overcapacity. This is in line with other research using 
causal methods (e.g. Moneta et  al., 2013; Coad & 
Grassano, 2019): with sales growth and employ-
ment growth at the start, and profits growth as a use-
ful by-product rather than the stimulus, and finally 
where R&D investment comes later on (if at all) as 
firms invest available funds into R&D. This model 
of growth dynamics is also consistent with sugges-
tions of the key role of rising demand on the capacity 
choices of new firms (Foster et al., 2016; Nikiforos, 
2013; Pozzi & Schivardi, 2016).

Sixth, overcapacity can be seen as a firm-specific 
problem, as firms face their own workflows and bot-
tlenecks, and as such, it may be difficult to general-
ize an appropriate policy response when the barri-
ers faced by firms are so heterogeneous (Fischer & 

Table 8   Quantile regression results. Dependent variable: 
growth of investment in the following period (i.e. in t:t + 1), 
where the predictor variables are measured at time t. The main 

explanatory variable of interest is the overcapacity dummy, 
which takes value 1 if firms report currently operating at above 
their maximum normal capacity

Standard errors in are brackets. These quantile regressions do not control for country, year and macro-sector fixed effects, because of 
computational issues of non-convergence. Key to significance stars: ***p < 0.01, **p < 0.05, *p < 0.1

10% quantile 25% quantile 50% quantile 75% quantile 90% quantile

overcapacity dummy  -0.088***   -0.025 0.003 0.054*** 0.092**
[0.042]  [0.018]  [0.004]  [0.016]  [0.045]

log_sales 0.009 0.021 0.001 0.019 -0.127**
[0.053]  [0.023]  [0.006]  [0.020]  [0.057]

Sales squared (in logs) 0.000 -0.001  0.000 -0.001 0.004**
[0.002]  [0.001]  [0.000]  [0.001]  [0.002]

Age: 2 ≤ age < 5 years 0.031 0.178**  0.099*** 0.085 0.303
[0.201]  [0.086]  [0.021]  [0.077]  [0.215]

Age: 5 ≤ age < 10 years 0.105 0.217**  0.113***  0.0871  0.311
[0.197]  [0.085]  [0.021]  [0.076]  [0.211]

Age: 10 ≤ age < 20 years 0.341* 0.297*** 0.123*** 0.068 0.166
[0.196]  [0.084]  [0.021]  [0.075]  [0.209]

Age: 20 + years 0.443** 0.336*** 0.126*** 0.0543 0.0815
[0.195]  [0.084]  [0.020]  [0.075]  [0.209]

Wagebill (in logs) 0.036*** 0.019*** 0.001 -0.009** -0.057***
[0.011]  [0.005]  [0.001]  [0.004]  [0.011]

Subsidiary dummy  -0.047**  -0.018* -0.003 0.015* 0.074***
[0.022]  [0.009]  [0.002]  [0.009]  [0.024]

Exporter dummy -0.003 -0.009 0.000 0.005  -0.019
[0.019]  [0.008]  [0.002]  [0.007]  [0.020]

R&D dummy  − 0.0220   − 0.0164*   − 0.00171  0.00178   − 0.0113 
-0.022 - 0.016* -0.002 [0.009]  [0.024]

Constant - 1.475*** - 0.873*** - 0.143*** 0.0423 2.129***
[0.448]  [0.194]  [0.047]  [0.173]  [0.480]

Observations 19,263 19,263 19,263 19,263 19,263
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Karlan, 2015). We therefore suggest that policy could 
focus on a narrow set of specific junctures or “trigger 
points” that may be related to capacity utilisation (as 
discussed in Section  2.3): hiring a first employee,21 
first steps into internationalisation, introducing a 
second product, building a second production plant, 
investing in next-generation capital equipment, over-
coming a regulatory threshold for firm size and so 
on. For example, an initiative to help firms overcome 
regulatory thresholds for more stringent employment 
protection requirements could include a temporary 
(e.g. 2 years) freeze on the costs of growth, until firms 
become accustomed to operating at a larger size.22

6 � Conclusions and future research

High-growth enterprises (HGEs) make a dispropor-
tionately large contribution to economic dynamism, 
innovation and productivity growth (Birch, 1979; 
Henrekson & Johansson, 2010; Coad et  al., 2014). It 
is no surprise, therefore, that they receive considerable 
policy interest (Grover Goswami et al., 2019; Flache-
necker et  al., 2020). However, previous research has 
shown that HGEs are difficult to predict, thus making 
them a difficult policy target. A major problem is that 
rapid growth events are episodic, rather than being a 
stable time-invariant characteristic of firms (Daun-
feldt & Halvarsson, 2015). This study takes a differ-
ent approach. On the one hand, we develop a theory 

of capacity utilisation constraints as critical junctures 
in the growth process, showing in particular how oper-
ating above maximum capacity could be a springboard 
for subsequent HGE episodes. We investigate this the-
ory by drawing on a unique and novel data source to 
provide a multifaceted view on firm growth and capac-
ity utilisation, thereby giving a rich set of new results.

Firms begin to operate above maximum capacity 
after a period of the rapid growth of sales and profits, 
consistent with explanations that capacity constraints 
follow on from rising demand. Firms at overcapacity 
have rapid employment growth both before and after 
being at overcapacity. Firms at overcapacity make 
investments in future growth, but more from the angle 
of capacity expansion, process improvements and 
investment in modern machinery, rather than in R&D 
and new product development. There is evidence 
that firms take two routes out of overcapacity: either 
overcapacity is linked to the subsequent rapid growth 
of sales (as firms launch into subsequent growth) or 
overcapacity is linked to declining sales (as firms 
shrink back to “normal” production levels)—in line 
with our “fork in the road” hypothesis.

We contribute to the literature by demonstrating 
a “fork in the road” effect: i.e. showing that operat-
ing above maximum capacity corresponds to a “trig-
ger point” or decision point, whereby firms can either 
respond by investing massively in further growth or by 
shrinking back to stay within current capacity utilisa-
tion limits. Future research on new datasets could build 
on this finding to further investigate the heterogeneity 
between firms that reach this decision point and grow 
and those that reach this decision point and shrink. 
Future research could also use fine-grained industry clas-
sification codes to explore how the relationship between 
capacity utilisation and growth is moderated by sector.

The approach taken in this study is descriptive, 
and the results are presented in the form of (condi-
tional) associations rather than causal effects. While 
our results can be useful for making predictions, 
nevertheless they cannot per se conclusively identify 
the causal mechanisms in place. Future work could 
potentially find clever ways to investigate whether 
being above maximum capacity is entirely demand 
led (i.e. if firms struggle to satisfy their hungry cus-
tomers) or a proactive business decision (i.e. if firms 
produce as much as possible while hoping to find 
buyers or while making proactive marketing efforts to 
find new buyers).

21  Please bear in mind, however, that our analysis cannot pro-
vide any direct evidence on the hiring of the first employee 
since firms in our sample have 5 + employees.
22  In France, a critical threshold is reached when a firm has 50 
employees, because this is when many restrictive labour regu-
lations come into force. As a result, many firms stay just below 
this threshold, with just 49 employees (see Garicano et  al., 
2016, their Fig. 2). Policy could help firms overcome this size 
threshold in such a way that the costs of growth are delayed—
e.g. by fixing that firms only have to apply these regulations 2 
or 3 years after they cross the threshold, as long as firm size 
remains above this threshold. If firms shrink back below this 
threshold before 2–3  years, then they will not be affected by 
these labour regulations. This way, risk-averse firms could taste 
the benefits of larger size before having to face the full costs. 
This strategy of promoting growth could help firms overcome 
their short termism and could be politically feasible in the cor-
porate world, a cynic might suggest, e.g. if top managers serve 
fixed terms and seek to be rewarded for growth, while “dump-
ing” the costs of growth on their successors.
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Fig. 7   Capacity utilisation categories for different countries, weighted by value added
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