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Abstract This study addresses the mediating role of
settlement patterns in the relationship between urbani-
zation and start-up activity. Places do not operate in a
vacuum and to understand the effect of Bown^ density
on start-up patterns, we need to account for the urban
spillovers or borrowed size that they may experience
from other places nearby. The results can explain the
empirical ambiguity in the relationship between urban-
ization and start-up patterns: the relationship between
urbanization and start-up rates becomes more similar
between countries when controlling for country-
specific settlement patterns by including a spatially
lagged urbanization variable and variables measuring
the distance to urban centers. Accounting for the relative
location of places and relevant sorting effects, we find
that Bown^ density has a consistently negative effect on
start-up activity. Yet, access to other places has a gener-
ally positive effect. This implies that nearby regions
profit from the advantages offered by urban environ-
ments without having to deal with the costs involved.
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1 Introduction

Cities are often seen as entrepreneurial hotbeds (Van
Oort and Atzema 2004; Fritsch and Mueller 2007;
Bosma et al. 2008; Audretsch et al. 2015). Densely
populated areas offer urbanization advantages which
stimulate start-up activity. Moreover, entrepreneurial
people are likely to reside in urban areas (Glaeser et al.
2010; Duranton 2014; Westlund et al. 2014). Cities do
not function in a vacuum, however, and the benefits or
disadvantages of a city may very well depend on the
configuration of the settlement pattern it is in (Eliasson
and Westlund 2013; Meijers and Burger 2015). Two
similar cities, one a functional center in a mostly rural
area, the other part of large conurbation, may have
distinct start-up patterns as a result. Indeed, the empiri-
cal evidence on the role of urbanization in start-up
patterns is ambiguous and some authors find that start-
up rates are in fact higher in more sparsely populated
rural areas (Fritsch and Falck 2007; Van Stel and Suddle
2008; Pettersson et al. 2010; Delfmann et al. 2014). In
the Netherlands, there even appears to be a negative
impact of urbanization on new firm formation (Van
Stel and Suddle 2008; Delfmann et al. 2014). The me-
diating impact of settlement patterns on the role of
urbanization in start-up patterns can provide an expla-
nation for this.

The mediating effect of settlement patterns on start-
up activity has two elements. Firstly, there can be
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country differences in the overall level of population
density, i.e., the level of urbanization.1 The overall level
of urbanization is relevant as there is evidence that the
effect of urbanization is not infinitely positive, and there
are downsides to very high levels of urbanization
(Bosma et al. 2008; Meijers et al. 2016). Frenken and
Boschma (2007) suggest that a Bceiling^will be reached
when the positive feedback processes are offset by
negative feedback processes. In a scenario like this, a
large city in a densely populated country can have lower
start-up rates than surrounding regions, as these sur-
rounding regions have a large enough population base
to support positive urbanization economies without the
negative effects of very high levels of urbanization
found in the city. Indeed, for the Netherlands, it appears
that urbanization disadvantages combined with in-
creased possibilities for people to fulfill residential pref-
erences outside cities, while retaining access to the
urban centers, stimulates start-up activity in less-
urbanized regions (Van Stel and Suddle 2008;
Delfmann et al. 2014). A more technical way of seeing
this is that the empirical relationship between start-up
rates and urbanization can depend on the position in the
overall distribution of urbanization and start-ups.

Secondly, access to cities can be an explaining factor
of start-up patterns (Lavesson 2017). The concept of
Bborrowed size^ (Alonso 1973) provides a useful ex-
planation here. Originally applied to the situation where
smaller cities borrow some of the urbanization benefits
of their larger neighbors, it can be applied to rural-urban
relationships as well. Access to the functions and net-
works of large cities can lead to higher average urban-
ization benefits in nearby areas, even though these func-
tions are not present locally (Camagni et al. 2015;
Meijers and Burger 2015; Meijers et al. 2016). As an
illustration, Partridge et al. (2007) have shown that
employment growth in rural areas is higher if the rural
area is within daily commuting distance from an urban
center. The same pattern may hold for start-up activity,
and a rural region can experience relatively high start-up
rates if it is located close to a major city. Yet, a relatively
urbanized area in an otherwise distant peripheral region
with weak connections to other major urban centers may
have lower start-up rates than expected based on its
urbanization level. Although access to cities is likely

to be influenced by the overall level of density, it is also
related to the urban settlement structure: some countries
have one major urban area with a few smaller cities,
while others have many cities of a similar size.

As of yet, there is no study known to us that explicitly
considers the mediating role of national settlement pat-
terns on the patterns of new firm formation. Given the
ambiguous outcomes of different national studies, it is
interesting to assess to what extent these differences can
be explained by differences in settlement patterns.
Therefore, the main goal of this study is to determine
to what extent the relationship between urbanization and
start-up activity differs depending on the settlement
patterns present. The study considers the Netherlands,
Sweden, and Belgium as these three countries offer
distinct geographies and settlement structures in which
potential differences should become visible. The OECD
(2008) sees Belgium and the Netherlands as special
cases in Europe with high urbanization rates and very
dense population structures. Rural regions are always
relatively close to urban regions in geographical terms.
Sweden is a clear opposite in this respect. At the same
time, the countries are relatively similar in their institu-
tional environments (Koopmans 2010; Balcerzak and
Pietrzak 2017).

2 Theoretical framework

2.1 Entrepreneurship as an urban event

Although the empirical evidence on the role of urbani-
zation in start-up patterns is ambiguous, theory expects a
positive effect of urbanization on start-up activity
(Wagner and Sternberg 2004; Bosma et al. 2008;
Baptista and Mendonça 2010). Densely populated re-
gions offer agglomeration advantages that increase the
expected mean returns to entrepreneurship. These ur-
banization economies increase the opportunities for new
firm formation by offering a large and differentiated
consumer market and providing easy access to special-
ized inputs and services and qualified labor (Stam 2009;
Delfmann et al. 2014; Bosma and Sternberg 2014;
Audretsch et al. 2015). Furthermore, new firm forma-
tion is an innovative process (Kirchhoff et al. 2007;
Baptista et al. 2008), and much of the knowledge rele-
vant in innovation processes is tacit and requires face-to-
face contacts, facilitated by urban areas (Andersson and
Karlsson 2004, 2007; Shearmur 2011). In addition,

1 Population density is often used as a proxy for urbanization (see, for
example, Verheul et al. 2002; Delfmann et al. 2014; Freire-Gibb and
Nielsen 2014; Audretsch et al. 2015).
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cities offer more opportunities for serendipitous meet-
ings, increasing the likelihood of new collaborations
(Stam 2009). Also, the diverse industry mix in large
cities increases the prospects for recombination of ideas
across different industries (Frenken and Boschma
2007). Assuming that more opportunities for recombi-
nation are reflected in higher start-up rates, this would
contribute to a positive relationship between urbaniza-
tion and new firm formation. In addition, the risk of
starting a new firm in a large city is considered relatively
low as cities provide rich employment opportunities that
can function as a safeguard in case the new firm fails
(Stam 2009). Finally, skilled and entrepreneurial indi-
viduals tend to live in urban areas (Glaeser et al. 2010;
Duranton 2014; Westlund et al. 2014).

All the above stimulates start-up activity in cities as it
makes entrepreneurship a more attractive choice for
locals while also attracting outsiders. Most people start
their business close to where they live or have worked
(Michelacci and Silva 2007; Dahl and Sorenson 2012;
Sternberg 2011), and non-home location choices are
strongly driven by urbanization economies (Figueiredo
et al. 2002). There is a downside to high levels of
urbanization as well. Competition for labor is steep,
and wages are relatively high as well as land prices
and rents. Particularly for new, small firms that do not
yet know their competitive power high upfront costs can
deter new firm formation in urban areas (Bosma et al.
2008; Meijers et al. 2016). Reflecting the negatives of
agglomeration, Frenken and Boschma (2007) argue that
the relationship between urbanization and innovation is
not endlessly positive: a Bceiling^ will be reached when
the positive feedback processes are offset by negative
feedback processes. Negative effects of too high levels
of urbanization can also run through the housing
market. Congestion and high property prices may
deter entrepreneurs from choosing the urban centers
as their place of residence, driving them to surround-
ing regions. It is therefore important to take into
consideration the wider spatial context: a large city
in a densely populated country can have lower start-
up rates than surrounding regions, as these surround-
ing regions have a large enough population base to
support positive urbanization economies without the
negative effects of very high levels of urbanization
found in the city. This appears to be the case in the
Netherlands, where intermediate regions are gaining
entrepreneurs over the most urbanized regions (Van
Stel and Suddle 2008; Delfmann et al. 2014).

2.2 Borrowed size

The location of a region with respect to (other) key
concentrations of population can also be an important
mediating effect in the relationship between urbaniza-
tion and start-up rates. For instance, Shearmur (2011)
argues that local variations in the propensity to innovate
may be attributable to a region’s accessibility to concen-
trations of activity rather than to local factor endow-
ments. Regions may not be more entrepreneurial be-
cause of local characteristics, but because of their better
access to major urban centers (Shearmur 2011). Simi-
larly, Andersson and Karlsson (2004) argue that region-
al innovativeness importantly depends on how easily
knowledge is exchanged within the region and on the
speed at which new knowledge from other regions is
introduced. Though a sparsely populated rural region
may have limited ability to exchange knowledge within
the region, it can still be relatively conducive for start-up
activity if it has a good accessibility to other—urban—
regions. A high accessibility adds routines for recombi-
nation to a region, resulting in opportunities for innova-
tion. A sparsely populated area located near a major
urbanized area can therefore experience relatively high
start-up rates, while a city located in a peripheral region
and with bad connections to other cities can have rela-
tively low start-up rates.

The concept of Bborrowed size^ was originally de-
veloped by Alonso (1973), in the context of smaller
cities borrowing urbanization benefits of their larger
neighbors (Meijers and Burger 2015; Meijers et al.
2016). Similarly, rural areas can benefit from nearby
urban areas.2 Getting access to the functions and net-
works of large cities can lead to higher average urban-
ization benefits in nearby areas, even though these func-
tions are not present locally (Camagni et al. 2015).
Meijers and Burger (2015) term this Bborrowed
performance.^ The distance of a given area from an
urban center determines the relative access to these
urbanization benefits (Partridge et al. 2007). Rural areas
within daily commuting distance can benefit from urban
proximity when urban growth spreads to the hinterlands
(Partridge et al. 2007). For example, urban growth can
spill over to the surrounding regions when firms relocate

2 This can however be reduced to a simple empirical issue as borrowed
size actually results from the mismatch between administrative spatial
units and functional regions. Hence, urbanization economies may well
reach beyond the geographical borders of an administrative spatial unit
(Anselin et al. 2000).
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to rural areas to take advantage of lower land and labor
costs. Also, a growing urban population represents an
expanding market for firms located in the exurban fringe
(Partridge et al. 2007). Positive effects of good accessi-
bility to urban areas are, however, not a given. Small
cities and rural areas can also face spatial competition
effects from proximity to a large urban center (Meijers
et al. 2016). Urbanization benefits raise the efficiency of
firms located in the urban center, making it harder for
firms in surrounding areas to compete (Verheul et al.
2002). Indeed, New Economic Geography predicts a
shadow effect meaning that competition effects limit
the growth of areas near large cities (Burger et al. 2015).

In the end, the net effect of access to other—urban—
places is an empirical issue that depends on whether the
competition shadow is offset by positive urban spill-
overs (Partridge et al. 2009). The positive effects of
borrowed size depend on access to resources for pro-
duction and potential demand. Particularly, access to
knowledge and employees is importantly mediated by
distance and its positive effects attenuate rapidly with
distance. The competition shadow primarily concerns
market competition and access to products attenuates
much less rapidly with distance. Therefore, we hypoth-
esize that, all else equal, positive effects from urban
centers spread to the areas closest to an urban center,
while negative effects prevail beyond the maximum
daily commuting distance. Yet, there can also be a
Bdistance-protection^ effect as there may be a point at
which greater distance insulates the sparsely populated
area from urban competition (Polèse and Shearmur
2004). For example, a basic retail store may be better
able to support a remote community beyond a certain
distance from an urban center (Delfmann et al. 2014).

Thus, the location of a region relative to other popu-
lation concentrations is likely to have an important
mediating impact on the general relationship between
urbanization and start-up intensity. Moreover, it is likely
that the general level of urbanization and overall settle-
ment pattern in a country further impact this relation-
ship. In sparsely populated countries with a small num-
ber of cities, there are many areas that are located too far
away from any urban center to benefit from urban
spillovers; while in highly urbanized countries, most
areas are affected by some urban center (Partridge
et al. 2007). In highly urbanized countries, entrepreneurs
may therefore be more likely to start a business in more
rural areas, as urbanization economies are often within
close reach. Also, in a very densely populated country,

the urban center may not be the most attractive place to
start a new firm due to agglomeration disadvantages.
Furthermore, in small countries, the national market can
be reached relatively easily from each location.

3 Empirical strategy

The empirical analysis aims at identifying the influence
of the geography of settlements of a country, in terms of
access to cities and the level of urbanization, on the
spatial patterns of start-up intensity.

To ensure a variation in the settlement patterns, the
analyses focus on three European countries: Belgium,
the Netherlands, and Sweden. These countries are inter-
esting cases as they are quite similar in terms of institu-
tions and culture3 (Koopmans 2010; Balcerzak and
Pietrzak 2017), but they represent distinct national set-
tlement patterns: the Netherlands and Belgium are
among the most urbanized and densely populated coun-
tries of the OECD, while Sweden is a clear opposite.
Performing the analysis for the three countries enables
us to assess whether access to cities has a Bgeneric^
mediating effect or that it differs dependent on the
geography of settlements in these countries.

The spatial patterns in start-up intensity are captured
by the rate of new firm formation, which is the depen-
dent variable in all analyses. The start-up rates are
calculated using the labor market approach, and the
potential municipal workforce is the denominator for
standardizing the number of new firm formations
(Audretsch and Fritsch 1994). To avoid yearly outliers,
the mean start-up rates from 2008 to 2013 are used. The
spatial unit of analysis is the municipality. This low level
of aggregation is appropriate as new firm formation is a
local phenomenon (Sternberg 2011; Audretsch et al.
2015). Indeed, most entrepreneurs start their business
close to where they live (Figueiredo et al. 2002;
Michelacci and Silva 2007; Stam 2009; Dahl and
Sorenson 2012), and a sizeable share of all start-ups
operate from home (Mason et al. 2011). Hence, it is
plausible to assume that entrepreneurs are mostly influ-
enced by local conditions. The analyses include all
municipalities based on 2013 administrative divisions.

3 As it could be argued that Belgium is a special case due to institu-
tional differences between Flanders and Wallonia, we also include a
robustness check where we exclude Wallonia from the analyses.
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We adopt two regression models that are estimated
with a maximum likelihood estimation (MLE). MLE
provides a good alternative to estimation by ordinary
least squares (OLS) which causes standard errors to be
inconsistent for models including spatially lagged ex-
planatory variables (Gibbons and Overman 2012). Al-
ternatively, an instrumental variable (IV) approach
could have been appropriate; however, the efficiency
of these estimates depends crucially on the choice of
the instruments (Anselin and Bera 1998). Hence, as the
assumption of normality is met by the data, maximum
likelihood is a logical choice. The first model relates
start-up rates to the level of urbanization without con-
trolling for settlement patterns and access to urban areas.
The second adds controls for the settlement patterns. By
analyzing the differences in the two models, it is possi-
ble to distill the mediating effect of the settlement pat-
terns on the relationship between urbanization and start-
up activity.

3.1 Measuring the mediating effects of settlement
patterns

The level of urbanization is the main explanatory vari-
able of interest. Population density is used as a proxy for
urbanization (see also Verheul et al. 2002; Delfmann
et al. 2014; Freire-Gibb and Nielsen 2014; Audretsch
et al. 2015). Freire-Gibb and Nielsen (2014) argue that
Bdensity is one of the key factors in the suitability of
urban areas for entrepreneurship^ (p. 141). However, as
it is expected that the effect of urbanization on start-up
activity is mediated by a country’s level of urbanization
and settlement patterns, we control for this in two ways.

First, we include a spatially lagged variable measur-
ing the average level of urbanization—as measured by
population density—in the surrounding municipalities.
This variable is included to control for the regional
context. If an urban municipality is located in a densely
populated region, this may negatively impact the effect
of a municipality’s own level of urbanization on start-up
activity, as the region and city is closer to the Bdensity
threshold^ (Frenken and Boschma 2007). Cities in the
Netherlands and Belgium may be particularly sensitive
to this. Sparsely populated municipalities, in contrast,
can benefit from being surrounded by more densely
populated municipalities in the sense that they can
Bborrow^ urbanization economies from their neighbors.
This is likely to be the case in Sweden. The spatially
lagged variable of density is calculated using a row-

standardized spatial weights matrix based on inverse
distances with a cut-off point at 50 km. Hence, it is
assumed that closer neighbors have a stronger influence
on a municipality and that there is no remaining impact
after 50 km. This value is based on commuting distances
in the Netherlands, Belgium, and Sweden, as most en-
trepreneurs start a new firm close to where they work or
live (Figueiredo et al. 2002; Michelacci and Silva 2007;
Dahl and Sorenson 2012). The value of 50 km ensures
that 90% of all commuting travels are included (Sandow
2008; Verhetsel et al. 2009; Statistics Netherlands
2016). Since international borders still greatly reduce
the intensity of spatial interactions (Pumain 2006), only
neighboring municipalities in the same country are con-
sidered as neighbors.

Next, to assess the impact of proximity and location
in the urban system on the relationship between urban-
ization and start-up rates, the distance of a municipality
to the nearest urban municipality, as well as to succes-
sively higher-tiered urban centers, is included in the
analysis. First, we measure distance from the geograph-
ical centroid of the municipality to the centroid of the
nearest urban municipality. If a municipality is located
close to a major urban center, it may benefit from urban
spillovers as well as Bborrowed size^ effects (Partridge
et al. 2008; Meijers and Burger 2015). If a municipality
is classified as urban, the distance to the nearest urban
municipality is zero for this municipality. Following
Partridge et al. (2008), it can be expected that there is
an incremental distance penalty for access to more pop-
ulous higher-level urban areas. Specifically, remoteness
from a larger city would carry an added penalty, but this
penalty is only incrementally greater than the already
existing distance penalty. Hence, the second distance
variable represents the incremental distance to the
nearest urbanmunicipality of at least 50,000 inhabitants.
This is the distance to the nearest urban municipality of
at least 50,000 inhabitants minus the distance to the
nearest urban municipality. If the nearest urban munic-
ipality has 50,000 or more inhabitants, this variable
takes a value of zero. The third and fourth distance
variables represent the incremental distances to an urban
municipality of at least 100,000 and 250,000 inhabi-
tants, respectively. To assess a possible Bdistance-
protection^ effect, the distances are also squared in the
analyses.

Municipalities are defined as urban using the classi-
fication of Eurostat. A municipality is considered urban
if 50% or more of the population lives in a high-density
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cluster, which are defined as contiguous grid cells of
1 km2 with a density of at least 1500 inhabitants per
square kilometer and a minimum population of 50,000
in total (Dijkstra and Poelman 2012).4 The cut-off points
for the four urban tiers follow the OECD-EC definition
(Dijkstra and Poelman 2012). The distances are calcu-
lated as Euclidean distances. Although there may be
measurement error bias when using straight-line dis-
tance rather than travel time, Apparicio et al. (2008)
show that Cartesian distances—i.e., Euclidean and
Manhattan distances—are strongly correlated with more
accurate travel time distances. Moreover, Partridge et al.
(2008) argue that such measurement error would bias
the distance regression coefficient toward zero, suggest-
ing that the actual effect of distance would be stronger
than reported. Also, with the relatively well-developed
road systems in the countries under consideration, the
measurement error is expected to be small.

4 Control variables

The control variables in the models account for alterna-
tive explanations for regional rates. We use the so-called
eclectic theory as our frame of reference (Verheul et al.
2002). This approach says that regional start-up rates
can be grouped into three broad categories: demand
factors, supply factors, and institutions (see also
Sternberg 2011). To avoid multicollinearity issues, we
focus on the main factors in each broad category.

The demand side entails the opportunities for entre-
preneurship created by the market demand for goods
and services (Verheul et al. 2002). A key element in this
is the industry structure, and we include the share of
services as a control variable. A high degree of services
is generally positively related to new firm formation due
to the lower average start-up costs (Delfmann et al.
2014). Regional unemployment is also an important
demand side variable though its impact is ambiguous,
and it also affects the supply side of entrepreneurship
(Verheul et al. 2002). A high unemployment rate may
indicate a weak economy and therefore limited oppor-
tunities for entrepreneurship on the demand side. How-
ever, if unemployment is high, more persons may be

driven into self-employment as job opportunities are
scarce, raising the supply of entrepreneurs.

The supply side is further influenced by the char-
acteristics of the population, i.e., the demographic
composition (Verheul et al. 2002). One important
demographic determinant for the regional level of
new firm formation is the age distribution in a region.
Cowling (2000) finds that in most European coun-
tries, entrepreneurs are between 41 to 45 years. In the
Netherlands, entrepreneurs are slightly younger in
average (36–40 years); while in Sweden, they are
older (> 45 years). To capture this variation, the 35–
50 age group is used as a reference category. Follow-
ing Wagner and Sternberg (2004), we expect an
inverted BU^-shape relation between age and the rate
of new firm formation. Age is a proxy for personal
wealth as older persons have had more time to accu-
mulate wealth, which enables them to invest from
their own resources. Also, young families with chil-
dren may be reluctant to take on the risk of starting a
new firm (Delfmann et al. 2014). This suggests a
positive relationship between average age and start-
up intensity. The positive effect may be offset by a
negative effect with age as the career time to earn
back sunk costs involved in starting a new business is
relatively short for older ages. In addition to age, we
control for the education level of the population and
share of immigrants as both are found to be positively
related to new firm formation (Armington and Acs
2002; Acs and Szerb 2007). Higher educated people
generally have better resources to start a firm, and
immigrants are on average less risk-averse, making
them more inclined to start a business (Delfmann
et al. 2014).

The institutional environment influences entrepre-
neurship mainly through the supply side as it influ-
ences individual attitudes toward entrepreneurship
(Verheul et al. 2002). Most official institutions, such
as bankruptcy laws and property rights, are similar in
the three countries (Koopmans 2010; Balcerzak and
Pietrzak 2017). We therefore focus on the Bsoft^ side
of the institutional environment—the entrepreneurial
culture. These Bsoft^ institutions are difficult to mea-
sure in practice (Aidis et al. 2012; Andersson and
Koster 2011). Following Delfmann et al. (2014), we
use the share of the public sector in a region as a
proxy for entrepreneurial culture. A large govern-
mental sector is assumed to negatively impact new
firm formation (Nyström 2008; Aidis et al. 2012).

4 A high-density cluster can be spread over more than one municipal-
ity, so it can occur that a municipality is considered as urban even
though it has less than 50,000 people living within its administrative
borders.
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5 Data

The three national statistics offices offer the data for
the explanatory variables. For Belgium, the national
statistics office also provides the data on the depen-
dent variable new firm formations. For the Nether-
lands, start-up data is provided by the Chambers of
Commerce that handles the registration of firm units.
In Sweden, start-up data is provided by the Swedish
Agency for Growth Policy Analysis. Although the
data on start-ups come from different sources, the
availability of general guidelines provided by
Eurostat contributes to a harmonized and synchro-
nized data collection in the European Union
(Audretsch et al. 2015), ensuring relatively good
comparability between different national data
sources. Also, we study within country regional
differences in start-up intensities and there is no
prior indication that there is an important regional
bias in the collection method across the countries.
Relocations are excluded, but there is no distinction
possible between new establishments of existing
firms and genuinely new firms. Although motiva-
tions might be different for new subsidiaries or
genuinely new firms (Van Oort and Stam 2009;
Koster 2007), it is likely that both types of new firm
formations are influenced by urbanization and urban
proximity as these areas provide the largest consum-
er markets (Stam 2009; Bosma and Sternberg 2014;
Audretsch et al. 2015). Also, Andersson et al.
(2016) show that the composition of start-ups in
terms of motivation for starting the firm—necessity
vs. opportunity—does not vary markedly along the
urban-rural hierarchy.

6 Descriptive analysis

Table 1 provides summary statistics for the variables
used. The statistics regarding start-up rates, popula-
t i on dens i t y, and the Bd i s t ance to u rban
municipalities^ are particularly relevant. The de-
scriptive statistics illustrate the ambiguous relation-
ship between density and start-ups. The Netherlands
is the most densely populated country, and it has the
highest average start-up rate. Belgium, however,
despite its higher density, has a lower average
start-up rate than Sweden. Demographic and eco-
nomic differences may explain part of this, though

the descriptive statistics show no clear differences.
Hence, the Swedish population may be simply more
entrepreneurial. Results from the Global Entrepre-
neurship Monitor (Kelley et al. 2016) also point to
this, and perceived opportunities and capabilities of
entrepreneurs are higher in Sweden than in Belgium
while the fear of failure is lower.

In terms of access to urban centers, the Netherlands
and Belgium are quite similar with Sweden being the
clear outlier. In Sweden, the average distance from a
municipality to the nearest urban municipality is much
greater than in Belgium and the Netherlands. In fact, on
average, the distance to the nearest urban municipality
of any size is larger than the distance to the largest urban
municipalities in the Netherlands or Belgium. There are
also fewer small cities in Sweden, as indicated by the
low values for the average incremental distance to the
nearest urban municipality of at least 50,000 or 100,000
inhabitants. Although these average incremental dis-
tances are also low in the Netherlands and Belgium, this
is caused by the fact that urban municipalities are locat-
ed quite close to each other reflecting the high level of
urbanization and the small sizes of the countries
(OECD, 2008).

Figure 1 shows start-up rates by degree of urbaniza-
tion for the municipalities in the three countries. Given
the differences in geography between the north and the
south of Sweden, they are indicated separately. As ex-
pected, the correlation between urbanization and start-
up rates is positive (0.31). There are, however, interest-
ing differences between the countries. For Sweden, the
correlation is 0.44, which is the highest of the three
countries. This correlation is even higher when only
the south of Sweden is considered (0.60). For the Neth-
erlands and Belgium, the correlation is much weaker,
0.26 and 0.11, respectively. The flatter distributions of
these countries imply that there are relatively good
opportunities for start-up activity in the whole country.
It suggests that the settlement patterns shape the relation
between urbanization and start-up patterns. Sweden and
the Netherlands appear to occupy different positions in
the same distribution, while Belgium has an on average
much lower start-up rate given its regional density
levels.

The bivariate positive relationship between den-
sity and start-up contrasts earlier findings for the
Netherlands that indicated a negative effect (Van
Stel and Suddle 2008; Delfmann et al. 2014). Clear-
ly, the bivariate analysis needs to be extended to
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Fig. 1 Start-up rates by degree of
urbanization (as measured by
population density)

Table 1 Descriptive statistics

Variable Mean (SD)
Total (n = 1287) NL (n = 408) BE (n = 589) SE (n = 290)

New firm formation—dependent variable

Start-up rate; calculated using the labor market
approach, average 2008–13

10.34 (2.84) 12.90 (2.78) 8.99 (1.76) 9.47 (2.21)

Explanatory variables

Population density (ln), average 2008–13 5.32 (1.66) 6.14 (1.04) 5.73 (1.16) 3.34 (1.66)

Distance (km) to the nearest urban municipality 33.64 (52.76) 10.43 (9.53) 22.27 (19.75) 89.38 (85.57)

Incremental distance (km) to the nearest urban
municipality > 50,000

1.24 (3.47) 1.99 (5.25) 1.26 (2.40) 0.12 (0.90)

Incremental distance (km) to the nearest urban
municipality > 100,000

5.23 (9.23) 7.03 (10.55) 6.01 (9.52) 1.12 (3.89)

Incremental distance (km) to the nearest urban
municipality > 250,000

62.95 (78.97) 45.34 (42.48) 53.61 (33.96) 106.67 (142.57)

Control variables

Service; share of the service sector in total
employment, average 2008–13

42.49 (10.95) 47.59 (9.33) 43.99 (9.81) 32.24 (8.24)

Unemployment; unemployed as % of the
labor market population, average 2008–13

6.93 (4.32) 4.55 (0.78) 9.22 (5.41) 5.62 (1.53)

Age; as % of total population, average 2008–13 < 15 17.19 (2.11) 17.92 (2.06) 17.14 (1.89) 16.23 (2.20)

15–25 12.00 (1.25) 11.48 (1.51) 12.11 (0.99) 12.55 (1.00)

25–35 10.81 (2.13) 10.17 (2.09) 11.75 (1.74) 9.80 (2.12)

35–50 21.48 (1.75) 22.36 (1.25) 21.80 (1.22) 19.61 (1.90)

50–65 20.46 (1.95) 21.31 (2.00) 19.95 (1.72) 20.28 (1.89)

65+ 18.06 (3.48) 16.76 (2.76) 17.26 (2.56) 21.52 (3.74)

Immigrant; as % of the population aged 15–65, average
2008–13 (due to data availability BE: 2012)

16.94 (11.97) 14.13 (8.29) 18.85 (14.87) 16.99 (8.52)

Higher educated; as % of the population aged 15–75, average
2008–13 (Due to data availability BE: 2011)

26.41 (7.43) 23.87 (5.91) 28.31 (7.33) 26.12 (8.39)

Public; share of the public sector in total employment, average 2008–13 31.01 (10.07) 30.63 (10.74) 29.03 (10.86) 35.55 (4.43)
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include possible confounding factors and selective
sorting into urban areas. This may also account for
the relative low start-up levels in Belgium. The
figure also hints at the role of access to urban
centers as mediating factors in explaining start-up
rates. Particularly in the Netherlands, there are some
clear outliers: some more intermediate municipali-
ties have higher start-up rates than the most urban-
ized municipalities possibly resulting from easy ac-
cess to larger urban areas. Such outliers are less
clear in Sweden; although in the north of Sweden,
there are some very sparsely populated municipali-
ties that have relatively high start-up rates. This
could suggest a positive Bsplendid isolation^ effect
as the regions are shielded from outside competition.
Alternatively, there may be a measurement bias as
municipalities in the north of Sweden are large in
area, which cause them to have very low population
densities, whereas the population lives concentrated
in one part of the municipality. The effect of density
may thus be understated. To account for this, we
will perform an alternative version of the subsequent
regression analyses in which the north of Sweden
has been excluded (Section 8, Appendix IV).

7 Regression analyses

Table 2 presents two models of start-up rates as a
function of a series of explanatory variables for the
three countries: the first model does not control for
geography while the second model includes the spa-
tially lagged urbanization variable and the distance
to urban centers. This section first discusses the
estimation results in general (model 1) and the dif-
ferences between the countries before turning to the
relative geography variables and how their inclusion
influences the results (model 2).

The results of the first model indicate that in the
Netherlands and Belgium, there is a negative effect
of urbanization on start-up activity after controlling
for other regional characteristics such as income and
the share of higher educated people. The positive
effect found in the bivariate analysis (Fig. 1) seems
to be caused by selective sorting into cities and the
economic characteristics of the cities as represented
in the control variables. In the Swedish case, the
effect of urbanization on start-up activity is not
significant after controlling for additional municipal

characteristics. This can be explained by the idea
that particularly in Sweden, the geography influ-
ences the potential of spillovers. Compared to the
most urbanized municipalities, start-up rates may be
higher in more sparsely populated municipalities
relatively close to the urban centers due to specific
local characteristics in combination with positive
urban spillovers. At the same time, sparsely popu-
lated municipalities located at a large distance from
any urban center are likely to have lower start-up
rates than the most urbanized municipalities. In the
Netherlands and Belgium, these contradictory forces
are likely to be much weaker, as most municipalities
are located close to an urban center. After control-
ling for access to urban centers (model 2), the effect
of own urbanization on start-up intensity should
converge between the three countries.

The results for the control variables are mostly in
line with previous findings. Only the inverted BU^-
shaped relationship of age, as hypothesized by Wag-
ner and Sternberg (2004), is not supported by our
results. Moreover, the effect of age structure on start-
up dynamics differs across the countries. In the Neth-
erlands, regions with relatively large shares of the
population outside the labor force (younger than 15
and older than 65) have relatively higher start-up
intensities. This suggests that differences in demand
structure may be driving this result rather than the
supply of business owners. Alternatively, young fam-
ilies with children may be more inclined to start a
business to benefit from the flexibility it offers
(Delfmann et al. 2014). In Belgium, the effect of
the share of 15–25- and 25–35-year-olds is signifi-
cantly positive, implying that with respect to the
share of 35–50-year-olds, municipalities with a youn-
ger population are more conducive for start-up activ-
ity. Moreover, whereas the effect of the share of 50–
65-year-olds is significantly negative—though only
weakly so—the effect of the share of the population
aged over 65 is again significantly positive. In Swe-
den, and in line with Petterson et al. (2010), there is a
positive effect of the 50–65-year-olds on start-up
activity, as compared with the reference category.
For the older ages, entrepreneurship can offer a form
of partial retirement, as self-employment offers great-
er flexibility to accommodate tastes for leisure
(Quinn 1980). Moreover, the increasing importance
of Internet-based service firms operating from home,
with relatively little start-up costs, allows one to earn
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Table 2 Regression results: maximum likelihood estimation for the Netherlands (NL), Belgium (BE), and Sweden (SE)

Dependent variable: start-up rate NL BE SE

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

Population density (ln) − 0.386*** − 0.503*** − 0.211*** − 0.514*** − 0.0499 − 0.593***
(0.146) (0.162) (0.0679) (0.109) (0.0880) (0.109)

Spatial lag population density − 0.00221*** 0.000167 0.00141***

(0.000453) (0.000117) (0.000446)

Dist to nearest UC − 0.0683*** − 0.000344 − 0.00802***
(0.0211) (0.00768) (0.00164)

Square of dist to nearest UC 0.00174* − 0.000377*** 3.90e-05***

(0.000927) (0.000109) (7.31e-06)

Inc Dist to UC > 50,000 − 0.178*** 0.00520 0.266

(0.0390) (0.0622) (0.265)

Square of Inc Dist to UC > 50,000 0.00198* 0.0189 − 0.0214
(0.00110) (0.0131) (0.0306)

Inc Dist to UC > 100,000 − 0.0630*** − 0.0127 0.00401

(0.0167) (0.0117) (0.0684)

Square of Inc Dist to UC > 100,000 0.000844 − 0.000647 0.000617

(0.000587) (0.000560) (0.00343)

Inc Dist to UC > 250,000 − 0.0379*** − 0.00855*** − 0.0111***
(0.00534) (0.00307) (0.00133)

Square of Inc Dist to UC > 250,000 0.000124* − 0.000107* 1.57e-05***

(6.45e-05) (5.78e-05) (3.54e-06)

Age < 15 0.348** 0.265** − 0.297*** − 0.125 0.0925 0.170

(0.140) (0.130) (0.0949) (0.0905) (0.166) (0.140)

Age 15–25 − 0.0942 − 0.0847 0.252*** 0.374*** − 0.120 0.0131

(0.114) (0.106) (0.0784) (0.0785) (0.137) (0.121)

Age 25–35 − 0.0440 − 0.0110 0.277*** 0.412*** − 0.0450 0.184*

(0.137) (0.131) (0.0850) (0.0800) (0.119) (0.102)

Age 35–50 Reference Reference Reference Reference Reference Reference

Age 50–65 − 0.201 − 0.129 − 0.153* − 0.110 0.439*** 0.458***

(0.151) (0.139) (0.0901) (0.0856) (0.130) (0.108)

Age 65+ 0.152* 0.268*** 0.121** 0.273*** 0.0439 0.201**

(0.0916) (0.0859) (0.0580) (0.0572) (0.102) (0.0869)

Higher educated 0.200*** 0.153*** 0.131*** 0.132*** 0.0861*** 0.111***

(0.0219) (0.0216) (0.0103) (0.0107) (0.0215) (0.0190)

Immigrant 0.0968*** 0.0975*** − 0.000650 0.000304 − 0.00335 − 0.0289**
(0.0219) (0.0206) (0.00385) (0.00362) (0.0141) (0.0127)

Unemployment 0.0978 0.131 0.0158 0.0350* − 0.174*** − 0.0321
(0.126) (0.116) (0.0172) (0.0185) (0.0660) (0.0554)

Service 0.0884*** 0.0770*** 0.00952 0.00444 0.203*** 0.156***

(0.0173) (0.0159) (0.00785) (0.00753) (0.0177) (0.0157)

Public 0.0128 0.0120 − 0.0473*** − 0.0414*** − 0.0407 − 0.0102
(0.0154) (0.0143) (0.00687) (0.00645) (0.0257) (0.0214)

Constant − 1.227 − 0.774 5.835 − 3.760 − 6.255 − 16.67**
(8.831) (8.138) (5.411) (5.135) (9.063) (7.642)

Log likelihood − 849.4091 − 808.6055 − 1022.125 − 973.9487 − 485.6899 − 422.6284
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back investment costs sooner (Colombo and
Delmastro 2001), making starting a new firm a fea-
sible career option for older people.

In the second model in Table 2, we enter the relative
location of municipalities by including the distance to
cities and the lagged urbanization variable. Importantly,
the effect of population density—i.e., the level of urban-
ization—is now significant and negative for all coun-
tries and the effects of urbanization are of similar
strength. This convergence is consistent with the idea
that differences in settlement patterns mediate the effect
of urbanization on start-up rates. As such, it provides a
likely explanation for ambivalent results in earlier stud-
ies that did not explicitly address the relative geography
in which cities are located (see, for example, Fritsch and
Falck 2007; Bosma et al. 2008; Pettersson et al. 2010;
Delfmann et al. 2014; Audretsch et al. 2015). It also
suggests that, after controlling for regional characteris-
tics and relative location, the three countries though at
different levels are part of the same linear relationship
between density and start-up patterns.

The effects of interaction between cities and sur-
rounding regions differ across the three countries. In
the Netherlands, the direct effect of the level of
urbanization of the neighboring municipalities on
start-up activity is negative, suggesting competition
effects. Given the overall higher density in the Neth-
erlands, the benefits of urban spillover stemming
from density is relatively low and municipalities
are more substitutes than complements. In Belgium
however, which has a similar level of population
density, there is no significant direct effect of the
level of urbanization of neighboring municipalities
on start-up activity. This might be explained by
differences between Flanders and Wallonia: Flanders
is similar to the Netherlands in terms of its urbani-
zation level, and it is likely that competition effects

are also important here; whereas in the less-
urbanized Wallonia, regions can be more comple-
mentary. These two opposing forces cancel each
other out if Belgium is considered as a whole. To
correct for this, we have performed a robustness
check in which Wallonia has been excluded, which
will be discussed below (Section 8, Appendix III).
In Sweden, a municipality is more conducive for
start-up activity if positioned in a more densely
populated wider region. Swedish start-ups are rela-
tively often located in more urbanized regions,
though not in the urban centers.

Distance to urban centers has a negative effect on
start-up rates. Furthermore, there is an additional penalty
for being removed from larger cities. A municipality
does not have to be very densely populated itself to be
conducive for start-up activity. Indeed, after controlling
for other factors, the effect is negative. Being close to an
urban center, preferably a larger one, is beneficial for
start-up rates. The squared distance variables are gener-
ally positive, implying that there is a point where greater
distance from an urban center insulates the municipality
from urban competition—i.e., the Bdistance-protection^
effect as noted by Polèse and Shearmur (2004).

Belgium is an outlier, and only the squared dis-
tance from the nearest urban center contributes to the
explanation of municipal start-up rates. Only munic-
ipalities located very far from an urban center are less
conducive for start-up activity. The insignificant ef-
fects of increasing distance from cities of other sizes
can be explained by the fact that the small size of
Belgium in combination with its high level of urban-
ization ensures that rural areas may never experience
backwash from any urban center before they encoun-
ter positive urban spillovers from another (Partridge
et al. 2007). However, for the Netherlands, also a
small and highly urbanized country, all urban tiers

Table 2 (continued)

Dependent variable: start-up rate NL BE SE

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

AIC 1724.818 1661.211 2070.25 1991.897 997.3799 889.2568

Wald Chi2 390.33*** 567.87*** 376.65*** 548.27*** 558.51*** 1020.79***

Observations 405 405 589 589 290 290

Standard errors in parentheses

***p < 0.01; **p < 0.05; *p < 0.1
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have a significant effect. Differences in the percep-
tions of population can provide a tentative explana-
tion for this: Belgians may be willing to travel further
for work than Dutch people. In that case, urban
spillovers also extend over a larger distance. The
on-average longer commuting distances in Belgium
compared to the Netherlands are in line with this
explanation (Verhetsel et al. 2009; Statistics
Netherlands 2016).

For Sweden, the distance to the nearest urban
center and the incremental distance to the largest
urban centers—i.e., those of 250,000 inhabitants or
more—have significantly negative effects on start-up
activity. This is likely caused by the fact that Sweden
hosts fewer smaller urban areas than the Netherlands
or Belgium. Often, the nearest urban center in Swe-
den has 50,000 or 100,000 inhabitants and therefore
there is no additional distance penalty. In addition, in
Sweden, there is also a Bdistance-protection^ effect
for the municipalities located very far from an urban
center. Interestingly, this Bdistance-protection^ effect
kicks in at a much larger distance in Sweden than in
the Netherlands. For example, in the Netherlands, the
squared term for distance to the nearest urban center
indicates that around the hypothetical distance of
40 km from an urban center the distance effect be-
comes positive; whereas for Sweden, this Bdistance-
protection^ effect only starts at about 200 km. Dif-
ferences in perceptions can again be the key here.
What is considered as a long trip in the Netherlands
may be less problematic in the Swedish context
(Delfmann and Koster 2013; Sandow 2008;
Statistics Netherlands 2016).

8 Robustness checks

We tested the robustness of the results in several ways.
As it can be argued that the cut-off point for the spatial
weights matrix used to calculate the spatially lagged
urbanization variable is to some extent arbitrary, we
reran the regression analyses using spatial lags based
on cut-off points of 30, 70, and 100 km. We also
performed analyses where we excluded the incremental
distances to cities of over 50,000 and over 100,000
inhabitants, as the relatively large number of cases with
a value of 0 for these variables could cause problems.

The results (Appendix I and II) hardly deviate from the
original model. The effect of access to other cities or
borrowed size thus seem robust to the exact cut-off
points used. Importantly, also the Bown^ density effect
on the start-up rate remains consistent across the three
countries.

Other possible concerns are institutional and geo-
graphical differences between Flanders and Wallonia
distorting the results for Belgium. Indeed, these institu-
tional differences may cause the significant negative
effect of the squared distance to the nearest urban center:
those municipalities relatively far from any urban center
are generally located in Wallonia, where start-up levels
are lower on average. Therefore, we reran the analyses
for Belgium excluding Wallonia (Appendix III). We
chose not to use a dummy indicating whether a munic-
ipality is Flemish or Walloon since we expect that the
institutional differences do not only cause a difference in
the level of the start-up rate but also in how certain
explanatory variables impact the dependent variable.
For example, as the urbanization level is much higher
in Flanders, the mediating impact of the distance to
urban municipalities may differ from that in Wallonia.
In Flanders, most municipalities are influenced by some
urban center, whereas this is not the case in Wallonia.
For Flemish municipalities, only increasing distance
from an urban center of at least 100,000 inhabitants
have a significant negative effect on start-up activity.
In addition, there seems to be a slight Bdistance-
protection^ effect from the largest urban centers, i.e.,
those of 250,000 inhabitants or more. Excluding Wallo-
nia also turns the spatially lagged urbanization variable
significantly negative, confirming our hypothesis that in
Flanders, parallel to the Netherlands, competition effects
between regions play a role. The larger size and lower
population level of municipalities in the north of Swe-
den could distort the results for Sweden, both by in-
creasing the volatility of the start-up rates and because
these municipalities have very low population densities
while most of the population concentrates in one rela-
tively densely populated part of the municipality. In
addition, the less dense road system in the north of
Sweden may cause problems as we use Euclidean dis-
tances to calculate the distance to urban centers. To
account for this, we excluded the north of Sweden and
reran the analyses (Appendix IV). The results remain
robust to this slightly different set-up of the model.
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9 Conclusion

The goal of this study was to determine whether the
relationship between urbanization and start-up activ-
ity differs between countries depending on the rela-
tive settlement patterns of these countries. Places do
not operate in a vacuum, and to understand the
effect of Bown^ density on start-up patterns, we need
to account for the urban spillovers or borrowed size
that they may experience from other places nearby.
This may account for the empirical ambiguity in the
relationship between urbanization and start-up inten-
sity. Also, the impact of other places on start-up
intensity is relevant in and of itself.

Without controlling for settlement patterns, ur-
banization has a significant negative effect on start-
up activity in the Netherlands and Belgium, whereas
the effect is insignificant for Sweden. After includ-
ing a spatially lagged urbanization variable and var-
iables measuring the distance to the urban centers,
the effect of urbanization on start-up rates becomes
significantly negative in all three countries. Also, it
is of the same magnitude. This suggests that empir-
ical effects of urbanization are indeed strongly im-
pacted by the wider geographical context. More
specifically for start-up research, it shows that
start-up rates may be higher in urban areas but that
this is associated with spatial sorting of people and
economic activities and not so much with the urban-
ization economies these areas offer. In fact, after
controlling for the supply of entrepreneurs, demand
for products and the institutional environment, the
benefits of start-up in a dense place (knowledge
spillovers, increased potential for new combinations)
seem to be outweighed by the additional costs
(rents, labor costs).

The effects of spatial spillover or borrowed size
are more diffuse across the countries, reflecting the
different geographies and overall levels of density.
In the Netherlands and Flanders, being surrounded
by densely populated neighbors has a negative effect
on local start-up activity; whereas in Sweden, the
direct effect is positive. Increasing distance from an
urban center has a consistent negative effect on
start-up rates, and there is an additional penalty for
distance from higher-tiered cities. This implies that a
municipality does not have to be very highly

urbanized itself to be conducive for start-up activity.
Access to urban centers, however, is crucial. Yet, at
a very large distance from an urban center, greater
distance can also protect rural areas as it insulates
firms from urban competition. Interestingly, the dis-
tance across which urban spillovers are felt differs
between the three countries. This is in line with
assumed differences in the perception of distance,
possibly following from the settlement patterns in
countries: People living in a more sparsely populat-
ed country such as Sweden are generally willing to
commute further than people living in a highly ur-
banized country such as Belgium or the Netherlands.

This study, however, did not directly address the
mechanisms through which the relative location of
places influences start-up patterns. The results must
thus be taken as stylized facts, and they can be
supplemented by studies that consider the mecha-
nisms more directly, for example, by assessing firm
location and the geographical markets in which it is
active. Also, it is plausible that different types of
start-up—service vs. manufacturing, new vs. new
branch, and opportunity vs. necessity—are impacted
differently by national settlement patterns (Lavesson
2017). And while this explorative study focused on
three illustrative countries, it would be interesting to
study a wider variety of national settlement patterns.

A rural or urban area in the north of Sweden is not
the same as a rural or urban area in the Netherlands or
Belgium, or even in the south of Sweden. Logical as
this may seem, this study is one of the first to explic-
itly study the impact of the geographical context on
start-up patterns. Accounting for the relative location
of places, we find that Bown^ density has a consis-
tently negative effect on start-up intensity, while the
access to other places has a generally positive effect
although this is more diffuse. It comes to show that
part of the entrepreneurship puzzle local policy
makers struggle with lies outside of their control.
The results imply that understanding the context in
which your city is located may be as important as
understanding the city itself. Urbanization economies
extend far beyond the borders of local administrative
units: the impact of major urban areas is felt over a
long distance, and rural areas or smaller cities nearby
major cities behave differently from those located in
more isolated areas.
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Appendix I

Table 3 Robustness check: 30-km cut-off

Dependent variable: start-up rate NL BE SE

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

Population density (ln) − 0.386*** − 0.516*** − 0.211*** − 0.531*** − 0.0499 − 0.621***
(0.146) (0.164) (0.0679) (0.109) (0.0880) (0.111)

Spatial lag population density − 0.00146*** 0.000167** 0.000594*

(0.000337) (7.78e-05) (0.000352)

Dist to nearest UC − 0.0609*** 0.000119 − 0.00847***
(0.0210) (0.00759) (0.00165)

Square of dist to nearest UC 0.00159* − 0.000389*** 3.93e-05***

(0.000929) (0.000109) (7.42e-06)

Inc Dist to UC > 50,000 − 0.165*** − 0.0126 0.452*

(0.0388) (0.0630) (0.260)

Square of Inc Dist to UC > 50,000 0.00211* 0.0216 − 0.0393
(0.00110) (0.0131) (0.0303)

Inc Dist to UC > 100,000 − 0.0609*** − 0.0134 0.0907

(0.0168) (0.0116) (0.0611)

Square of Inc Dist to UC > 100,000 0.00104* − 0.000600 − 0.00237
(0.000590) (0.000559) (0.00328)

Inc Dist to UC > 250,000 − 0.0309*** − 0.00880*** − 0.0114***
(0.00456) (0.00290) (0.00134)

Square of Inc Dist to UC > 250,000 8.27e-05 − 9.56e-05* 1.65e-05***

(6.21e-05) (5.81e-05) (3.57e-06)

Age < 15 0.348** 0.302** − 0.297*** − 0.134 0.0925 0.143

(0.140) (0.131) (0.0949) (0.0904) (0.166) (0.141)

Age 15–25 − 0.0942 − 0.0785 0.252*** 0.361*** − 0.120 − 0.0489
(0.114) (0.106) (0.0784) (0.0785) (0.137) (0.121)

Age 25–35 − 0.0440 0.0102 0.277*** 0.403*** − 0.0450 0.194*

(0.137) (0.132) (0.0850) (0.0799) (0.119) (0.103)

Age 35–50 Reference Reference Reference Reference Reference Reference

Age 50–65 − 0.201 − 0.114 − 0.153* − 0.110 0.439*** 0.446***

(0.151) (0.140) (0.0901) (0.0847) (0.130) (0.110)

Age 65+ 0.152* 0.275*** 0.121** 0.264*** 0.0439 0.182**

(0.0916) (0.0866) (0.0580) (0.0572) (0.102) (0.0876)

Higher educated 0.200*** 0.160*** 0.131*** 0.131*** 0.0861*** 0.115***

(0.0219) (0.0216) (0.0103) (0.0107) (0.0215) (0.0192)

Immigrant 0.0968*** 0.0967*** − 0.000650 0.000380 − 0.00335 − 0.0283**
(0.0219) (0.0207) (0.00385) (0.00361) (0.0141) (0.0128)

Unemployment 0.0978 0.144 0.0158 0.0358** − 0.174*** − 0.0226
(0.126) (0.116) (0.0172) (0.0182) (0.0660) (0.0560)

Service 0.0884*** 0.0781*** 0.00952 0.00343 0.203*** 0.158***

(0.0173) (0.0160) (0.00785) (0.00749) (0.0177) (0.0159)

Public 0.0128 0.0135 − 0.0473*** − 0.0416*** − 0.0407 − 0.0144
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Table 3 (continued)

Dependent variable: start-up rate NL BE SE

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

(0.0154) (0.0144) (0.00687) (0.00644) (0.0257) (0.0216)

Constant − 1.227 − 3.036 5.835 − 3.145 − 6.255 − 14.80*
(8.831) (8.174) (5.411) (5.125) (9.063) (7.713)

Log likelihood − 849.4091 − 810.9724 − 1022.125 − 972.6557 − 485.6899 − 426.1328
AIC 1724.818 1665.945 2070.25 1989.311 997.3799 896.2655

Wald Chi2 390.33*** 556.57*** 376.65*** 553.28*** 558.51*** 989.50***

Observations 405 405 589 589 290 290

Standard errors in parentheses

***p < 0.01; **p < 0.05; *p < 0.1

Table 4 Robustness check: 70-km cut-off

Dependent variable: start-up rate NL BE SE

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

Population density (ln) − 0.386*** − 0.541*** − 0.211*** − 0.509*** − 0.0499 − 0.580***
(0.146) (0.164) (0.0679) (0.108) (0.0880) (0.109)

Spatial lag population density − 0.00235*** 0.000244 0.00141***

(0.000612) (0.000157) (0.000394)

Dist to nearest UC − 0.0653*** 0.000435 − 0.00761***
(0.0219) (0.00776) (0.00164)

Square of dist to nearest UC 0.00154 − 0.000380*** 3.79e-05***

(0.000935) (0.000109) (7.29e-06)

Inc Dist to UC > 50,000 − 0.165*** 0.00672 0.284

(0.0391) (0.0620) (0.257)

Square of Inc Dist to UC > 50,000 0.00179 0.0183 − 0.0227
(0.00111) (0.0130) (0.0301)

Inc Dist to UC > 100,000 − 0.0604*** − 0.0121 0.0236

(0.0169) (0.0117) (0.0625)

Square of Inc Dist to UC > 100,000 0.000826 − 0.000660 5.52e-05

(0.000594) (0.000559) (0.00329)

Inc Dist to UC > 250,000 − 0.0378*** − 0.00768** − 0.0108***
(0.00627) (0.00328) (0.00133)

Square of Inc Dist to UC > 250,000 0.000104 − 0.000100* 1.53e-05***

(6.70e-05) (5.85e-05) (3.54e-06)

Age < 15 0.348** 0.263** − 0.297*** − 0.119 0.0925 0.163

(0.140) (0.131) (0.0949) (0.0904) (0.166) (0.139)

Age 15–25 − 0.0942 − 0.0937 0.252*** 0.380*** − 0.120 − 0.00603
(0.114) (0.107) (0.0784) (0.0786) (0.137) (0.118)

Age 25–35 − 0.0440 0.00625 0.277*** 0.414*** − 0.0450 0.178*
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Table 4 (continued)

Dependent variable: start-up rate NL BE SE

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

(0.137) (0.133) (0.0850) (0.0800) (0.119) (0.101)

Age 35–50 Reference Reference Reference Reference Reference Reference

Age 50–65 − 0.201 − 0.140 − 0.153* − 0.103 0.439*** 0.452***

(0.151) (0.140) (0.0901) (0.0861) (0.130) (0.107)

Age 65+ 0.152* 0.273*** 0.121** 0.277*** 0.0439 0.192**

(0.0916) (0.0871) (0.0580) (0.0571) (0.102) (0.0862)

Higher educated 0.200*** 0.152*** 0.131*** 0.132*** 0.0861*** 0.112***

(0.0219) (0.0219) (0.0103) (0.0107) (0.0215) (0.0188)

Immigrant 0.0968*** 0.0968*** − 0.000650 0.000334 − 0.00335 − 0.0296**
(0.0219) (0.0208) (0.00385) (0.00361) (0.0141) (0.0126)

Unemployment 0.0978 0.134 0.0158 0.0314* − 0.174*** − 0.0317
(0.126) (0.117) (0.0172) (0.0191) (0.0660) (0.0551)

Service 0.0884*** 0.0779*** 0.00952 0.00448 0.203*** 0.155***

(0.0173) (0.0161) (0.00785) (0.00749) (0.0177) (0.0157)

Public 0.0128 0.0129 − 0.0473*** − 0.0417*** − 0.0407 − 0.0148
(0.0154) (0.0145) (0.00687) (0.00646) (0.0257) (0.0212)

Constant − 1.227 − 0.520 5.835 − 4.170 − 6.255 − 15.71**
(8.831) (8.237) (5.411) (5.148) (9.063) (7.562)

Log likelihood − 849.4091 − 812.9258 − 1022.125 − 973.7585 − 485.6899 − 421.3203
AIC 1724.818 1669.852 2070.25 1991.517 997.3799 886.6406

Wald Chi2 390.33*** 547.34*** 376.65*** 549.01*** 558.51*** 1032.67***

Observations 405 405 589 589 290 290

Standard errors in parentheses

***p < 0.01; **p < 0.05; *p < 0.1

Table 5 Robustness check: 100-km cut-off

Dependent variable: start-up rate NL BE SE

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

Population density (ln) − 0.386*** − 0.540*** − 0.211*** − 0.545*** − 0.0499 − 0.590***
(0.146) (0.162) (0.0679) (0.108) (0.0880) (0.110)

Spatial lag population density − 0.00344*** 0.000624*** 0.00137***

(0.000750) (0.000186) (0.000452)

Dist to nearest UC − 0.0705*** 0.00306 − 0.00752***
(0.0216) (0.00763) (0.00167)

Square of dist to nearest UC 0.00154* − 0.000389*** 3.74e-05***

(0.000924) (0.000108) (7.37e-06)

Inc Dist to UC > 50,000 − 0.164*** − 0.00924 0.302

(0.0387) (0.0617) (0.262)

Square of Inc Dist to UC > 50,000 0.00233** 0.0222* − 0.0240
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Table 5 (continued)

Dependent variable: start-up rate NL BE SE

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

(0.00110) (0.0129) (0.0305)

Inc Dist to UC > 100,000 − 0.0627*** − 0.00729 0.0316

(0.0168) (0.0118) (0.0643)

Square of Inc Dist to UC > 100,000 0.000772 − 0.000714 − 0.000154
(0.000590) (0.000552) (0.00336)

Inc Dist to UC > 250,000 − 0.0421*** − 0.00538* − 0.0108***
(0.00631) (0.00316) (0.00134)

Square of Inc Dist to UC > 250,000 8.10e-05 − 5.70e-05 1.54e-05***

(6.11e-05) (5.97e-05) (3.56e-06)

Age < 15 0.348** 0.257** − 0.297*** − 0.119 0.0925 0.153

(0.140) (0.130) (0.0949) (0.0897) (0.166) (0.140)

Age 15–25 − 0.0942 − 0.0799 0.252*** 0.373*** − 0.120 − 0.0147
(0.114) (0.106) (0.0784) (0.0779) (0.137) (0.119)

Age 25–35 − 0.0440 0.00327 0.277*** 0.404*** − 0.0450 0.173*

(0.137) (0.132) (0.0850) (0.0794) (0.119) (0.102)

Age 35–50 Reference Reference Reference Reference Reference Reference

Age 50–65 − 0.201 − 0.129 − 0.153* − 0.0840 0.439*** 0.446***

(0.151) (0.139) (0.0901) (0.0848) (0.130) (0.108)

Age 65+ 0.152* 0.281*** 0.121** 0.272*** 0.0439 0.182**

(0.0916) (0.0865) (0.0580) (0.0567) (0.102) (0.0866)

Higher educated 0.200*** 0.150*** 0.131*** 0.129*** 0.0861*** 0.115***

(0.0219) (0.0218) (0.0103) (0.0106) (0.0215) (0.0189)

Immigrant 0.0968*** 0.101*** − 0.000650 0.000925 − 0.00335 − 0.0300**
(0.0219) (0.0207) (0.00385) (0.00359) (0.0141) (0.0127)

Unemployment 0.0978 0.129 0.0158 0.0220 − 0.174*** − 0.0235
(0.126) (0.116) (0.0172) (0.0188) (0.0660) (0.0554)

Service 0.0884*** 0.0757*** 0.00952 0.00284 0.203*** 0.155***

(0.0173) (0.0160) (0.00785) (0.00738) (0.0177) (0.0158)

Public 0.0128 0.0103 − 0.0473*** − 0.0413*** − 0.0407 − 0.0170
(0.0154) (0.0145) (0.00687) (0.00639) (0.0257) (0.0213)

Constant − 1.227 0.265 5.835 − 4.499 − 6.255 − 15.10**
(8.831) (8.181) (5.411) (5.101) (9.063) (7.599)

Log likelihood − 849.4091 − 809.8983 − 1022.125 − 969.3787 − 485.6899 − 423.0079
AIC 1724.818 1663.797 2070.25 1982.757 997.3799 890.0158

Wald Chi2 390.33*** 561.68*** 376.65*** 566.06*** 558.51*** 1017.37***

Observations 405 405 589 589 290 290

Standard errors in parentheses

***p < 0.01; **p < 0.05; *p < 0.1
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Appendix II

Table 6 Regression results: maximum likelihood estimation excluding incremental distances to UC > 50,000 and > 100,000

Dependent variable: start-up rate NL BE SE

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

Population density (ln) − 0.386*** − 0.410** − 0.211*** − 0.475*** − 0.0499 − 0.587***
(0.146) (0.164) (0.0679) (0.104) (0.0880) (0.109)

Spatial lag population density − 0.00216*** 0.000209* 0.00181***

(0.000489) (0.000115) (0.000287)

Dist to nearest UC − 0.0330* 0.00262 − 0.00789***
(0.0199) (0.00744) (0.00163)

Square of dist to nearest UC 0.000785 − 0.000410*** 3.87e-05***

(0.000911) (0.000106) (7.31e-06)

Inc Dist to UC > 250,000 − 0.0384*** − 0.00681** − 0.0108***
(0.00589) (0.00292) (0.00132)

Square of Inc Dist to UC > 250,000 0.000182** − 2.06e-05 1.52e-05***

(7.58e-05) (5.69e-05) (3.54e-06)

Age < 15 0.348** 0.233* − 0.297*** − 0.196** 0.0925 0.191

(0.140) (0.131) (0.0949) (0.0907) (0.166) (0.140)

Age 15–25 − 0.0942 − 0.0880 0.252*** 0.381*** − 0.120 0.0545

(0.114) (0.108) (0.0784) (0.0804) (0.137) (0.118)

Age 25–35 − 0.0440 − 0.0337 0.277*** 0.371*** − 0.0450 0.171*

(0.137) (0.132) (0.0850) (0.0810) (0.119) (0.0995)

Age 35–50 Reference Reference Reference Reference Reference Reference

Age 50–65 − 0.201 − 0.170 − 0.153* − 0.124 0.439*** 0.473***

(0.151) (0.140) (0.0901) (0.0872) (0.130) (0.107)

Age 65+ 0.152* 0.203** 0.121** 0.212*** 0.0439 0.213**

(0.0916) (0.0858) (0.0580) (0.0562) (0.102) (0.0860)

Higher educated 0.200*** 0.175*** 0.131*** 0.129*** 0.0861*** 0.109***

(0.0219) (0.0211) (0.0103) (0.0109) (0.0215) (0.0184)

Immigrant 0.0968*** 0.0883*** − 0.000650 − 0.000238 − 0.00335 − 0.0271**
(0.0219) (0.0210) (0.00385) (0.00367) (0.0141) (0.0123)

Unemployment 0.0978 0.104 0.0158 0.0281 − 0.174*** − 0.0374
(0.126) (0.118) (0.0172) (0.0186) (0.0660) (0.0547)

Service 0.0884*** 0.0699*** 0.00952 0.00524 0.203*** 0.159***

(0.0173) (0.0163) (0.00785) (0.00768) (0.0177) (0.0156)

Public 0.0128 0.0129 − 0.0473*** − 0.0427*** − 0.0407 − 0.00896
(0.0154) (0.0146) (0.00687) (0.00658) (0.0257) (0.0210)

Constant − 1.227 2.145 5.835 − 0.717 − 6.255 − 18.12**
(8.831) (8.207) (5.411) (5.190) (9.063) (7.590)

Log likelihood − 849.4091 − 818.3454 − 1022.125 − 987.2464 − 485.6899 − 423.8885
AIC 1724.818 1672.691 2070.25 2010.493 997.3799 883.7769

Wald Chi2 390.33*** 522.19*** 376.65*** 498.06*** 558.51*** 1009.45***

Observations 405 405 589 589 290 290

Standard errors in parentheses

***p < 0.01; **p < 0.05; *p < 0.1
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Appendix III

Appendix IV

Table 7 Regression results: maximum likelihood estimation for
Belgium excluding Wallonia

Dependent variable: start-up rate BE

Model 1 Model 2

Population density (ln) − 0.787*** − 0.833***

(0.117) (0.139)

Spatial lag population density − 0.000291*

(0.000154)

Dist to nearest UC − 0.0119

(0.00959)

Square of dist to nearest UC − 0.000307

(0.000336)

Inc Dist to UC > 50,000 − 0.0275

(0.0745)

Square of Inc Dist to UC > 50,000 0.0186

(0.0143)

Inc Dist to UC > 100,000 − 0.0253**

(0.0128)

Square of Inc Dist to UC > 100,000 0.000699

(0.000671)

Inc Dist to UC > 250,000 0.00493

(0.00677)

Square of Inc Dist to UC > 250,000 0.000277**

(0.000135)

Age < 15 − 0.523*** − 0.492***

(0.109) (0.107)

Age 15–25 0.329*** 0.246**

(0.0876) (0.0967)

Age 25–35 0.0603 0.0516

(0.0983) (0.0981)

Age 35–50 Reference Reference

Age 50–65 − 0.355*** − 0.455***

(0.103) (0.102)

Age 65+ 0.0607 0.0741

(0.0645) (0.0704)

Higher educated 0.121*** 0.142***

(0.0117) (0.0136)

Immigrant − 0.00456 − 0.00255

(0.00413) (0.00404)

Unemployment 0.256*** 0.297***

(0.0318) (0.0369)

Service − 0.00422 − 0.00135

Table 7 (continued)

Dependent variable: start-up rate BE

Model 1 Model 2

(0.00859) (0.00853)

Public − 0.0440*** − 0.0439***
(0.00818) (0.00789)

Constant 16.11*** 17.47***

(6.143) (6.153)

Log likelihood − 507.8379 − 493.1667
AIC 1041.676 1030.333

Wald Chi2 225.00*** 276.82***

Observations 327 327

Standard errors in parentheses

***p < 0.01; **p < 0.05; *p < 0.1

Table 8 Regression results: maximum likelihood estimation for
Sweden excluding north Sweden

Dependent variable: start-up rate SE

Model 1 Model 2

Population density (ln) 0.0695 − 0.412***
(0.143) (0.132)

Spatial lag population density 0.00120***

(0.000448)

Dist to nearest UC − 0.0115***
(0.00211)

Square of dist to nearest UC 8.08e-05**

(3.61e-05)

Inc Dist to UC > 50,000 0.344

(0.259)

Square of Inc Dist to UC > 50,000 − 0.0325
(0.0299)

Inc Dist to UC > 100,000 0.0369

(0.0680)

Square of Inc Dist to UC > 100,000 − 0.000340
(0.00336)

Inc Dist to UC > 250,000 − 0.0170***
(0.00308)

Square of Inc Dist to UC > 250,000 − 2.56e-05
(3.60e-05)

Age < 15 0.112 0.123
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