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Abstract

We examine bankruptcy within business groups. Groups have incentives to support
financially distressed subsidiaries, as the bankruptcy of a subsidiary may impose
severe costs on the group as a whole. This is in part because, in several countries,
bankruptcy courts often “pierce the corporate veil” and hold groups liable for their
distressed subsidiaries’ obligations as if they were their own. Using a large cross-coun-
try sample of group-affiliated firms, we show that, by reallocating resources within
the corporate structure, business groups actively manage intra-group credit risk to pre-
vent costly within-group insolvencies. Moreover, we document that recent regulatory
changes in the approval and disclosure of related party transactions are costly for busi-
ness groups in that they constrain their ability to shield their subsidiaries from credit-
risk shocks. Our study informs the current regulatory debate on related party transac-
tions by highlighting an important cost of anti-self-dealing regulation.
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W. H. Beaver et al.

1 Introduction

We examine bankruptcy within business groups. Business groups are ubiquitous
around the world (La Porta et al. 1999; Claessens et al. 2000) and constitute a
common way for ultimate owners to exercise control over a large number of firms.
The bankruptcy of a group-affiliated firm often affects many stakeholders and can
impose severe costs on other group firms, ultimately threatening the survival of the
group as a whole (e.g., Global Crossing, Maxwell, MG Rover, Parmalat). There-
fore, understanding how business groups manage credit risk to prevent within-group
bankruptcy is of crucial importance.

Several studies have highlighted a bright side of business groups. Business
groups may take advantage of their internal capital markets and reallocate resources
among group firms to overcome difficulties in accessing external finance, espe-
cially in emerging market economies (e.g., Stein 1997; Khanna and Yafeh 2005).
This financing advantage is likely to play an important role when group-affiliated
firms experience financial distress and have limited access to intermediated funds
(Riyanto and Toolsema 2008). Yet evidence on the use of internal capital markets to
manage credit risk and prevent insolvencies is limited.

Other studies, in contrast, have emphasized a dark side of business groups by
showing that ultimate owners may abuse related party transactions (RPTs) among
group firms to expropriate resources at the expense of minority investors (e.g., John-
son et al. 2000; Bertrand et al. 2002; Jiang et al. 2010). This concern has recently
led, in several countries, to the passage of stricter regulation of the approval and
disclosure of RPTs, to curb the potential harm that self-dealing can engender (Dyck
and Zingales 2004; Djankov et al. 2008). However, whether the benefits of regula-
tory interventions aimed at curbing abusive RPTs outweigh the costs for business
groups, including their ability and willingness to use RPTs to manage credit risk, is
largely an empirical matter.

In this paper, we leverage the Orbis database, which provides financial and owner-
ship information for a large number of group-affiliated firms from around the world,
to assess the extent to which business groups rely on their internal capital markets
to prevent within-group insolvencies and whether regulatory changes that introduce
stricter approval and disclosure requirements for RPTs impair their ability to do so.

Using episodes of industry distress as sources of exogenous variation in credit
risk, we first show that, compared to standalone entities, group subsidiaries are less
sensitive to sudden increases in default risk. The effect of group affiliation is eco-
nomically meaningful. While the likelihood that a standalone firm files for bank-
ruptcy increases by 75% following a credit-risk shock, the bankruptcy probability of
a subsidiary only increases by 29%. This finding is consistent with business groups
acting as “shock absorbers” in that they insure their subsidiaries against temporary
liquidity shortfalls. Importantly, we also find that, while, as expected, the effect of
group affiliation is more pronounced in countries where access to external finance is
constrained, business groups use their internal capital markets to support subsidiar-
ies domiciled in countries with developed capital markets as well.

Next, we examine whether the staggered introduction of RPT reforms in sev-
eral countries around the world affects business groups’ ability and willingness
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to use their internal capital markets to insulate their subsidiaries from credit-risk
shocks. These reforms effectively strengthen the approval and disclosure require-
ments for RPTs and are aimed at curbing the diversion of resources from minor-
ity investors through self-dealing transactions. We exploit cross-country variation
in the timing of RPT reforms, in a generalized difference-in-differences (DiD)
research design, to compare the sensitivity to credit-risk shocks of subsidiaries
domiciled in countries that adopt RPT reforms with that of subsidiaries domiciled
in countries that have not (yet) adopted RPT reforms, using standalone firms as
a benchmark. We find that, following the introduction of RPT reforms, the sen-
sitivity of subsidiaries to credit-risk shocks increases relative to their standalone
counterparts, which is consistent with a reduction in intra-group support. In terms
of economic magnitude, we find that, relative to standalones, the sensitivity of
subsidiaries to credit-risk shocks increases by 0.7 percentage points, which cor-
responds to approximately 50% of their pretreatment average bankruptcy prob-
ability—that is, the advantage that internal capital markets confer to subsidiaries
significantly declines when RPT reforms come into force.

The identifying assumption underlying our DiD design is that, absent RPT
reforms, the differential sensitivity of subsidiaries and standalones to credit-risk
shocks across treated and control countries would have moved in parallel. We
assess the validity of this assumption by testing for differences in pretreatment
trends. We find that, before the adoption of RPT reforms, treatment effect magni-
tudes are economically small and statistically indistinguishable from zero. More-
over, we find no evidence of differential trends across treated and control units
over time. In contrast, treatment effects experience a sharp increase in the years
following RPT reforms that persists over time.

We perform extensive sensitivity analyses to rule out alternative explanations
for our findings. First, we conduct placebo tests where we randomly assign RPT
reform implementation dates. We find that the average placebo effects are indis-
tinguishable from zero, which provides reassurance that the increased sensitiv-
ity of subsidiaries to credit-risk shocks that we document is not due to random
chance. Second, to alleviate concerns that unobservable time-varying factors,
concurrent but unrelated to RPT reforms, may be driving our results, we follow
the bounding methodology developed by Oster (2019) to assess the stability of
our treatment effects. The evidence from this analysis suggests that the effect of
RPT reforms that we document in our main analysis is unlikely to be driven by
unobservable factors. Third, we conduct a series of tests where we examine the
sensitivity of our results to (i) excluding the period of the global financial cri-
sis of 2007-2008, (ii) using narrower bankruptcy definitions, and (iii) measuring
bankruptcy over a longer horizon. The results of these tests confirm the infer-
ences we draw from our main analysis.

We next conduct cross-sectional tests to explore treatment effect heterogeneity.
We find that more diversified groups, groups with a bank in the corporate struc-
ture, and less financially constrained groups provide more support to subsidiaries
that experience credit-risk shocks. Moreover, groups that are more diversified and
groups that have a large number of subsidiaries, long control chains, or low financial
constraints are disproportionately more affected by the adoption of RPT reforms.
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A group’s decision to support a subsidiary depends on whether the expected
costs of subsidiary bankruptcy outweigh the costs of offering support. The costs of
subsidiary bankruptcy may include a direct liability under veil piercing—that is, a
judicially imposed exception to the principle of limited liability, whereby a parent
company can be held liable for its subsidiaries’ debts (e.g., Powell 1931; Erens et al.
2008; Mevorach 2009; Belenzon et al. 2018). Accordingly, we posit, and consist-
ently find, that business groups are more prone to support subsidiaries whose insol-
vencies imply a higher risk of veil piercing. However, the passage of RPT reforms
reduces the support these subsidiaries receive, thus rendering internal capital mar-
kets a less effective tool for mitigating the risk of veil piercing.

To provide more evidence on the use of internal capital markets to manage credit
risk, we examine the indirect effects of credit-risk shocks to other subsidiaries within the
same group. The coinsurance hypothesis (Lewellen 1971; Khanna and Yafeh 2005) pos-
its that group firms may be willing to bail out other distressed subsidiaries in exchange
for implicit insurance against their own future bankruptcy (Riyanto and Toolsema 2008).
Accordingly, we find evidence of significant credit-risk spillovers, in that shocks to a
subsidiary propagate to other group firms. This ripple effect is in line with group firms
absorbing (at least in part) credit-risk shocks affecting other subsidiaries. Moreover, con-
sistent with our main results, we find that the adoption of RPT reforms leads to a decline
in the extent to which credit-risk shocks spill over to other group firms.

Our evidence supports the bright side of business groups and highlights an impor-
tant cost of RPT regulation. Prior to RPT reforms, within-group transactions are used
to shelter troubled subsidiaries from credit-risk shocks, but this advantage that internal
capital markets confer to subsidiaries significantly declines when RPT reforms come
into force. A potential concern, however, is that the intra-group transactions we doc-
ument could merely be a form of tunneling—that is, a diversion of resources away
from minority investors—and thus their curtailment may be a positive effect of RPT
reforms. To allay this concern, we conduct an additional set of tests based on the prem-
ise that intra-group transfers that harm minority investors typically flow from low cash
flow rights (i.e., high wedge) group firms to high cash flow rights (i.e., low wedge)
group firms.! The results of these tests are instead consistent with resource realloca-
tion mainly occurring among high cash flow rights subsidiaries, which suggests that
our findings cannot be explained by tunneling alone. RPT reforms thus appear to curb
intra-group credit-risk management transactions that are harmless to minority inves-
tors, which reinforces the idea that these reforms are costly for business groups.

Finally, we show that business groups are more likely to support subsidiar-
ies that are “worth helping,” that is, highly profitable subsidiaries experiencing
credit-risk shocks. This finding mitigates the concern that within-group credit-
risk management leads to inefficient cross-subsidization. Importantly, we find
that, when RPT reforms come into force, the subsidiaries worth helping are the
ones that suffer the most. As such, our evidence suggests that these reforms
impose a nontrivial cost on business groups.

! The control-ownership wedge captures the divergence between voting rights (i.e., control) and cash
flow rights (i.e., ownership) (e.g., Claessens et al. 2000).
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Our study makes four distinct contributions. First, we shed light on the long-
standing, yet unsettled, debate on the value of group affiliation (e.g., Claessens
et al. 2006; Khanna and Yafeh 2007; Masulis et al. 2011; Siegel and Choudhury
2012). A number of studies highlight the abuse of intra-group transactions by
insiders to syphon resources from minority investors (e.g., Johnson et al. 2000;
Bertrand et al. 2002; Jiang et al. 2010). In contrast, other studies show that groups
reallocate resources to overcome external capital market frictions, thus allowing
group firms to access finance that would otherwise be unavailable to them (e.g.,
Stein 1997; Khanna and Yafeh 2005; Almeida et al. 2015). The inferences emerg-
ing from these studies are, however, mostly limited to developing countries and
specific events (e.g., Claessens et al. 2003) and hence potentially hinge on the idi-
osyncratic features of these settings. We rely on a large sample of group-affiliated
firms from more than 100 countries observed over a 15-year period (from 2004 to
2018) and show that the financing advantages of group affiliation extend beyond
settings where (i) the quality of country-level institutions likely renders firms’
reliance on internal capital markets more widespread (Khanna and Palepu 2000),
and (ii) extreme credit-risk events exacerbate external financing frictions (e.g.,
the 1997 Asian financial crisis). We also show that the pattern of resource real-
location within business groups is consistent with the objective of preventing the
insolvency of troubled subsidiaries rather than with the tunneling of resources
from minority investors.

Second, our paper contributes to the literature on the real effects of transpar-
ency regulation (e.g., Leuz and Wysocki 2016; Leuz 2018). We show that regu-
latory changes that introduce stricter approval and disclosure requirements for
RPTs—changes originally designed to deter self-dealing and tunneling—severely
constrain business groups’ ability to manage credit risk. Thus, while prior studies
have focused on the potential abuses of RPTs and on the benefits of regulation (e.g.,
Djankov et al. 2008), our study, to the best of our knowledge, is the first to document
a key cost of RPT regulation. As such, our findings can inform the ongoing regula-
tory debate on the design and implementation of financial market reforms (Shleifer
2005; Leuz 2010). Our evidence suggests that RPT regulation that curbs self-dealing
can also constrain group-affiliated firms’ access to internal funds and thus impose
nontrivial costs on business groups if it is unaccompanied by concurrent capital
market reforms that improve access to external finance.

Third, by delving into the inner workings of internal capital markets to assess the
factors that drive the decision to bail out a troubled subsidiary and avoid its bank-
ruptcy, we contribute to the literature that examines financial distress in business
groups (Claessens et al. 2003; Gopalan et al. 2007; Beaver et al. 2019). Specifically,
by exploiting cross-country differences in legal regimes, we show that the propen-
sity of courts to pierce the corporate veil and to regard a business group as a single
legal entity shapes intra-group resource allocation. While piercing the corporate veil
has been labelled “the most litigated issue in corporate law” (Thompson 1991), we
are unaware of any study that empirically examines veil piercing as a driver of intra-
group support and as a motivation for credit-risk management.

Finally, by providing direct empirical evidence of default contagion within busi-
ness groups, our study contributes to the literature on systemic risk and default
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cascades (e.g., Battiston et al. 2007; Elliott et al. 2013). Since business groups con-
stitute the backbone of many emerging economies around the world (Faccio and
Lang 2002), understanding how default risk propagates within groups is of funda-
mental importance for systemic risk assessment.

2 Institutional background
2.1 Bankruptcy in groups

The literature on internal capital markets has typically focused on multi-segment firms
(i.e., conglomerates) (e.g., Berger and Ofek 1995; Lamont 1997; Shin and Stulz 1998;
Dimitrov and Tice 2006; Giroud and Mueller 2015). Business groups constitute, however,
a unique setting in which to study bankruptcy. Unlike divisions of conglomerates, busi-
ness group subsidiaries are separate legal entities that can individually file for bankruptcy.
Also, because of their limited liability protection, groups may deliberately decide not to
bail out distressed subsidiaries, whereas conglomerates have no choice but to absorb all of
their divisions’ losses to prevent their own bankruptcy (Khanna and Yafeh 2007).

Business groups may choose to bail out ailing subsidiaries for several reasons.
First, groups have private information (namely regarding their subsidiaries’ invest-
ment opportunities) and may decide to fund distressed subsidiaries when external
lenders are unable to do so because of information asymmetries and agency costs
(Shin and Stulz 1998). Second, groups may also be required to support financially
distressed subsidiaries as a result of explicit or implicit agreements, such as guar-
antees and comfort letters (Merton and Bodie 1992; Moody’s 1999). Third, in the
absence of formal guarantees, groups may choose to support subsidiaries because
they face significant direct and indirect costs in the event of subsidiary bankruptcy.

Group parents’ credit agreements often include cross-default clauses whereby a bank-
ruptey filing by a material subsidiary may lead to the default of the entire group. There
may also be joint contracts with suppliers or other creditors (e.g., a joint employee-ben-
efit plan). Even in the absence of such contracts, groups may face severe disruptions if
there is strong operational integration and other group firms are major clients or suppli-
ers of a troubled subsidiary (Elliott et al. 2013). If a subsidiary’s creditors are also sup-
pliers of the group parent company, for example, they may use their negotiating power to
force the group to reach a compromise and bail out the subsidiary (Erens et al. 2008). In
the event of bankruptcy, loans made by the group to a subsidiary are typically subordi-
nated and may, under certain circumstances, be recharacterized as equity by bankruptcy
courts (Erens et al. 2008). As a result, in addition to losing the contributed equity capital,
business groups may be unable to recover any portion of the intra-group loans.

Groups may also face a direct liability if the creditors of a bankrupt subsidiary sue
the parent company under veil piercing or breach of fiduciary duty (Thompson 1991;
Vandekerckhove 2005; Erens et al. 2008; Mevorach 2009). Because the whole asset

2

2 Group support typically takes place through intra-group loans (Gopalan et al. 2007; Fisman and Wang
2010; Buchuk et al. 2014), sales (e.g., Jian and Wong 2010), and other related party transactions (RPTs).
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base of business groups is larger than that of an individual subsidiary, these actions
can generate high payoffs for subsidiaries’ debtholders. While code law countries
have traditionally taken an entity approach whereby liability may be imposed on the
parent company, most common law countries have historically followed a limited lia-
bility approach. However, bankruptcy courts in some common law countries, such as
the United States, have recently moved towards regarding a group as a single entity in
circumstances where the relationship between group members justifies it (Mevorach
2009).> While the law literature has extensively debated whether business groups
should be held liable for the debts of a bankrupt subsidiary, there is no empirical
evidence on whether the likelihood of veil piercing affects the functioning of internal
capital markets and the decision to support distressed group firms.

2.2 RPT reforms

In recent years, regulators around the world have introduced RPT reforms in
response to a series of high-profile cases that have brought the potentially abusive
use of RPTs to the forefront of the political agenda (e.g., Enron, Parmalat, Satyam).
When weighing the benefits and costs of RPT regulation, policymakers face an
important trade-off. On the one hand, RPTs can be beneficial to the extent that they
substitute for underdeveloped financial markets and thus help business groups make
the most of their internal capital markets. On the other hand, RPTs can be abused
by executives and controlling shareholders at the expense of unprotected minority
investors, who often risk being expropriated of their wealth via tunneling. Therefore,
estimates of expected costs and benefits are key for policymakers if they are to strike
the right balance while designing effective RPT regulation.

RPT reforms usually encompass several measures, which the World Bank Doing
Business Reports group into three categories: (i) the extent of disclosure, (ii) the
extent of director liability, and (iii) the ease of shareholder suits. The first category
refers to the review and approval mechanisms required by law for RPTs. These
mechanisms may include the requirement to disclose RPTs internally to the board
of directors, to disclose RPTs within a maximum of 48 h after approval, or to peri-
odically disclose RPTs in annual reports. The second category refers to the minority
investors’ ability to sue and hold interested directors and the rest of the board liable
for prejudicial RPTs. The legal remedies available to minority investors may include
damages, disgorgement of profits, fines, imprisonment, or rescission of transactions.

3 Macey and Mitts (2014) identify 9,380 federal and state cases discussing veil piercing, and Matheson
(2008) finds that US bankruptcy courts have pierced the corporate veil in 20.56% of their sample cases.
An interesting example of veil piercing involves American Hydraulics, a wholly owned subsidiary of
MNP Corporation. When American Hydraulics ceased operations without paying the final invoice for
goods received from Hystro Products Inc., Hystro sued MNP for payment of the bill, and a jury found
MNP liable (18 F.3d 1384). Another example of veil piercing involves a contract celebrated between
Hair Programming Inc. (HPI), a 98% owned subsidiary of Glemby Co., and Jean-Louis David to operate
salons under the Jean-Louis David brand name in the United States. Glemby was held liable when its
subsidiary, HPI, failed to perform its contractual obligations, because Jean-Louis David was implicitly
misled into extending credit to HPI on the basis of Glemby’s involvement.
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The final category relates to the power that investors have to challenge a transaction
and includes the ease of access to evidence—before and during trial—as well as the
ability of investor plaintiffs to recover their expenditures from the company.*

RPT reforms that introduce stricter approval and disclosure requirements for
RPTs may limit the extent to which group-affiliated firms can engage in transactions
with each other that are not at the “arm’s length.” While “arm-in-arm” within-group
transactions can certainly be regarded as conflicted, this need not imply that they
make no economic sense. In fact, RPTs may well serve the purpose of reallocating
resources across group firms to manage intra-group credit risk. Therefore, a poten-
tial unintended cost of RPT reforms is that an indiscriminate curb imposed on all
RPTs, regardless of their merit, may impair business groups’ ability to help their
subsidiaries in need. Accordingly, we posit that regulatory changes that introduce
stricter approval and disclosure requirements for RPTs may affect the ability and
willingness of business groups to engage in intra-group credit-risk management.
Consistent with our prediction, anecdotal evidence suggests that, after RPT reforms
come into force, business groups refrain from engaging in RPTs aimed at financing
certain subsidiaries, to avoid breaching anti-self-dealing regulation.’

3 Research design

We study the extent to which business groups use their internal capital mar-
kets to manage intra-group credit risk and whether the adoption of RPT reforms
in several countries around the world impairs their ability to do so. To probe
intra-group credit-risk management, we investigate whether mutual insurance
within business groups dampens the negative effects of credit-risk shocks to
subsidiaries (Khanna and Yafeh 2005). To this end, using non-group-affiliated
entities (i.e., standalone firms) as a benchmark, we examine changes in subsidi-
ary bankruptcy risk following plausibly exogenous credit-risk shocks. If busi-
ness groups actively manage intra-group credit risk, then the same credit-risk
shock should affect subsidiaries relatively less than comparable standalones. We
match, without replacement, subsidiaries with standalones based on country,

4 For example, during our sample period, Korea clarified directors’ duties in its commercial code, mak-
ing it easier for directors to be held accountable for damages resulting from negligent related party
transactions. Chile amended its securities laws to require stricter approval and disclosure of transactions
between related parties. Ukraine adopted a law requiring supervisory boards to approve transactions
between interested parties and prohibiting those parties from participating in this process. This law also
introduced the requirement to disclose conflicts of interest to supervisory boards and defined the duties
of supervisory board members as well as their liability for harm caused by their actions or inactions.

5 As an example, following the enactment of OECD regulation aimed at reducing the extent of self-deal-
ing, US firms in the oil and gas industry have experienced problems in financing difficult-to-value pro-
jects which otherwise would have received intra-group support. This is because whether RPTs are com-
pliant with OECD regulations is subject to a nontrivial level of judgement. Uncertainty about the risk of
potential noncompliance discourages firms from engaging in intra-group transactions (e.g., intra-group
loans) (Intra-group financing: Transfer pricing and intra-group financing (International Tax Review),
available at:  http://www.internationaltaxreview.com/IssueArticle/3057688/Supplements/Intra-group-
financing-Transfer-pricing-and-intra-group-financing.html?supplementListId=86030).

@ Springer


http://www.internationaltaxreview.com/IssueArticle/3057688/Supplements/Intra-group-financing-Transfer-pricing-and-intra-group-financing.html?supplementListId=86030
http://www.internationaltaxreview.com/IssueArticle/3057688/Supplements/Intra-group-financing-Transfer-pricing-and-intra-group-financing.html?supplementListId=86030

Bankruptcy in groups

industry, listing status (i.e., a private or public firm indicator), and an estimated
propensity score based on profitability, a loss indicator, leverage, debt coverage,
and size (using a caliper of 0.01). With this propensity score matching (PSM)
approach, we account for observable time-invariant heterogeneity across the two
types of firms (Rosenbaum and Rubin 1983). We discuss the details of our PSM
approach in Section 3.1 of the Online Appendix.

Our identification relies on episodes of industry distress as plausibly exogenous
shocks to credit risk. Industry membership plays an important role in bankruptcy
(Chava and Jarrow 2004). Not only do industry-demand conditions directly affect
the financial health of firms (Maksimovic and Phillips 1998), but an increase in
bankruptcy filings within an industry can lead to an increase in the bankruptcy prob-
ability of other firms in that industry, irrespective of their financial health (Lang
and Stulz 1992). The use of episodes of industry distress in our setting is key to
addressing a potential endogeneity bias resulting from the non-random nature of
group affiliation (e.g., Campa and Kedia 2002; Maksimovic and Phillips 2002; Mat-
vos and Seru 2014). Since episodes of industry distress are largely unexpected, it is
unlikely that business groups can change their organizational structures in anticipa-
tion of them. Hence, one can arguably assume that group affiliation is exogenous in
the short run (Khanna and Yafeh 2005).°

To capture subsidiaries’ differential sensitivity to credit-risk shocks, we compare
changes in bankruptcy probability induced by episodes of industry distress across
subsidiaries and matched standalones using the following model:

Bankrupt = B + p,(Distress) + p,(Subsidiary) + f5(Distress X Subsidiary)
+ 0’ Controls + y' Fixed effects + €.
The dependent variable (Bankrupt) is an indicator set equal to one if a firm files

for bankruptcy in the 12-month period following the end of the fiscal year, and zero
otherwise.” Distress is an indicator variable set equal to one if the firm experiences

5 While Matvos et al. (2018) document a rise in diversified mergers following increases in external capi-
tal market frictions, these organizational changes are unlikely to take place in the short run. Nonetheless,
to further allay the potential concern that subsidiaries leave their business groups for reasons other than
bankruptcy, in Section 5.2 of the Online Appendix, we assess the robustness of our main findings to the
exclusion of non-bankrupt dropout firms. Our inferences remain qualitatively unchanged.

7 We classify, as bankrupt, firms with the following Orbis statuses: “Active (default of payment),”
“Active (rescue plan),” “Active (reorganization),” “Active (insolvency proceedings),” “Bankruptcy,”
“Dissolved,” “Dissolved (bankruptcy),” “Dissolved (liquidation),” “In liquidation,” and “Inactive (no pre-
cision).” Along with in-court proceedings, our bankruptcy indicator thus captures default events that may
be resolved out-of-court. Our design choice to rely on a broader definition of bankruptcy is motivated by
our international sample, which encompasses countries with very different insolvency laws and reflects
our desire to be consistent with other bankruptcy studies that use the Bureau Van Dijk Orbis database
(e.g., Altman et al. 2017; Beaver et al. 2019; Olbert 2022). In Section 5.4 of the Online Appendix, we
discuss our bankruptcy indicator in more detail and assess the robustness of our main findings to alterna-
tive bankruptcy definitions. Our estimates remain qualitatively unchanged, irrespective of the bankruptcy
definition that we use. Moreover, as credit-risk shocks can potentially affect bankruptcy probabilities
beyond one year, in Section 5.5 of the Online Appendix, we assess the robustness of our findings to a
longer bankruptcy horizon (i.e., one to three years). The results of these sensitivity tests are qualitatively
similar to those of our main analysis.
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an episode of industry distress, and zero otherwise.® Subsidiary is an indicator vari-
able set equal to one if the firm is affiliated to a business group, and zero if it is a
standalone entity. Controls is a vector of control variables that includes a set of time-
varying firm-level characteristics (i.e., Profitability, Loss, Leverage, Debt Coverage,
Size, and Listed) associated with credit risk (Beaver et al. 2010).° Detailed variable
definitions are provided in the Appendix. Fixed effects represents firm and year fixed
effects. The inclusion of firm fixed effects allows us to control for time-invariant firm-
level factors potentially affecting the likelihood of bankruptcy. Year fixed effects
control for time-varying heterogeneity in bankruptcy risk due to changes in macro-
economic conditions. Our fixed effects structure ensures that the effect we document
is only driven by within-firm variation in bankruptcy probability. Our coefficient of
interest, ff;, captures the differential effect of credit-risk shocks on subsidiaries rela-
tive to standalones. We expect f; to be negative, in line with subsidiaries being less
sensitive to credit-risk shocks than comparable standalones.

To assess whether the adoption of RPT reforms renders business groups’ inter-
nal capital markets a less effective tool for managing intra-group credit risk, we
employ a generalized difference-in-differences (DiD) research design, which allows
us to exploit the staggered introduction of RPT reforms in several countries. Our
identification stems from the comparison of the differential sensitivity to credit-risk
shocks of (i) a treatment group of subsidiaries domiciled in countries that adopt
RPT reforms; and (ii) a control group of subsidiaries domiciled in countries that
have not (yet) adopted RPT reforms, using standalones as a benchmark. In our DiD,
the comparison with standalones effectively allows us to difference out time-varying
country-level confounders. Accordingly, we estimate the following model:

Bankrupt = f, + p,(Distress) + p,(Subsidiary) + p;(RPT)
+ B, (Distress X Subsidiary) + ps(Distress X RPT)
+ B(Subsidiary X RPT) + f;(Distress X Subsidiary X RPT)
+ 0’ Controls + y' Fixed effects + ¢,

@)

where RPT is an indicator variable set equal to one starting in the year in which a
country introduces RPT reforms, and zero otherwise. We report RPT reforms’ adop-
tion years for each sample country in Table OA-5 of the Online Appendix. All other
variables are as previously defined. Because RPT reforms occur at the country level
and the credit-risk shocks that we use are based on episodes of industry distress,
we draw statistical inferences based on standard errors clustered at the country and

8 For each firm, we compute the annual country-industry bankruptcy rate at the one-digit SIC code level
excluding the respective firm from the calculation. Distress is set equal to one if the annual change in the
bankruptcy rate falls into the top three deciles of the sample distribution, and zero otherwise.

° One potential drawback of matching subsidiaries and standalones in the first year they appear in the
sample is that firm characteristics may diverge over time for reasons unrelated to credit-risk shocks or
timing of RPT reform adoption. For this reason, in addition to matching on country, industry, listing
status, and firm-level covariates, we also control linearly for these variables in our models. As such,
our estimates are doubly robust in that they combine the bias-reducing properties of nonparametric
matching and parametric regression methods (Cochran and Rubin 1973; Rubin 1973, 1979; Bang and
Robins 2005).
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industry level. Our coefficient of interest, f;, captures the effect of the passage of
RPT reforms on the differential sensitivity of subsidiaries and standalones to credit-
risk shocks. If RPT reforms limit the ability of business groups to shield their sub-
sidiaries from credit-risk shocks, then we would expect f, to be positive.

Unobservable country- and industry-level time-varying factors may present a
challenge to our identification strategy. Market-wide factors that are concurrent
with, but unrelated to, RPT reforms could bias our estimates if correlated with
the treatment (i.e., with the timing of RPT reforms and with the occurrence of
episodes of industry distress). For this concern to arise, however, our sample
countries would have to experience a series of macroeconomic shocks or regula-
tory changes that are perfectly aligned with the timing of RPT reforms across
36 countries and that affect subsidiaries and standalones differentially. While
this seems very unlikely, we nevertheless employ several strategies to alleviate
this potential concern. First, we examine sources of cross-sectional variation in
intra-group credit-risk management within the sample of subsidiaries that are
plausibly uncorrelated with the timing of the treatment (i.e., adoption of RPT
reforms). Specifically, we assess whether group and subsidiary characteristics
that in theory should facilitate or incentivize intra-group credit-risk manage-
ment indeed explain lower subsidiary sensitivity to credit-risk shocks and vari-
ation in the effect of RPT reforms. If the effects that we document were to be
driven instead by other shocks or regulatory changes correlated with our treat-
ment, there would be no reason to expect these effects to vary with group and
subsidiary characteristics in a predictable direction. Second, we examine how
credit-risk shocks propagate within the group structure by examining the spillo-
ver effects of credit-risk shocks to other group firms. To offer a plausible alter-
native explanation for our findings, macroeconomic factors that are unrelated
to, but correlated with, RPT reforms would have to also explain changes in the
sensitivity of subsidiaries to credit-risk shocks affecting other group firms in dif-
ferent industries and countries.

4 Data and summary statistics

We source our data from Orbis Historical, a database published by Bureau van
Dijk Electronic Publishing (BvDEP) that provides ownership and financial data for
close to 400 million public and private firms from around the world. We first iden-
tify subsidiaries by mapping the control chain of the business groups to which they
belong. We then identify standalones as independent firms that (i) have no single
shareholder holding more than 25% of their shares, and (ii) have no (investments in)
subsidiaries. Section 1 of the Online Appendix discusses this process in detail.

In Table 1, Panel A, we report the sample selection criteria. We first eliminate firms
whose Orbis legal form is labelled as “Other legal form” as well as firms with SIC codes
of 8000 to 9999. We then delete firms that do not have assets and turnover of at least
US $10,000, business groups with unavailable consolidated financial statements, and
observations with missing data for our main analysis. Finally, we drop firm-years after
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bankruptcy for bankrupt firms (Shumway 2001).!° This leaves us with an Initial Sample
of 272,955 (1,201,352) unique subsidiaries (subsidiary-years) and 6,326,790 (28,706,602)
unique standalones (standalone-years) over the period 2004-2018.!! We provide descrip-
tive statistics for our Initial Sample in Table OA-1 of the Online Appendix.

Based on the PSM procedure discussed in Section 3.1 of the Online Appendix,
we then match standalone firms to subsidiaries to form our Final Sample of subsidi-
ary—standalone matched pairs.'> Because we match subsidiaries and standalones in
the first year they appear in the sample, we have an equal number of unique matched
subsidiaries and standalones (137,305). However, as matched subsidiaries and stan-
dalones may leave the sample at different points in time after the first year, the num-
ber of subsidiary and standalone firm-years differs. Therefore, our Final Sample
includes 625,563 subsidiary-year and 708,912 standalone-year observations.

Table 1, Panel B, presents the by-country distribution of the subsidiary firm-year
observations included in the Final Sample."® There are 108 countries represented
in the sample: France, Italy, Spain, and the United Kingdom account for more than
50% of the subsidiary and standalone firm-year observations.'*

As subsidiaries and standalones are matched in the first year they appear in our
sample, we discuss descriptive statistics for the variables used in the PSM procedure
in the first year before and after matching as well as over time. Table OA-3, Panel B,
of the Online Appendix shows that, before matching, subsidiaries and standalones
exhibit statistically significant differences in Profitability, Loss, Debt Coverage, and
Size. PSM successfully eliminates these significant differences for all covariates
with the exception of Loss, for which the average is slightly smaller for standalones.
Table 1, Panel C, presents descriptive statistics for the matching variables and other
key variables used in our analysis, separately for subsidiaries and standalones, over
time. Subsidiaries (standalones) exhibit an average bankruptcy rate (Bankrupt) of
1.4% (1.6%). Further, around 30% of both subsidiaries and standalones experience

10 We use the field “status date” to identify the year in which a firm becomes bankrupt. If the status date
is missing, we set it equal to the first year in which the firm status changes to bankrupt.

1" As our sample period includes the global financial crisis of 2007-2008, in Section 5.1 of the Online
Appendix, we discuss the sensitivity of our main findings to the exclusion of the years 2007 and 2008
from the sample. Our inferences remain qualitatively unchanged.

12 In Section 3.2 of the Online Appendix, we discuss a sensitivity analysis in which we use entropy
balancing (EB) (Hainmueller 2012) as an alternative approach to PSM to allay concerns that our find-
ings could be driven by the idiosyncrasies of the specific matches resulting from the PSM procedure. We
report the results of our EB tests in Table OA-4 of the Online Appendix. Our findings do not hinge on
the specific covariate balance method that we use.

13 Following Shroff et al. (2014), Beaver et al. (2019), and Beuselinck et al. (2019), we also keep, in our
sample, countries with very few business group parent or subsidiary firm-year observations. We do so
to avoid a potential domino effect in the sample selection procedure induced by the elimination of less
populated countries (for further details on this issue, see Beuselinck et al. (2019)).

14 The distribution of observations by country may reflect not only differences in the number of firms in
each country but also cross-country differences in reporting requirements. For example, in Canada and
the United States, only public firms are required to file their annual financial statements. We conduct
sensitivity tests in which we rerun our main analyses by excluding observations from Canada and the
United States. The results of these tests, which are qualitatively similar to those of our main analyses, are
discussed in Section 5.3 of the Online Appendix.
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Bankruptcy in groups

episodes of industry distress (Distress) during our sample period.'> Approximately
40% of our sample subsidiaries are domiciled in a country that differs from that of
their business group parents (Foreign). Business group parents hold (directly or
indirectly) a majority stake in 82.9% of our sample subsidiaries (Majority Owned).
Moreover, 49.7% of subsidiaries in our sample have their entire equity owned
(directly or indirectly) by their business group parents (Wholly Owned).

5 Intra-group credit-risk management and RPT reforms
5.1 Do business groups insulate their subsidiaries from credit-risk shocks?

In this section, we assess the extent to which business groups use their internal cap-
ital markets to manage intra-group credit risk. Using standalone firms as a coun-
terfactual, we examine changes in subsidiary bankruptcy probability following epi-
sodes of industry distress.

Table 2, Panel A, reports the results of this analysis. Columns (1) to (3) display
coefficient estimates (and respective z-statistics) of logistic regressions. We first
estimate model (1) without firm-level controls and fixed effects (Column (1)), then
sequentially add firm-level controls (Column (2)) as well as country, industry, and
year fixed effects, to control for unobservable factors at the country, industry, and
year level (Column (3)). The remaining columns (Columns (4) to (7)) display the
results of the estimation of linear probability models, which can accommodate a
more demanding fixed effects structure (Wooldridge 2010).'¢ Specifically, in Col-
umn (7), we replace country and industry fixed effects with firm fixed effects to con-
trol for time-invariant firm-specific heterogeneity.

Consistent with our expectations, we find, across all specifications, that both sub-
sidiaries and standalones are, on average, more likely to file for bankruptcy following
credit-risk shocks (positive and significant coefficient on Distress). Most importantly,
we document that, relative to standalones, subsidiaries are less affected by credit-
risk shocks (negative and significant coefficient on Distress x Subsidiary)."” The

15 In untabulated tests, we empirically validate our Distress indicator by examining its correlation with a
series of country-level variables that capture macro-level shocks to credit risk (i.e., currency crises, bank-
ing crises, and sovereign debt crises). Average country-year Distress exhibits positive and significant cor-
relations with the occurrence of banking and sovereign debt crises. The correlation between Distress and
the occurrence of currency crises is also positive, albeit not statistically significant. The evidence emerg-
ing from this correlation analysis supports our choice to rely on Distress as a credit-risk shock indicator.

16 We do not estimate our logistic regressions with firm fixed effects for two main reasons. First, the
inclusion of such an extensive set of covariates would likely induce an incidental parameter problem
(Neyman and Scott 1948; Lancaster 2000) that could bias our coefficient of interest. Second, using a logit
estimation with firm fixed effects would effectively limit the sample to firms that have at least one bank-
ruptcy during the sample period.

17 In Section 2 of the Online Appendix, we discuss a further set of tests in which we investigate whether
the differential sensitivity of subsidiaries and standalones to industry distress extends to the full sample
of (unmatched) subsidiaries and standalones (i.e., our Initial Sample). The results of these tests are simi-
lar to those reported in Table 2.
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Bankruptcy in groups

estimated effect is similar across alternative model specifications and fairly insensi-
tive to the inclusion of firm-level control variables as well as different fixed effects
structures. The economic magnitude of the differential sensitivity of subsidiaries and
standalones to credit-risk shocks is meaningful. Based on the estimates reported in
Column (7), the bankruptcy probability of subsidiaries (standalones) increases by
0.4 (1.2) percentage points following a credit-risk shock, which corresponds to an
increase of 29% (75%) relative to their average bankruptcy rate of 1.4% (1.6%). In
other words, following a credit-risk shock, subsidiaries experience an increase in
bankruptcy probability that is 0.8 percentage points lower than that of standalones.
This advantage that internal capital markets confer to subsidiaries is equivalent to
approximately 57% of the subsidiaries’ average bankruptcy rate.

Interestingly, the coefficient on Subsidiary is positive and significant, suggesting
that subsidiaries are more likely to file for bankruptcy than standalones outside epi-
sodes of industry distress. This is in line with standalones being innately less risky
than subsidiaries because while poorly performing standalones typically go bank-
rupt, poorly performing subsidiaries remain in business longer (because of group
support). Khanna and Yafeh (2005) describe this as a “Darwinian selection of sur-
vivors.” This higher likelihood of bankruptcy outside of episodes of industry dis-
tress could also be consistent with subsidiaries being used to provide help to other
distressed subsidiaries when they are not themselves in financial distress, and thus
being exposed to spillovers from other group firms.'®

In Fig. 1, we map out the differential sensitivity of subsidiaries and standalones
to episodes of industry distress in event-time. We estimate model (1) but replace
the Distress indicator with separate event-time dummies, each marking a period rela-
tive to the occurrence of episodes of industry distress (except for the year before
the occurrence of episodes of industry distress (i.e., t = —1), which serves as the
benchmark). We then plot the coefficients on the interaction of Subsidiary and each
event-time dummy. Our findings indicate that there is no apparent trend in the dif-
ference between the bankruptcy probabilities of subsidiaries and standalones in the
period leading up to an episode of industry distress. However, when industry dis-
tress occurs, standalones experience an increase in bankruptcy probability that is
significantly more pronounced than that of subsidiaries. This differential effect is
observable in the year in which industry distress occurs and persists in the follow-
ing year. From that point onward, standalones and subsidiaries again exhibit parallel
trends in bankruptcy probabilities. This evidence is consistent with business groups
providing “emergency” (short-term) support to their subsidiaries when in need.

We next examine the extent to which the effects that we document vary depending
on whether business groups are domestic or multinational and subsidiaries are domes-
tic or foreign. In Table 2, Panel B, we report the results of these tests. We estimate
the model presented in Table 2, Panel A, Column (7), separately for subsidiaries in
domestic (Column (1)) and multinational (Column (2)) groups as well as for domes-
tic (Column (3)) and foreign (Column (4)) subsidiaries. We find that, across all parti-
tions, subsidiaries experience lower increases in bankruptcy risk following an episode

'8 We examine intra-group spillover effects directly in Section 7.1.
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of industry distress, compared to their matched standalones. Moreover, relative to their
standalone benchmarks, subsidiaries of multinational groups and foreign subsidiaries
experience significantly lower increases in bankruptcy probability (p-values of 0.000
and 0.002, respectively). This finding is consistent with the coinsurance hypothesis
(Lewellen 1971; Khanna and Yafeh 2005), as business groups with a wider geographic
footprint benefit from greater diversification opportunities and thus are better able to
insulate their subsidiaries from adverse credit-risk shocks.'

We then explore whether the differential sensitivity of subsidiaries and stan-
dalones to credit-risk shocks varies depending on subsidiary ownership structure. To
do so, we partition our sample based on the extent of business group parent control
rights. In Table 2, Panel C, we present the results of this analysis. In Columns (1)
and (2), we report estimates for minority and majority owned subsidiaries, whereas
in Columns (3) and (4) we report estimates for non-wholly owned and wholly
owned subsidiaries, respectively. We find that, following an episode of industry
distress, majority owned subsidiaries experience a significantly lower increase in
bankruptcy probability than minority owned subsidiaries (p-value of 0.004). More-
over, both wholly owned and non-wholly owned subsidiaries exhibit lower sensi-
tivity to industry distress than their standalone matches. However, the coefficient
on Distress X Subsidiary is not significantly different across the two subsamples
(p-value of 0.941). Combined, these results indicate that subsidiary control is an
important determinant of the decision to support a subsidiary. That said, conditional
on a subsidiary being controlled, full ownership does not seem to be incrementally
relevant in explaining this decision.

Collectively, the evidence of the tests presented in Table 2 suggests that busi-
ness groups act as “shock absorbers” and is in line with the coinsurance hypothesis
(Lewellen 1971; Khanna and Yafeh 2005).

5.2 Do RPT reforms hamper intra-group credit-risk management?

In this section, we employ the DiD research design described in Section 3 to gauge
the effect of RPT reforms on intra-group credit-risk management. We posit that
stricter approval and disclosure requirements for RPTs introduced by RPT reforms
may affect the ability and willingness of business groups to support their distressed
subsidiaries.

In Table 3, Panel A, we report the results of the estimation of model (2).%° Across
all model specifications (Columns (1) to (7)), the coefficient on Distress X Subsidiary
is negative and significant, suggesting that, prior to RPT reforms, subsidiaries are
less sensitive to credit-risk shocks than their standalone counterparts. Most impor-
tantly, the coefficient on Distress X Subsidiary X RPT is positive and significant,
which indicates that, following the introduction of RPT reforms, the differential

19 Several countries require foreign business groups to set up local subsidiaries (as opposed to local
branches) to hire employees and conduct business. Therefore, this finding could also be consistent with
business groups protecting foreign subsidiaries in countries with these legal requirements.

20" As data on RPT reforms is only available from 2008 onwards, the sample used in these tests is smaller
than our Final Sample.
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Fig. 1 Subsidiaries and standalones’ differential sensitivity to industry distress. This figure depicts the
estimated coefficients of an ordinary least squares (OLS) regression, which we use to investigate the dif-
ferential sensitivity of subsidiaries and standalones to episodes of industry distress. We estimate model
(1) but replace the Distress indicator with separate event-time dummies, each marking a period relative
to the occurrence of episodes of industry distress (except for the year before the occurrence of episodes
of industry distress (i.e., t = —1), which serves as the benchmark). We report event-time industry distress
effects (red dots) for the whole sample of subsidiaries and matched standalones. Vertical bands represent
95% confidence intervals for the point estimate in each event-time period and are calculated based on
standard errors clustered at the country and industry level. The vertical dashed line marks the occurrence
of episodes of industry distress

sensitivity of subsidiaries and standalones to credit-risk shocks becomes signifi-
cantly less pronounced. This evidence is consistent with business groups finding it
more costly to shelter subsidiaries from negative credit-risk shocks after the enact-
ment of RPT reforms.?!

In terms of economic magnitude, we find that the advantage that internal capital
markets confer to subsidiaries significantly declines when RPT reforms come into
force. The sensitivity of subsidiaries to credit-risk shocks increases by 0.7 percent-
age points relative to standalones (Column (7)), which corresponds to approximately
50% of their pretreatment average bankruptcy probability.

The negative and significant coefficient on RPT and the insignificant coef-
ficient on Subsidiary X RPT are also noteworthy. They suggest that, after RPT
reforms, both subsidiaries and standalones that are not exposed to credit-risk shocks

2l To alleviate the concern that the effect that we document could be due to random chance, in Sec-
tion 5.6 of the Online Appendix, we discuss the results of two placebo tests where we randomly assign
RPT reform implementation dates. Moreover, in Section 5.7 of the Online Appendix, we follow the
approach described by Oster (2019) to assess the stability of our treatment effect and evaluate robustness
to omitted variable bias. Combined, the evidence from these sensitivity tests suggests that it is unlikely
that our findings are driven by random chance or omitted variables.
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Bankruptcy in groups

experience a decline in bankruptcy probability. This is not surprising, consider-
ing that RPT reforms also target the transactions of non-group-affiliated firms (i.e.,
standalones) with their insiders (e.g., with management). As such, RPT reforms
can affect the credit risk of both types of firms. Note that the identifying assump-
tion underlying our DiD research design maintains that, absent the adoption of RPT
reforms, the sensitivities to credit-risk shocks of subsidiaries and standalones across
treated and control countries would not be differentially affected. Thus, the fact that
the baseline bankruptcy probabilities of both subsidiaries and standalones are indi-
vidually affected by the passage of RPT reforms is not a threat to our identification.

Next, we examine whether the effect of RPT reforms varies, in the cross-section,
with the degree of subsidiary country financial market development. We expect
internal capital markets to play a more prominent role in countries with weak finan-
cial market development, where access to external capital is constrained (Khanna
and Palepu 2000). We therefore contend that RPT reforms should exhibit a stronger
effect in subsidiaries domiciled in countries with less developed capital markets. We
report the results of this analysis in Table 3, Panel B. We split subsidiaries and their
matched standalones based on the degree of their countries’ financial market devel-
opment. In line with our expectations, we find that subsidiaries are significantly
less sensitive to credit-risk shocks than standalones both in countries with weak
and strong financial market development (negative and significant coefficient on
Distress X Subsidiary in Columns (1) and (2)). Most importantly, the sensitivity of
subsidiaries to credit-risk shocks is significantly lower in countries with weak finan-
cial market development (p-value of 0.001). The differential sensitivity of subsidiar-
ies and standalones to credit-risk shocks declines following the adoption of RPT
reforms both in countries with weak and strong financial market development (nega-
tive and significant coefficients on Distress X Subsidiary X RPT in Columns (3) and
(4)), but more so in countries with weak financial market development, although the
difference is not statistically significant (p-value of 0.815).

In Fig. 2, we map out the differential sensitivity of subsidiaries and standalones
to credit-risk shocks across treated and control countries in the years surrounding
the introduction of RPT reforms and test for differences in pretreatment trends. We
estimate model (2) but replace the RPT indicator with separate event-time dum-
mies, each marking a period relative to the introduction of RPT reforms (except for
the year before the introduction of RPT reforms (i.e., t = —1), which serves as the
benchmark). We plot the coefficients on the interaction of Distress X Subsidiary and
each event-time dummy in Fig. 2, Panel A. Our findings indicate that, prior to the
adoption of RPT reforms, the treatment effect magnitudes are economically small
and statistically indistinguishable from zero, and there is no evidence of a trend
in the differential sensitivity of subsidiaries and standalones to credit-risk shocks
across treated and control countries, which provides support for the parallel-trends
assumption. In contrast, treatment effects experience a sharp increase in the years
following RPT reforms, which persists over time.

In Fig. 2, Panel B, we map out event-time RPT reform effects separately for coun-
tries with weak and strong financial market development. As in Fig. 2, Panel A, our
findings indicate that, both in countries with weak and strong financial market devel-
opment, the treatment effect of RPT reforms does not build up in the pretreatment
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Panel A: RPT Reform Effects
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Fig.2 Dynamic analysis of RPT reform effects. This figure depicts the estimated coefficients of ordinary least
squares (OLS) regressions, which we use to investigate the differential sensitivity of subsidiaries and stan-
dalones to industry distress in the years surrounding the introduction of RPT reforms. We estimate model (2)
but replace the RPT indicator with separate event-time dummies, each marking a period relative to the introduc-
tion of RPT reforms (except for the year before the introduction of RPT reforms (i.e., = —1), which serves
as the benchmark). In Panel A, we report event-time RPT reform effects (red dots) for the whole sample of
subsidiaries and matched standalones. In Panel B, we report event-time RPT reform effects for the sample of
subsidiaries and matched standalones separately for weak (blue dots) and strong (white dots) financial market
development countries. Vertical bands represent 95% confidence intervals for the point estimate in each event-
time period and are calculated based on standard errors clustered at the country and industry level. The vertical
dashed line marks the adoption of RPT reforms
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period. More interestingly, the evidence in Fig. 2, Panel B, suggests that the effect of
RPT reforms is stronger, although not significantly so, for subsidiaries domiciled in
countries with weak financial market development.

6 Treatment effect heterogeneity
6.1 Cross-sectional variation in group characteristics

The previous tests rely on standalones as a counterfactual to investigate the extent
to which groups insulate their subsidiaries from credit-risk shocks before and after
RPT reforms. In this section, we explore treatment effect heterogeneity by focusing
on sources of cross-sectional variation in intra-group credit-risk management within
the sample of subsidiaries.

Building on prior literature, we identify a series of group characteristics likely
associated with business groups’ incentives and ability to use their internal capital
markets to support subsidiaries exposed to credit-risk shocks. We then investigate
whether these group characteristics indeed explain lower subsidiary sensitivity to
credit-risk shocks and variation in the effect of RPT reforms. These tests are impor-
tant for two main reasons. First, they improve our understanding of the function-
ing of groups’ internal capital markets and of the costs of RPT regulation. Second,
because the group characteristics that we investigate are plausibly uncorrelated with
the timing of the adoption of RPT reforms, the results of these tests provide reassur-
ance that the effects that we document are indeed attributable to a decline in intra-
group credit-risk management that RPT reforms engender.

The extent to which business groups are able to insure their subsidiaries against
adverse credit-risk shocks hinges, to a great degree, on their overall financial posi-
tion. The coinsurance hypothesis rests on the premise that group firms have vary-
ing degrees of exposure to credit-risk shocks (Lewellen 1971; Khanna and Yafeh
2005) and hence country and industry diversification should be important determi-
nants of a group’s ability to manage credit risk (Kuppuswamy and Villalonga 2015).
Furthermore, to the extent that bank relationships relax firms’ liquidity constraints
by increasing their ability to raise debt and avoid equity issues (Hoshi et al. 1990;
Ashcraft 2008), groups with a bank in their corporate structure should also be bet-
ter at absorbing credit-risk shocks. Finally, credit-risk management may be easier in
groups with a pyramidal ownership structure, where control takes place through a
chain of companies (Faccio and Lang 2002). Prior theoretical studies in fact show
that pyramidal groups, vis-a-vis horizontal groups, are better able to provide intra-
group insurance to their subsidiaries (Riyanto and Toolsema 2008). We contend
that, if RPT reforms that introduce stricter approval and disclosure requirements for
RPTs impair the ability or willingness of business groups to engage in intra-group
credit-risk management, then subsidiaries of business groups that are larger, more
diversified, less financially constrained, pyramidal, and have a bank in their corpo-
rate structure should be disproportionally more affected by RPT reforms. To assess
whether this is indeed the case, we partition our business groups based on the char-
acteristics discussed above—specifically, on their degree of geographic and industry
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diversification, the presence of a bank in the corporate structure, the number of sub-
sidiaries, the number of levels in the control chain (which measures the extent to
which group structures are pyramidal), and the extent of financial constraints. We
then compare the magnitude of the coefficients on Distress and Distress X RPT
across the different subsamples. We predict a lower coefficient on Distress and a
higher coefficient on Distress X RPT for subsidiaries of groups where internal capi-
tal markets are expected to be more active.

We report the results of this analysis in Table 4. Consistent with our expectations,
we find that subsidiaries of groups with higher geographical diversification, a bank
in the corporate structure, and less financial constraints are significantly less sensi-
tive to episodes of industry distress (p-values ranging from 0.017 to 0.027). Fur-
thermore, subsidiaries of groups with high geographic and industry diversification, a
large number of subsidiaries, longer control chains, and less financial constraints are
disproportionately more affected by the adoption of RPT reforms (p-values ranging
from 0.000 to 0.006).

6.2 Veil piercing and intra-group credit-risk management

In some jurisdictions, courts are more inclined to make an exception to limited lia-
bility and pierce the corporate veil, holding a parent company liable for its subsidi-
aries’ debts (e.g., Erens et al. 2008; Mevorach 2009). As such, we posit that groups
are more likely to support a distressed subsidiary when the risk of veil piercing is
high. In this section, we examine how the effect of RPT reforms varies, in the cross-
section, with the likelihood of veil piercing. We measure the likelihood of veil pierc-
ing (Veil Piercing) using the measure developed by Belenzon et al. (2018).>* This
measure captures bankruptcy courts’ proclivity to take an “enterprise” view of the
business group—that is, to disregard the separate legal identity of group firms, sus-
pend the limited liability protection, and hold the business group parent liable for
the debts of its insolvent subsidiaries.

We report the results of this analysis in Table 5. We partition our sample subsidiaries
based on Veil Piercing.”> A subsidiary is classified as having a high likelihood of veil
piercing if Veil Piercing is above the median Veil Piercing of all other subsidiaries that
belong to the same business group. We find that the sensitivity of subsidiaries to episodes
of industry distress (Distress) is significantly lower when the likelihood of veil piercing
is higher (p-value of 0.049). This evidence suggests that business groups are more prone
to shelter subsidiaries whose debts they are more likely to be held accountable for. Also,

22 Belenzon et al. (2018) score a number of countries on a scale from zero to five based on the propen-
sity of courts to pierce the veil in cases involving corporate groups. This propensity is assessed based
on five distinct criteria, weighted according to their importance: (1) the extent to which courts apply
an enterprise approach; (2) the number of factors considered in veil piercing cases; (3) the extent to
which veil piercing is allowed outside of bankruptcy proceedings; (4) the extent to which veil piercing
is allowed outside of fraudulent behaviors; and (5) observed corporate veil piercing rates. Based on these
different criteria, Belenzon et al. (2018) conclude that the likelihood of veil piercing is highest in France,
Germany, and Italy, and lowest in Denmark, Sweden, and the United Kingdom.

23 The sample size in these tests is reduced because Veil Piercing is not available for all our sample
countries.
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Table5 Veil piercing

Dependent variable: Bankrupt

Veil Piercing

Low High
Independent variables: [€))] 2)
Distress 0.006%%#%* 0.004#%*%*
(3.06) (4.58)
RPT -0.012%#* -0.004
(-5.23) (-1.04)
Distress X RPT -0.000 0.033%%#%*
(-0.07) (2.75)
Controls Yes Yes
Firm fixed effects Yes Yes
Year fixed effects Yes Yes
Test for difference in Distress
Xz—test p-value: Low=High 0.049
Test for difference in Distress X RPT
Xz-test p-value: Low=High 0.008
Obs. 191,199 95,767
Adj. R? 0.446 0.457

This table presents the results of the analysis that examines how the effect of related party transaction
(RPT) reforms on the sensitivity of subsidiaries to industry distress varies, in the cross-section, with the
likelihood of veil piercing. Our measure for the likelihood of veil piercing (Veil Piercing) is based on
Belenzon et al. (2018). The dependent variable is Bankrupt, an indicator variable set equal to one if
a subsidiary files for bankruptcy in the 12-month period following the end of the fiscal year, and zero
otherwise. We report estimates based on the subsample of subsidiaries for which Veil Piercing is avail-
able. A subsidiary is classified as having a high likelihood of veil piercing if Veil Piercing is above the
median Veil Piercing of all other subsidiaries that belong to the same business group. All model specifi-
cations are estimated using ordinary least squares (OLS) regressions and include firm-level controls (i.e.,
Profitability, Loss, Leverage, Debt Coverage, Size, and Listed) as well as firm and year fixed effects. We
report p-values from Xz—tests for the differences in Distress and Distress X RPT across the Low and High
columns. The table reports (in parentheses) ¢-statistics based on heteroscedasticity-robust standard errors
clustered at the country and industry level. ***, ** and * denote statistical significance at the 1%, 5%,
and 10% levels (two-tailed), respectively. All variables are defined in the Appendix

we document that, after the introduction of RPT reforms, business groups reduce their
support of high veil piercing subsidiaries that experience credit-risk shocks (positive and
significant coefficient on Distress x RPT in Column (2)). Lastly, we find that, compared to
low veil piercing subsidiaries (Column (1)), high veil piercing subsidiaries are dispro-
portionally more affected by RPT reforms (p-value of 0.008).%*

24 Because veil piercing may pose jurisdictional problems in the case of multinational business groups,
in Section 6.1 of the Online Appendix, we investigate (i) the role of veil piercing in business groups’
decisions to support domestic vs. foreign subsidiaries, and (ii) how the passage of RPT reforms differ-
entially affects the ability of business groups to support domestic vs. foreign subsidiaries depending on
the likelihood of veil piercing. We find that, prior to the passage of RPT reforms, business groups are
more prone to shield domestic subsidiaries whose bankruptcies are more likely to impose costs on the
group. Also, we find that domestic subsidiaries with high veil piercing likelihood become more sensitive
to credit-risk shocks following RPT reforms.
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In sum, our findings are consistent with RPT reforms decreasing the extent of
intra-group credit-risk management and rendering internal capital markets a less
effective tool for mitigating the risk of veil piercing.

7 Credit-risk spillovers, tunneling, and the efficiency of intra-group
transfers

7.1 Within-group credit-risk shock propagation

Our previous tests examine the extent of intra-group credit-risk management from
the perspective of a receiver subsidiary. If business groups actively reallocate
resources across the corporate structure, then the financial support a distressed sub-
sidiary receives should stem from other provider subsidiaries within the same group.
If this is the case, then the decline in bankruptcy probability that a receiver sub-
sidiary experiences should be accompanied by a corresponding increase in the bank-
ruptcy probability of other subsidiaries within the same group.

In this section, we conduct a set of tests to examine how credit-risk shocks to
other group firms affect the bankruptcy probability of a subsidiary before and after
the passage of RPT reforms. These tests are important for three main reasons. First,
they allow us to pin down the channel of group support. Second, they also allow us
to gauge the effect of RPT reforms on within-group credit-risk spillovers. Third, by
focusing on credit-risk shocks to group firms from other countries and industries,
they mitigate the potential concern that local market-wide factors that are concur-
rent with, but unrelated to, RPT reforms could bias our inferences.

Based on the discussion above, we expect subsidiaries to be sensitive to credit-
risk shocks that affect other subsidiaries that belong to the same group. Moreover,
we posit that these within-group credit-risk spillovers decline following the adoption
of RPT reforms. To test these conjectures, we use an approach similar to Bertrand
et al. (2002). Table 6 presents the results of this analysis.>> We create an indica-
tor variable, Other Distress, which is set equal to one if a subsidiary belongs to a
business group that, in a given year, has a large number of subsidiaries that experi-
ence industry distress (i.e., when the number of subsidiaries affected by industry
distress falls into the top three deciles of the sample distribution).?® In Column (1),
we report the results of a regression of subsidiary bankruptcy probability on credit-
risk shocks suffered by other group subsidiaries and document a positive and sig-
nificant coefficient (Other Distress), suggesting that shocks to credit risk spill over

25 In this analysis, we exclude from the sample subsidiaries that are themselves directly affected by a
credit-risk shock.

26 In untabulated tests, we assess the robustness of our results to two alternative measures of
Other Distress based on (i) the percentage of other distressed subsidiaries in the group, and (ii) the per-
centage of the assets of distressed subsidiaries relative to the total assets of the other group subsidiaries.
Our inferences remain qualitatively unchanged.
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Table 6 Within-group credit-risk shock spillovers

Dependent variable: Bankrupt

Independent variables: a 2)
Other Distress 0.002%* 0.002%%*%*
(2.43) (2.76)

RPT -0.003%**
(-2.61)

Other Distress X RPT -0.004%**
(-3.26)

Controls Yes Yes

Firm fixed effects Yes Yes

Year fixed effects Yes Yes

Obs. 383,016 316,977

Adj. R? 0.429 0.505

This table presents the results of the analysis that examines the effect of RPT reforms on the sensitivity
of subsidiaries to the industry distress of other subsidiaries that belong to the same business group. The
dependent variable is Bankrupt, an indicator variable set equal to one if a subsidiary files for bankruptcy
in the 12-month period following the end of the fiscal year, and zero otherwise. We report estimates
based on the sample of subsidiaries that do not experience industry distress themselves. Other Distress
is an indicator variable set equal to one if a subsidiary belongs to a business group that, in a given year,
has a large number of subsidiaries that experience industry distress (i.e., when the number of subsidiaries
affected by industry distress falls into the top three deciles of the sample distribution), and zero other-
wise. All model specifications are estimated using ordinary least squares (OLS) regressions and include
firm-level controls (i.e., Profitability, Loss, Leverage, Debt Coverage, Size, and Listed) as well as firm
and year fixed effects. The table reports (in parentheses) t-statistics based on heteroscedasticity-robust
standard errors clustered at the country and industry level. *#*, ** and * denote statistical significance at
the 1%, 5%, and 10% levels (two-tailed), respectively. All variables are defined in the Appendix

to other group firms. In Column (2), we augment the model specification with RPT
and its interaction with Other Distress. Our findings closely mirror those reported in
Table 3, Panel B, Column (7), in that the sensitivity of a subsidiary to Other Distress
significantly declines following RPT reforms (negative and significant coefficient
on Other Distress X RPT), consistent with a reduction in the extent of intra-group
credit-risk management.

7.2 Is group support tunneling in disguise?

Our findings thus far endorse the bright side of business groups, in that subsidiaries
benefit from the support offered by the rest of the group when affected by credit-
risk shocks. However, it is possible that the intra-group transfers that we document
instead reflect a potential expropriation of resources by controlling shareholders at
the expense of minority investors. Tunneling takes place when intra-group transac-
tions transfer resources from subsidiaries where controlling shareholders have low
cash flow rights (i.e., high wedge subsidiaries) to subsidiaries where they have high
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Table 7 Tunneling

Panel A: Subsidiary Own Wedge
Dependent variable: Bankrupt

Subsidiary Wedge
Low High Low High
Independent variables: (6)) ?2) A3) “@)
Other Distress 0.0027%#* 0.001 0.003%#* -0.000
(2.08) (0.44) (2.54) (-0.04)
RPT -0.003%%* -0.002
(-2.39) (-1.43)
Other Distress X RPT -0.004%** -0.001
(-2.82) (-0.48)
Controls Yes Yes Yes Yes
Firm fixed effects Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes
Test for difference in Other Distress
X2—test p-value: Low =High 0.052 0.015
Test for difference in Other Distress X RPT
X -test p-value: Low = High 0.043
Obs. 321,110 61,906 268,537 48,440
Adj. R? 0.444 0.511 0.513 0.636
Panel B: Wedge of Other Subsidiaries within the Same Business Group
Dependent variable: Bankrupt
Independent variables: a Q)
Other Distress''sh Wedse -0.000 -0.000
(-0.22) (-0.09)
Other Distress®" Wedse 0.002%x* 0.002%*
(2.95) (2.36)
RPT -0.003%*
(-2.58)
Other Distress'8"Wedze x RpT -0.001
(-0.79)
Other Distress™" Weds¢ x RPT -0.003%%*
(-2.53)
Controls Yes Yes
Firm fixed effects Yes Yes
Year fixed effects Yes Yes
Obs. 383,016 316,977
Adj. R? 0.429 0.505

This table presents the results of the analysis that examines the interplay between intra-group credit-risk
management and the extent of tunneling. The dependent variable is Bankrupt, an indicator variable set
equal to one if a subsidiary files for bankruptcy in the 12-month period following the end of the fiscal
year, and zero otherwise. We report estimates based on the sample of subsidiaries that do not experi-
ence industry distress themselves. In Panel A, Other Distress is an indicator variable set equal to one

@ Springer



Bankruptcy in groups

Table 7 (continued)

if a subsidiary belongs to a business group that, in a given year, has a large number of subsidiaries that
experience industry distress (i.e., when the number of subsidiaries affected by industry distress falls
into the top three deciles of the sample distribution), and zero otherwise. A subsidiary is classified as
high wedge (low wedge) if the wedge between its cash flow rights and voting rights is above (below)
the median wedge of all other subsidiaries that belong to the same business group. The wedge between
cash flow rights and voting rights (Wedge) is defined as one minus the ratio of cash flow rights to voting
rights. In Panel B, Other Distress™"Weds¢ (Other Distress™*" "%) is an indicator variable set equal to
one if a subsidiary belongs to a business group that, in a given year, has a large number of “high wedge”
(“low wedge”) subsidiaries that experience industry distress, and zero otherwise. All model specifica-
tions are estimated using ordinary least squares (OLS) regressions and include firm-level controls (i.e.,
Profitability, Loss, Leverage, Debt Coverage, Size, and Listed) as well as firm and year fixed effects. In
Panel A, we report p-values from Xz-tests for the differences in Other Distress and Other Distress X RPT
across the Low and High columns. The table reports (in parentheses) f-statistics based on heteroscedas-
ticity-robust standard errors clustered at the country and industry level. ***, ** and * denote statistical
significance at the 1%, 5%, and 10% levels (two-tailed), respectively. All variables are defined in the
Appendix

cash flow rights (i.e., low wedge subsidiaries), which ultimately harms the inter-
ests of minority investors (Bertrand et al. 2002). Therefore, if intra-group credit-risk
management were to simply be tunneling in disguise, then one should observe group
support uniquely stemming from high wedge subsidiaries.

In Table 7, we report the results of the analysis that examines whether intra-group
credit-risk management can be entirely explained by tunneling. For that to happen,
only high wedge subsidiaries should be sensitive to credit-risk shocks affecting other
group firms. In contrast, as shown in Table 7, Panel A, we find that, when other
firms within the group experience credit-risk shocks, it is the low wedge subsidi-
aries that are most affected (p-value of 0.052). This finding cannot be reconciled
with a pure tunneling explanation. The fact that low wedge subsidiaries are the ones
that help the most is consistent with these firms being more integrated and higher
up in the control chain and therefore better placed to offer help to other subsidiar-
ies. When examining the effect of RPT reforms, we show that the sensitivity of low
wedge subsidiaries to other subsidiaries’ credit-risk shocks decreases, which is again
consistent with a decline in the extent of intra-group credit-risk management.

In Table 7, Panel B, Column (1), we present the results of a test that examines
whether low wedge subsidiaries are also the ones that receive help when in need.
We document that subsidiaries show greater sensitivity to credit-risk shocks affect-
ing low wedge subsidiaries in their group (Other Distress™*" "e¢). Furthermore, we
find that this sensitivity decreases after the passage of RPT reforms (negative and
significant coefficient on Other Distress™*" "e%¢ x RPT in Column (2)).”’

Combined, the evidence of these tests suggests that low wedge subsidiaries are
the most active players within business groups’ internal capital markets. Not only
are they more likely to receive help when exposed to credit-risk shocks, but they are

7 In Table OA-14 of the Online Appendix, we conduct a sensitivity test in which we restrict our sample
to majority owned subsidiaries to allay the concern that partitioning the sample on wedge essentially
splits subsidiaries according to the extent of their business group parent’s control rights. We continue to
find that low wedge subsidiaries are both more likely to receive transfers and to provide support.
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also more likely to provide support to other group firms in need. If the intra-group
credit-risk management that we document were to be explained by tunneling only,
then one should observe that group support flows uniquely and unidirectionally from
high wedge to low wedge subsidiaries. Our findings instead suggest that, although
tunneling can be a concern at the margin, the intra-group transfers that we document
are more consistent with groups using internal capital markets to manage credit risk.

7.3 The efficiency of intra-group credit-risk management before and after RPT
reforms

Our analysis thus far cannot speak to whether intra-group credit-risk manage-
ment is beneficial on net. While we clearly highlight a potential benefit of internal
capital markets—the shielding of group firms from adverse credit-risk shocks by
the rest of the group—it may well be that the ensuing resource transfers are inef-
ficient. An insolvent subsidiary may in fact not deserve to be supported by other
group firms if its future prospects are poor relative to the rest of the group. As such,
when resources are limited, group support to subsidiaries “not worth helping” would
destroy value for the business group and be inefficient. Similarly, when analyzing
the effect of RPT reforms, we document a cost, in the form of a reduced ability
of business groups to shield their subsidiaries from adverse credit-risk shocks after
RPT reforms are enacted. However, to the extent that RPT reforms limit inefficient
within-group transactions, the overall effect of these reforms could be net beneficial.

In this section, we examine (i) whether business groups’ credit-risk manage-
ment results in transfers of resources that primarily target subsidiaries that are
“worth helping,” that is, highly profitable subsidiaries that are temporarily affected
by credit-risk shocks; and (ii) whether the documented reduced ability of business
groups to use their internal capital markets to manage credit risk that RPT reforms
engender reflects an indiscriminate curtailment of all intra-group transactions or,
instead, a targeted reduction of inefficient transfers only.

Table 8, Panel A, reports the results of the tests that assess the extent of within-
group credit-risk management and the effect of RPT reforms separately for subsidi-
aries that are worth and not worth helping. We classify as worth helping subsidiaries
with return on assets above the average return on assets of all other subsidiaries that
belong to the same business group.”® If intra-group credit-risk management is net
beneficial, we should observe that the subsidiaries worth helping are less sensitive
to episodes of industry distress, consistent with their receiving help from the rest of
the group when in need. We find that, in line with this expectation, the coefficient
on Distress is significantly lower for subsidiaries that are worth helping (p-value
of 0.002). Moreover, we document that, following RPT reforms, business groups

28 Our approach loosely follows the internal capital markets literature that attempts to gauge the rela-
tive efficiency of resource transfers within US conglomerates using segment data (e.g., Billett and Mauer
2003). In untabulated tests, we assess the robustness of our results to the use of an alternative sample split
criterion based on the comparison between the return on assets of a subsidiary and the asset-weighted
average of all other subsidiaries’ return on assets. Our inferences remain qualitatively unchanged.
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Table 8 The efficiency of intra-group credit-risk management

Panel A: Subsidiary Own Industry Distress
Dependent variable: Bankrupt
Worth Helping Subsidiaries

No Yes
Independent variables: [€))] 2)
Distress 0.006%*%*%* 0.003%%*
(3.47) (2.44)
RPT -0.005%* -0.005%**
(-2.53) (-3.72)
Distress X RPT 0.008* 0.011%**
(1.87) (3.60)
Controls Yes Yes
Firm fixed effects Yes Yes
Year fixed effects Yes Yes
Test for difference in Distress
x -test p-value: No= Yes 0.002
Test for difference in Distress X RPT
X -test p-value: No= Yes 0.219
Obs. 242,157 223,069
Adj. R? 0.546 0.616

Panel B: Industry Distress of Other Subsidiaries within the Same Business Group

Dependent variable: Bankrupt

Independent variables: @ ?2)
Other Distress"orHelping 0.004 %% 0.004 %%
(4.04) (3.79)
Other Distress™t Worth Helping -0.000 0.000
(-0.29) (0.24)
RPT -0.003%%*
(-2.48)
Other Distress"orHelping . RpT -0.004 %%
(-3.33)
Other Distress™ WerthHelping o ppT -0.001
(-1.19)
Controls Yes Yes
Firm fixed effects Yes Yes
Year fixed effects Yes Yes
Obs. 383,016 316,977
Adj. R? 0.429 0.505

This table presents the results of the analysis that examines the effect of RPT reforms on the efficiency
of intra-group credit-risk management. In Panel A, we examine whether the effect of related party
transaction (RPT) reforms on the sensitivity of subsidiaries to industry distress depends on the extent
to which subsidiaries are “worth helping” and report estimates based on the sample of subsidiaries. A
subsidiary is classified as worth helping if its return on assets is above the average return on assets of all

@ Springer



W. H. Beaver et al.

Table 8 (continued)

other subsidiaries that belong to the same business group. In Panel B, we examine whether the effect of
RPT reforms on the sensitivity of subsidiaries to the industry distress of other subsidiaries that belong
to the same business group depends on the extent to which subsidiaries are worth helping. In Panel B,
we report estimates based on the sample of subsidiaries that do not experience industry distress them-
selves. Other Distress"*" P8 (Other Distress"® W Helping s an indicator variable set equal to one if
a subsidiary belongs to a business group that, in a given year, has a large number of worth helping (not
worth helping) subsidiaries that experience industry distress, and zero otherwise. All model specifica-
tions are estimated using ordinary least squares (OLS) regressions and include firm-level controls (i.e.,
Profitability, Loss, Leverage, Debt Coverage, Size, and Listed) as well as firm and year fixed effects. In
Panel A, we report p-values from Xz—tests for the differences in Distress and Distress X RPT across the
No and Yes columns. The table reports (in parentheses) z-statistics based on heteroscedasticity-robust
standard errors clustered at the country and industry level. ***, ** and * denote statistical significance at
the 1%, 5%, and 10% levels (two-tailed), respectively. All variables are defined in the Appendix

reduce their support to both types of subsidiaries (positive and significant coeffi-
cients on Distress X RPT). This decline in group support is not significantly differ-
ent across the two types of subsidiaries (p-value of 0.219).

In Table 8, Panel B, we show that subsidiaries exhibit greater sensitiv-
ity to industry distress affecting other group subsidiaries that are worth helping
(Other Distress"o™"elPing) - Fyrthermore, we find that this sensitivity decreases
after the passage of RPT reforms (negative and significant coefficient on
Other Distress""#elPig » RPT in Column (2)).

Combined, the evidence of these tests suggests that, prior to the passage of RPT
reforms, subsidiaries that are worth helping are more likely to receive support from
other group firms when in need, consistent with intra-group credit-risk management
being net beneficial. However, RPT reforms reduce the extent to which resources
flow to these firms, thus imposing a nontrivial cost on business groups.

8 Conclusion

We investigate whether business groups take advantage of their internal capital
markets to prevent the insolvency of their subsidiaries and the extent to which
RPT reforms aimed at curbing self-dealing impair their ability to manage credit
risk. Using a large cross-country sample of group-affiliated firms from more than
100 countries, we document two main findings. First, we show that, compared to
similar standalone firms, subsidiaries are less sensitive to credit-risk shocks, which
supports the idea that business groups actively manage intra-group credit risk by
reallocating resources within the corporate structure. This pattern of capital real-
location appears to be in line with business groups supporting subsidiaries whose
bankruptcies are expected to be more costly because of the risk of veil piercing.
Second, we show that recent regulatory changes to the approval and disclosure of
RPTs hinder business groups’ ability to manage credit risk, which highlights an
important cost of anti-self-dealing regulation.

An important caveat that our study shares with earlier studies (e.g., Claessens
et al. 2003; Friedman et al. 2003; Gopalan et al. 2007) is that group affiliation is
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taken as exogenous. While this concern is alleviated by our research design (as
business groups are unlikely to change their organizational structure in anticipa-
tion of unexpected shocks to credit risk), we conduct a number of tests to assess
the robustness of our findings to residual endogeneity concerns. Also, we focus
on a specific advantage of group affiliation—that is, intra-group credit-risk man-
agement—and thus abstract away from other potential benefits of group affiliation
(e.g., reduction of transaction costs, provision of reputational capital, etc.). More-
over, our findings do not imply that stricter approval and disclosure requirements
for RPTs are welfare decreasing, since their overall effect on economic welfare
depends on other general equilibrium considerations. Any potential benefits of
intra-group credit-risk management might in fact be partly offset by the social
costs of self-dealing, which the stricter approval and disclosure requirements for
RPTs are meant to discourage.

With these caveats in mind, our findings may be helpful to policymakers when they
weigh the benefits and costs of RPT regulation. The findings thus cater to the cur-
rent regulatory debate on the desirability of further reforms strengthening anti-self-
dealing regulation. Importantly, our evidence suggests that, if unaccompanied by con-
current capital market reforms that improve access to external finance, RPT reforms
can impose nontrivial costs on business groups. Thus, policymakers should carefully
consider interdependencies among the different elements of a country’s institutional
infrastructure when designing regulatory interventions (Shleifer 2005; Leuz 2010).

Appendix: Variable Definitions

Variable Definition

Bankrupt Indicator variable set equal to one if a firm files for bankruptcy in the
12-month period following the end of the fiscal year, and zero other-
wise. We use the status date to identify the year in which a firm files
for bankruptcy (source: Orbis).

Distress Industry distress indicator variable set equal to one if a firm’s country-
industry experiences a large increase in the bankruptcy rate in a
given year, and zero otherwise. For each firm, we compute the annual
country-industry bankruptcy rate at the one-digit SIC code level,
excluding the respective firm from the calculation. Distress is set
equal to one if the annual change in the bankruptcy rate falls into
the top three deciles of the sample distribution, and zero otherwise
(source: Orbis).

Subsidiary Indicator variable set equal to one if a firm is a subsidiary of a business
group, and zero if a firm is a standalone entity (source: Orbis).

Profitability Return on assets, defined as net income divided by lagged total assets
(source: Orbis).

Loss Indicator variable set equal to one if a firm’s return on assets is nega-
tive, and zero otherwise (source: Orbis).

Leverage Book leverage ratio, defined as total liabilities divided by total assets
(source: Orbis).

Debt Coverage Ratio of earnings before interest and taxes to lagged total liabilities
(source: Orbis).
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Variable Definition

Size Natural logarithm of total assets (source: Orbis).

Listed Indicator variable set equal to one if a firm has equity securities listed in
a public equity market, and zero otherwise (source: Orbis).

Multinational Indicator variable set equal to one if a business group has two or more
subsidiaries domiciled in different countries, and zero otherwise
(source: Orbis).

Foreign Indicator variable set equal to one if a subsidiary and its business

Majority Owned

Wholly Owned

RPT

Financial Market Development
Geographic Diversification
Bank in the Group

Number of Subsidiaries

Number of Levels
Financial Constraints

Veil Piercing
Other Distress

Wedge

Other Distress'ish Wedse

group parent are domiciled in different countries, and zero otherwise
(source: Orbis).

Indicator variable set equal to one if more than 50% of a subsidiary’s
control rights are held (directly or indirectly) by the business group
parent, and zero otherwise. We compute control rights using the
weakest link approach (La Porta et al. 1999; Claessens et al. 2000;
Nenova 2003) (source: Orbis).

Indicator variable set equal to one if 100% of a subsidiary’s control
rights are held (directly or indirectly) by the business group parent,
and zero otherwise. We compute control rights using the weakest link
approach (La Porta et al. 1999; Claessens et al. 2000; Nenova 2003)
(source: Orbis).

Indicator variable set equal to one starting in the first year in which a
country introduces related party transaction (RPT) reforms, and zero
otherwise. The adoption years of RPT reforms for each Initial Sample
country are reported in Table OA-5 of the Online Appendix (source:
World Bank Doing Business Reports 2008-2018).

Ratio of total market capitalization of all publicly listed firms in a coun-
try to the country’s gross domestic product (source: World Bank).

Number of unique countries in which the subsidiaries that belong to the
same business group operate (source: Orbis).

Indicator variable set equal to one if a business group has a bank in its
corporate structure, and zero otherwise (source: Orbis).

Number of subsidiaries that belong to a business group (source: Orbis).

Maximum number of subsidiary levels (one to five) of a business
group’s control chain (source: Orbis).

Measure of business group financial constraints, calculated following
the approach of Whited and Wu (2006) (source: Orbis).

Measure of veil piercing likelihood, based on Belenzon et al. (2018).

Indicator variable set equal to one if a subsidiary belongs to a business
group that, in a given year, has a large number of subsidiaries that
experience industry distress (i.e., when the number of subsidiaries
affected by industry distress falls into the top three deciles of the
sample distribution), and zero otherwise (source: Orbis).

Wedge between cash flow rights and voting rights, defined as one minus
the ratio of cash flow rights to voting rights (source: Orbis).

Indicator variable set equal to one if a subsidiary belongs to a business
group that, in a given year, has a large number of “high wedge”
subsidiaries that experience industry distress (i.e., when the number
of high wedge subsidiaries affected by industry distress falls into the
top three deciles of the sample distribution), and zero otherwise. A
subsidiary is classified as high wedge if Wedge is above the median
Wedge of all other subsidiaries that belong to the same business group
(source: Orbis).
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Variable Definition

Other Distress™" Wedse Indicator variable set equal to one if a subsidiary belongs to a business
group that, in a given year, has a large number of “low wedge” sub-
sidiaries that experience industry distress (i.e., when the number of
low wedge subsidiaries that are affected by industry distress falls into
the top three deciles of the sample distribution), and zero otherwise.
A subsidiary is classified as low wedge if Wedge is below the median
Wedge of all other subsidiaries that belong to the same business group
(source: Orbis).

Worth Helping Indicator variable set equal to one if a subsidiary is “worth helping,”
and zero otherwise. A subsidiary is classified as worth helping if its
return on assets is above the average return on assets of all other sub-
sidiaries that belong to the same business group (source: Orbis).

Other Distress"erth Helping Indicator variable set equal to one if a subsidiary belongs to a business
group that, in a given year, has a large number of subsidiaries “worth
helping” that experience industry distress (i.e., when the number of
subsidiaries “worth helping” that are affected by industry distress
falls into the top three deciles of the sample distribution), and zero
otherwise. A subsidiary is classified as worth helping if its return on
assets is above the average return on assets of all other subsidiaries
that belong to the same business group (source: Orbis).

Other Dl‘StFESSNm Worth Helping

Indicator variable set equal to one if a subsidiary belongs to a business
group that, in a given year, has a large number of subsidiaries “not
worth helping” that experience industry distress (i.e., when the num-
ber of subsidiaries “not worth helping” that are affected by industry
distress falls into the top three deciles of the sample distribution),
and zero otherwise. A subsidiary is classified as not worth helping if
its return on assets is below the average return on assets of all other

subsidiaries that belong to the same business group (source: Orbis).

Supplementary Information The online version contains supplementary material available at https://doi.
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