Queueing Systems (2021) 97:343-381
https://doi.org/10.1007/s11134-021-09694-y

®

Check for
updates

In-queue priority purchase: a dynamic game approach

Zhongbin Wang'® - Luyi Yang?® - Shiliang Cui® - Jinting Wang*

Received: 29 October 2019 / Revised: 3 February 2021 / Accepted: 8 February 2021 /
Published online: 5 March 2021
© The Author(s) 2021

Abstract

Pay-for-priority is a common practice in congestion-prone service systems. The extant
literature on this topic restricts attention to the case where the only epoch for customers
to purchase priority is upon arrival, and if customers choose not to upgrade when they
arrive, they cannot do so later during their wait. A natural alternative is to let customers
pay and upgrade to priority at any time during their stay in the queue, even if they
choose not to do so initially. This paper builds a queueing-game-theoretic model that
explicitly captures self-interested customers’ dynamic in-queue priority-purchasing
behavior. When all customers (who have not upgraded yet) simultaneously decide
whether to upgrade, we find in our model that pure-strategy equilibria do not exist under
some intuitive criteria, contrasting the findings in classical models where customers
can only purchase priority upon arrival. However, when customers sequentially decide
whether to upgrade, threshold-type pure-strategy equilibria may exist. In particular,
under sufficiently light traffic, if the number of ordinary customers accumulates to
a certain threshold, then it is always the second last customer who upgrades, but in
general, it could be a customer from another position, and the queue-length threshold
that triggers an upgrade can also vary with the traffic intensity. Finally, we find that
in-queue priority purchase subject to the sequential rule yields less revenue than upon-
arrival priority purchase in systems with small buffers.
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1 Introduction

Pay-for-priority is a common practice in service systems for customers to cut their
waiting time in the queue. For instance, the London Eye sells fast-track tickets to its
visitors. Similarly, the U.S. Citizenship and Immigration Services (USCIS) charge a
premium in exchange for expedited case processing.! One key design variable for such
a system is the timing of customers’ purchase. The extant literature on priority pur-
chase [1,6,15] has restricted attention to the case where customers can only purchase
priority upon arrival—if they decide not to pay when they arrive, they will forgo the
opportunity to upgrade ever and must remain in the regular line throughout their stay,
even though, in practice, they may change their minds as the queue evolves.

A natural alternative is to give customers more flexibility and make the pay-for-
priority option always available—even after customers join the system. For instance,
the London Eye could in principle allow visitors to purchase the fast-track ticket on
their mobile devices at any point in their waiting process. Likewise, USCIS could allow
a petitioner to file a request of expedited processing at any time after submission,
not just at the moment of submission. If in-queue priority purchase is enabled, an
immediate follow-up design question is whether to let customers in the regular line
upgrade all at once (i.e., simultaneously) or one at a time (i.e., sequentially). In light
of these considerations, this paper examines the following two questions: (1) how will
customers behave if they can upgrade to priority at any time during their wait in the
queue? (2) how will rules on the specific timing of priority upgrade (i.e., simultaneous
vs. sequential) impact customer behavior?

Modeling the behavior of dynamic in-queue priority-purchasing is no easy task.
When deciding whether to purchase priority, customers must make a delicate trade-off
between the priority premium they pay and the waiting time they expect to save, which,
in turn, depends on how many other customers are seeking service and competing for
priority. Additionally, self-interested customers must take into account all possible
future events of the queue and decide not only whether to purchase priority (as in
the upon-arrival case in the literature) but also when to do so (assumed away by the
upon-arrival case). These actions, in turn, shape the underlying queueing dynamics.
Capturing this feedback loop necessitates (challenging) equilibrium analysis.

In this study, we formulate the problem of in-queue priority purchase as a dynamic
game played by homogeneous customers in a queueing system. We first consider a
simultaneous upgrade rule whereby customers who have not yet upgraded to priority
simultaneously decide whether to upgrade at any time while they are waiting in the
queue.

I See https://www.londoneye.com/tickets-and-prices/; https://www.uscis.gov/i-907.
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Since the strategy space and the value-function space of our game are massive, we
take a two-step approach and demonstrate that pure-strategy equilibria do not exist
under certain intuitive criteria on the value functions (of the dynamic game). In Step
1, we establish that if a pure strategy can be sustained in equilibrium subject to the
intuitive criteria, it must be of a state-dependent threshold type. That is, customers
in the non-priority line will purchase priority if and only if their positions from the
head of the line are less than a certain threshold, which varies with the system state
characterized by both the number of priority customers and the number of non-priority
customers in the system. In Step 2, we show that any threshold strategy cannot be
sustained in equilibrium. Further, we investigate a tractable small buffer system that
can hold at most two customers (including the customer in service). We analytically
confirm, without assuming the intuitive criteria, that such a small buffer system indeed
cannot support a pure-strategy equilibrium in which some customers purchase priority.

Our finding of non-equilibria contrasts those in the extant literature that focuses on
the setting where customers can purchase priority only at the instant of arrival [1,6,15].
In these papers, not only is a pure-strategy equilibrium guaranteed to exist but there
often exist multiple pure-strategy equilibria (see Sect. 1.1 for more details about the
related literature.) The non-existence of pure-strategy equilibria in our setting also
implies that the simultaneous upgrade rule can be troublesome to implement, let alone
the practical difficulty that may arise for the system to update state information in
real-time without delay.

Next, we consider an alternative sequential upgrade rule whereby each time there is
a new customer arrival, the service provider sequentially asks non-priority customers
one by one whether to purchase priority, with the first customer in line being called
upon first, then the second one, and so on. Today’s mobile Internet makes it exceedingly
easy to manage such a system efficiently.

We first investigate the cases of sufficiently light traffic and sufficiently heavy
traffic. Under sufficiently low traffic, customers can effectively act myopically by
ignoring future arrivals. We establish the existence of a pure-strategy equilibrium
of the following structure: each time the arrival of a new customer causes the low-
priority queue length to tentatively reach a given threshold (given in closed form),
the second last customer (and no one else) upgrades; the newcomer will be the next
customer to upgrade if the low-priority queue length temporarily reaches the threshold
again (due to an arrival) before the newcomer is served. This equilibrium structure
implies the low-priority queue length can never exceed the above threshold (and can
only stay at the threshold temporarily). This property is preserved under any traffic
intensity in equilibrium even though the maximum low-priority queue length would
likely decrease with traffic. In particular, under sufficiently heavy traffic, we show that
when the priority price is not too high, the equilibrium is such that as soon as the
ordinary queue amasses two customers, the first ordinary customer upgrades to the
priority queue.

We then again turn to a small buffer system that can hold at most two customers
and analytically characterize the pure-strategy equilibrium for any traffic intensity. We
also analytically compare in-queue priority purchase subject to the sequential rule with
upon-arrival priority purchase in the small buffer system. We find that for a revenue-
maximizing service provider, the optimal priority revenue is higher under upon-arrival

@ Springer



346 Queueing Systems (2021) 97:343-381

priority purchase although it presents customers with fewer upgrade opportunities.
This result potentially tells a cautionary tale against in-queue priority purchase (despite
its ability to create more selling opportunities) and implies that the service provider
may benefit from prohibiting such a practice.

Finally, we numerically solve for the pure-strategy equilibrium of sequential in-
queue priority purchase in a system that can hold at most three customers under
various traffic intensities and priority prices. We find instances in which as soon as
the number of ordinary customers reaches three, it triggers the upgrade of the very
first customer but not the second or third customer, defying the equilibrium structure
previously identified. Nevertheless, we numerically observe that in such a system,
(sequential) in-queue priority purchase still generates less revenue than upon-arrival
priority purchase, corroborating the analytical insight gleaned from the small buffer
system.

1.1 Literature review

The literature on queueing models with strategic customers dates back to the seminal
paper of Naor [20], who studies homogeneous customers’ joining and balking deci-
sions upon arrival to an observable M/M/1 queue. Interested readers are referred to
Hassin and Haviv [16] and Hassin [14] for comprehensive surveys of this literature.
Particularly related to our work are papers on priority-purchasing behavior. While a
significant proportion of the priority-purchasing literature focuses on unobservable
queues (for example, [2,11-13,19,21,24-26]), a relatively scant stream of the litera-
ture examines priority purchasing in an observable-queue setting in which customers
make queue-length-dependent decisions, which is most relevant to our work.

Balachandran [9] studies a queueing system in which customers receive a higher
priority by choosing a higher price to pay upon arrival from an infinite set of possible
payments. Adiri and Yechiali [1] and Hassin and Haviv [15] examine a more practical
scenario which serves as the basis for our model. Specifically, Adiri and Yechiali [1]
analyze an observable M/M/1 queue when customers make pay-for-priority decisions
upon arrival to the system, given a fixed cost of the priority premium. They consider
pure threshold equilibrium strategies whereby customers will purchase priority if and
only if the total number of customers in the system is above a certain threshold.
Because customers are homogeneous, it implies that under any symmetric equilibrium,
an arriving customer will also opt into priority if there are other priority customers
in the system. Hassin and Haviv [15] build on the work of Adiri and Yechiali [1]
and highlight the follow-the-crowd behavior in priority purchasing. Importantly, they
show that such follow-the-crowd behavior guarantees the existence of at least one
pure-strategy equilibrium and potentially multiple ones. By contrast, we show that this
existence result breaks once customers are allowed to defer their priority-purchasing
decision (under a simultaneous upgrade rule).

Alperstein [6] further generalizes the framework by Adiri and Yechiali [1] to multi-
ple priority classes and shows that a revenue-maximizing service provider can extract
all customer surplus by implementing priorities, effectively achieving a last-in-first-
out (LIFO) service discipline. More recently, Wang et al. [22] compare the revenue
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of an M/M/1 priority queue with balking, between the observable and unobservable
settings.

Similar to this stream of literature, we also study customers’ strategic priority-
purchasing strategies in an observable M/M/1 queue with a given priority premium
charged to customers. However, unlike the extant literature, which assumes that
customers can only purchase priority upon arrival, our model allows for priority-
purchasing at any time of the queueing process. In other words, the existing models
are essentially a one-shot game, whereas ours is a dynamic one. Indeed, customers
in our model may defer their priority purchase until the queue gets longer, or find it
optimal not to purchase priority upon arrival even if there are other priority customers
currently in the system. Such behaviors make intuitive sense but are absent from the
existing models.

While we study customers’ in-queue priority-purchasing behavior, a few other
recent papers consider customers’ in-queue reneging decisions; for example, see Assaf
and Haviv [7], Afeche and Sarhangian [3], Maglaras et al. [18], Ata and Peng [8], and
Cui et al. [10] for various theoretical models of reneging. Also see Aksin et al. [4,5] and
Webb et al. [23] for empirical investigations. Among these works, the most relevant
one to us is Aféche and Sarhangian [3]. They assume two exogenously fixed streams
of customers (ordinary and priority) arriving to a priority queue without any priority
premium involved, and study how being bumped by the priority customers triggers in-
queue reneging behavior of the ordinary customers (the priority customers may balk
upon arrival but do not have any incentive to renege after joining). Importantly, Afeche
and Sarhangian [3] assume exogenous priority status to focus on the reneging behavior,
whereas our model complements theirs by allowing customers to endogenously self-
select into priorities through monetary payment while assuming away balking and
reneging.

In our investigation of the simultaneous upgrade case, the focus on showing non-
equilibria of structurally simple strategies is in the spirit of Kerner et al. [17] who
prove that any threshold strategies cannot be an equilibrium in ticket queues. Rather
than restricting attention to threshold strategies, we propose certain intuitive criteria
that any equilibrium strategy should presumably follow. We then demonstrate that any
pure strategies that satisfy these criteria must be of a threshold type, yet they cannot
be supported in equilibrium.

2 Model description

Consider an M/M/1 service system. Customers arrive to the system according to a
Poisson process with rate A. The service times are independent and exponentially
distributed with rate w. Customers do not balk or renege. Hence, we focus on the case
A < u to ensure system stability. Customers are delay-sensitive and their waiting cost
per unit time is C. Consistent with the literature, the values of A, i, and C are common
knowledge.

By default, each customer upon arrival is an ordinary customer, i.e., a non-priority
customer, and decides whether and when to purchase priority throughout her stay in the
system (from the arrival epoch to the departure epoch). The priority price is P (> 0)
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and is non-refundable. Hence, the decision of upgrading to priority is irrevocable.
Once an ordinary customer purchases priority, she becomes a priority customer and
obtains preemptive priority for service over all other ordinary customers. The queue
disciplines within the ordinary and priority lines are both FIFO. The state of the system
is described by {N,, Np}, where N, € Ny := {0} UN and N, € Ny correspond to
the number of ordinary customers and the number of priority customers in the system
(including the one in service, if any), respectively. Throughout her time in the system,
each customer observes the system state and her position in the queue.

Customers are fully rational in our model in that (i) they act to maximize their own
expected utility (or equivalently, minimize the expected cost) at any given time upon
and after arriving to the system, and (ii) they take into consideration the actions of
other customers, including the current customers in the system as well as any future
arrivals. To that end, customers are able to calculate the probabilities for all different
sample paths according to which the system evolves. Given that the priority premium is
non-refundable, once any customer has purchased priority, they have no more actions
to take.

We consider two different rules that can be imposed on the specific timing of priority
upgrade: the simultaneous upgrade rule (which we study in detail in Sect. 3) and the
sequential-upgrade rule (which we study in detail in Sect. 4).

3 Simultaneous upgrade rule

In this section, we consider a simultaneous upgrade rule specified as follows: Each
ordinary customer in the system continuously evaluates the options of purchasing and
not purchasing priority—until she either upgrades to priority or completes service.
The evaluation and priority upgrade are instantaneous. Thus, at any time point, all
(ordinary) customers simultaneously decide whether to upgrade to priority.

When multiple ordinary customers decide to upgrade, it is imperative to specify the
order in which these customers join the priority line, i.e., their service order (because
the order affects the calculation of customers’ expected utilities and hence the equilib-
rium analysis). We adopt the first-come-first-upgrade rule, i.e., customers who upgrade
at the same time will join the priority line according to their order of arrival to the sys-
tem, which is also their order in the ordinary line. First-come-first-upgrade is arguably
the fairest and most natural rule for customers.

3.1 Equilibrium definition

We set up the in-queue priority-purchasing problem under the simultaneous rule as a
dynamic game. We focus on Markovian priority-purchasing strategies that depend on
the system state {N,, N} (i.e., the numbers of ordinary and priority customers in the
system), and the position of a given customer within the ordinary line (due to the first-
come-first-upgrade rule). The information set an ordinary customer acts on can thus
be described by a three-dimensional position vector (i, j, k), where i € N indicates
the position of the customer in the ordinary line including any ordinary customer at the
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System State ‘ System State 3 System State
Np=3;Np=2 3 No=4;Np =2 : Np=2Np =4
(Stable under g) : (Transient under o) : (Stable under o)
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Priority line @ D Priorityline @ | Priority lin @
Server 3 Ennn Server 3 - Server
Regular line 3 Regular line 3 Regular line

o(1,22) =N : o(132) =Y : o(1,14) =N
0(212) =N : 0(222)=Y : 0(2,04) =N
d(3,02)=N : 0(312)=N ;

: 0(402) =N :

Before an arrival An arrival occurs After an arrival

Fig.1 System dynamics as an arrival occurs, assuming customers follow strategy o specified in each box.
Note: Os and Ps in the figure represent ordinary and priority customers, respectively. As a new arrival
occurs (middle panel), the four ordinary customers (including the arrival) act simultaneously according to
strategy o and the first-come-first-upgrade rule. If & were an equilibrium strategy, no ordinary customer
has an incentive to unilaterally deviate from o (i, j, k) given her position (i, j, k) at any stable or transient
state under o

server, j € Ny the number of ordinary customers behind her in the ordinary line, and
k € Ny the number of customers already in the priority queue. For example, if the only
customer in the system is an ordinary customer at the server, then her position vector
is (i, j, k) = (1,0, 0). By definition, at any system state {N,, N} with N, > 1, any
ordinary customer’s position vector (i, j, k) must satisfy i + j = N, and k = N,

Given the position vector (i, j, k), each ordinary customer chooses between ‘Yes’
(for purchasing priority) and ‘No’ (for not purchasing priority). A (Markovian) strategy
o : NxNoxNy — {Y, N}isamapping from the position vector (i, j, k) toaYesor No
priority-purchasing action. We use X to denote the strategy space. Because customers
are homogeneous, we consider symmetric (pure) strategies. When all customers follow
strategy o, we call system state {N,, N} astable state under o if and only if (i) N, = 0,
or(ii)) N, > Oand o (i, N, —i, Ny) = N foralli € {1,2, ..., N,}. Thatis, at a stable
state (under o), the strategy o specifies that all of the ordinary customers, if any, do
not purchase priority (i.e., to stay “stable”). A system state that is not stable under o
will be referred to as a transient state under o. See Fig. 1 for an illustration of the
system dynamics when customers follow a specific strategy.

Define the value function V (i, j, k) : N x Ny x Ny — R as the expected utility
(or the continuation value) of an ordinary customer at position (i, j, k). We use V to
denote the value-function space. Note that V (i, j, k) is time-homogeneous because
the underlying queueing system evolves according to a time-homogeneous Markov
chain.

Definition 1 A symmetric pure-strategy equilibrium under the simultaneous upgrade
rule is characterized by any strategy and value-function pair (o, V) € ¥ x V that
satisfies Conditions (1), (3a)—(3b), (4) and (5):
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i1
- [k + > No(siitjs.io=r} + 1}% ifo(i, j,k)=Y,
s=1
Vi, j k), otherwise,
V(i, j, k) € N x Ny x Ny, (D

V. j. k)=

where (i’, j', k') is as specified by

i1
i"i=i— Z Wi (s,itj—s.b)=Y}>
s=1
i+j
jli=j- Z Wi (s,i4j—s,k)=Y}
s=i+1
i1 i+
Ki=k+ Y Noitjso=rt+ > Kowitjsk=r)- )
s=1 s=i+1

Inparticular, V(i, j, k) € NxNoxNy,ifo(s,i+j—s,k) = Nforalls =1,...,i+],
then

C A
Vi, j, k)y=—— —V k—1 —V 1,k
(N )»+M+)»+ @, J, )+ PR @i, j+ 1k,
V(i,j,k)eNxNoxN, (3a)
VG0 =~ 4 VG 1,0 4 VG 41,0
15 bl = - DU 1 — U l ’
J At x+ 5O+ Ve
V(i, j) € N x Ny, (3b)
V(,j,0)=0, VjeNy, 4)
i—1
V(iajvk) zmax{ [k+Z]I{U(Sl+/ Sk) Y +1]/}L’ V(i/vj/sk/)}v
s=1
V(i, j, k) € N x Ny x Ny, (5)

where (i’, j', k') is as specified by (2).

In Definition 1, Conditions (1), (3a)—(3b) and (4) pin down the value function
V (through a system of linear equations) for a given strategy o. Specifically, Con-
dition (1) gives recursive formulas for the value function when state transitions
occur due to priority upgrades without changing the total number of customers
in the system. If o requires that an ordinary customer with position (i, j, k) pur-

chase priority at the cost of premium P, then she will join the priority line with
. th
the [k + Zi;]l Lo (s,itj—s.k)=Y) + 1] position in the priority line according to the

first-come-first-upgrade rule, which means she must wait behind the orignal k priority
customers and all upgraders who are originally ahead of her. Her expected waiting cost
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until service completion is thus [k + le;ll Lo (s,itj—s,k)=Y} + 1] C /. If instead she

chooses not to purchase priority, her position vector changes from (i, j, k) to (i’, j/, k)
as specified by (2), which indicates that her updated position i” in the ordinary line is
her original position i less the number of upgraders who are originally ahead of her;
the updated number of customers waiting behind her j’ is the original number ; less
the number of upgraders who are originally behind her; and the updated number of
priority customers k' is the original number k plus the total number of upgraders.

Note that Condition (1) is applicable to both transient and stable states, although
for a stable state, it would simply give a trivial identity equation, i.e., V (i, j, k) =
V (i, j, k). Hence, Conditions (3a)—(3b) add to Condition (1) by specifying the recur-
sive formulas of the value function for stable states (in which everyone in the ordinary
line chooses ‘N’ according to o). A stable state evolves if and only if an arrival or
departure event occurs, which [unlike transitions in Condition (1)] changes the total
number of customers in the system. Specifically, the mean time till the next (arrival or
departure) event is 1/(A + ), during which each ordinary customer incurs a waiting
cost of C per unit of time. If an event occurs, it is an arrival with probability A /(A + w),
in which case the number of customers waiting behind any ordinary customer is incre-
mented by one. On the other hand, with probability «/(A + 1), a departure occurs as
the next event, in which case either the number of priority customers is decremented
by one if originally there is at least one priority customer (see Condition (3a)), or the
position of any ordinary customer moves up by one otherwise (see Condition (3b)).
On the other hand, Condition (4) specifies boundary conditions for absorbing states
of service completion.

Note that while the value function V is determined by Conditions (1), (3a)—(3b) and
(4) for a given strategy o, there is of guarantee on o being an equilibrium. Hence, Con-
dition (5) acts as a consistency check that ensures the continuation value V (i, j, k) is
indeed the maximum expected utility any customer with position (i, j, k) can obtain
(even if they could choose differently than o (i, j, k)), provided that all other cus-
tomers follow o. That is, when all customers adopt o, no one can strictly improve
their expected utility at any position (i, j, k) by unilaterally deviating from the action
specified by o (i, j, k), which implies the best response to o coincides with o itself.
Taken together, Conditions (1), (3a)—(3b), (4) and (5) close the feedback loop to qualify
o as an equilibrium strategy.

Further, we call a stable state under an equilibrium strategy o an equilibrium state.
Due to the Markovian property, any equilibrium state of the system will be preserved
in equilibrium—that is, all of the ordinary customers will remain in the ordinary
line—until either an arrival or a departure event triggers a state transition.

3.2 Analysis
The strategy space and the value-function space of the game are massive. To facilitate

equilibrium analysis, we first propose three intuitive criteria on value functions. This
enables us to focus on a reasonable subspace of X x ) that complies with these criteria.
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Intuitive criteria

We propose three intuitive criteria on value functions as follows:
Criterion1 V(i + 1, j, k) <V, j, k).

Criterion2 V(i,j+ 1,k) <V, j, k).

Criterion3 V(i —1,j,k+1) <V, j, k).

Criterion 1 states that, all else being equal, an ordinary customer does not receive a
higher expected utility when there are more customers ahead of her in the ordinary line.
Criterion 2 specifies that, all else being equal, an ordinary customer does not receive a
higher expected utility when there are more customers behind her in the ordinary line.
Criteria 1 and 2 are consistent with the intuition that a non-priority customer cannot be
better off with a more congested system (corresponding to more potential competitors
for priority). On the other hand, Criterion 3 states that for an ordinary customer,
when the number of ordinary customers ahead of her in the ordinary line and the
number of priority customers in the priority line add up to a constant, the customer
(weakly) prefers the scenario with fewer priority customers. The intuition here is
that any customer already in the priority line will be served before the tagged ordinary
customer with certainty regardless of whether she upgrades, whereas a customer ahead
of her in the ordinary line may not be served before her if she upgrades timely and the
other person does not.

Roadmap

The rest of this section is devoted to proving that pure equilibrium strategies do not
exist under the intuitive criteria. In particular, we proceed with the following two-step
approach which is also illustrated by the corresponding Venn diagrams in Fig. 2:

Step I We establish that any pure-strategy equilibrium subject to the intuitive criteria
must be of a state-dependent threshold type. In particular, combining the equi-
librium conditions from Definition 1 (which characterize a subset of ¥ x V),
denoted by &£) with the three intuitive criteria (corresponding to set 7), we
show that if a pure-strategy equilibrium exists, it must be of a state-dependent
threshold type (the set of such threshold strategies is denoted by 7). That is,
Step 1 shows thatif (ENZ) # &, then (ENZ) C 7.

Step 2 We show that any state-dependent threshold strategy cannot be an equilibrium,
i.e., (6NT) = @. The result implies (£ NZ) ¢ T, and by the contrapositive
argument of Step 1, we can conclude that (£ NZ) = &. That is, there does not
exist any pure-strategy equilibrium of our game that would satisfy the intuitive
criteria. In other words, a pure-strategy equilibrium, even if it ever existed,
would be peculiar and thus might be of little practical interest.

3.2.1 Step 1: equilibrium structure

In this subsection, we search for the equilibrium structure subject to Definition 1 and
Criteria 1-3. Hence, in this step, we treat the three intuitive criteria as underlying
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PR Y xV
Equilibrium: 7 Gatisfies Equilibrium: 7 caicfies
(o, V)' satlsf}/ Intuitive Criteria 1-3 (o, V)_ s_atlsfy Intuitive Criteria 1-3
Definition 1 Definition 1
o
A
|
o satisfies Definition 2
Step 1 shows that if (ENZ)# @, then (ENZ)CT
X xV Y xV
Equilibrium: Equilibrium: V satisfi
(0, V) satisfy - . (0,V) satisfy satisfies
fies Definition 2 itive Criteri
Definition 1~ ¢ S48 161 clinition Definition 1 Intuitive Criteria 1-3
o
.

Step 2 shows (€N T) =@, which implies (ENZ)=2

Fig.2 Tllustration of the analytical roadmap

assumptions for all the derivations. For brevity, we do not repeatedly state in each of
the formal results in Step 1 their reliance on the three intuitive criteria. We develop
some supporting lemmata first.

Lemma 1 In equilibrium, under Criteria 1-3, for any system state {N,, N} = {i +
Jj kY, ifo(i, j, k) = N,wemusthaveo (i+s, j—s,k) = N foralls € {1,2, ..., j}.

Lemma 1 implies that under any equilibrium strategy, an ordinary customer does
not purchase priority unless all other customers ahead of her in the ordinary line do.
This is consistent with the first-come-first-upgrade rule whereby an ordinary customer
with a more advanced (resp., backward) position in the ordinary line also receives a
more advanced (resp., backward) position in the priority line, when the two of them
decide to upgrade to priority at the same time.

Lemma2 In equilibrium, V (i, j, k) — V(i, j. k+ 1) = C/p.

Lemma 2 gives a lower bound for the difference between V (i, j, k) and V (i, j, k+
1). Intuitively, when there is one more priority customer in the line (all else being
equal), an ordinary customer’s expected utility is reduced by at least the waiting cost
of a service period, but could be more because waiting longer in the ordinary line (if
she does not upgrade) further increases the likelihood of being overtaken (by other
customers).
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Lemma 3 In equilibrium,

(i) ifo(l,j, k) = N, then o(1, j', k') = N forall j/ € {0,1,...,j}and k' €
0,1, k);

Gi) if o (1, j,k) = Y, then o(1, j/,k') = Y forall j' € {j,j +1,...} and k' €
k4 1,...).

Lemma 3 suggests that the first customer in the ordinary line is more inclined to
purchase priority when the lines are longer (either due to more customers waiting
behind in the ordinary line or due to more customers waiting ahead in the priority
line). Intuitively, a greater number of other customers standing in the ordinary line
provides the first customer with a greater incentive to upgrade since their presence
spells more competition for priority. More customers being in the priority line also
motivates priority-purchasing because a longer waiting time caused by these priority
customers implies that the first customer is likely to encounter more future arrivals
who pose a threat as prospective competitors for priority.

Based on Definition 1 and Criteria 1-3 and using Lemmata 1-3 as stepping stones,
we now establish the structure of pure-strategy equilibrium in the following Theorem 1.
Note that it is a necessary condition for any equilibrium strategy under the three
intuitive criteria.

Theorem 1 A pure-strategy equilibrium under the three intuitive criteria must be of a
state-dependent threshold type as specified by Definition 2.

Definition 2 For a weakly-decreasing sequence of non-negative integers {7, }scn, such
that

nozooananz...Zn(ﬂ_l)>nﬂ=O=n@+1)=n(m+2),..., (6)

withm < ’VT_I , we define the following strategy o: Forany N, € Nand N), € Ny,

. . . Y ifie {1,25~--’ﬁ{N0,N1,}}’
o (i, No =i, Np) = {N ifi € (A, ) + L ANy + 20 Noh )
where
ﬁ{Ng,Np} = min{sle +s < nN,—s) — 1,s € Np}. (8)

Making sense of Theorem 1

Let us unpack Theorem 1. First, it states that given any state {N,, N}, an equilibrium
strategy is a state-dependent threshold strategy which specifies that the first and only
the first 7y, v} ordinary customers should purchase priority; see Eq. (7). Therefore,
n{N,,N,} also corresponds to the number of ordinary customers who purchase priority
at state {N,, Np} under an equilibrium strategy. Note that nyy, v, is well-defined
by Eq. (8) and nyy,, Ny = No because N, is an element that belongs to the set
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System State E System State f System State
No=3;Np =2 ; No =4 Np =2 i No=2iNp =4
(Stable under o) : (Transient under 0) : (Stable under o)
o(i,3—1i,2) =Y ifand only if i a(i,4—i,2) =Y ifand only if E o(i,2 —i,4) =Y if and only if
2452y for s = {01,.,i— 1} 2452 ng g fors= (01, i—1} | 445 =npg for s ={0,1,..,i—1}
Priority line @ E Priority line @ i Priority line @
Server E nnun Server i - Server
Regular line 3 Regular line : Regular line
0(1,22) =N 16(13,2) =Y bjc 2+0>n,=1 | o(1L14) =N
; : } b/c 4+0<n,=6
6(2,1,2) = N b/c 2+0<n;=3 10(2,22) =Y bjc 24+1=>n3=3 | 0(2,04) =N
0(302) =N 10(3,1,2) = N} . '
30(4&2) -N /c 24+2<n,=6
Before an arrival An arrival occurs e After an arrival
Fig. 3 System dynamics under equilibrium strategy o specified by ng = oo, ny = oo, np = 6, n3 = 3,
ng = 1 and ns = ng = ... = 0. Note: See the discussion following Corollary 1

{sINp+s < nw,—s)—1, s € No}. Because only customers at the front of the ordinary
line purchase priority, the FIFO service order is preserved.

Second, Theorem I indicates thatny, v ) should be derived for any given {N,, N}
from a weakly decreasing integer sequence {n}sen, that only depends on the system
parameters but not the system state; see Eq. (8). It is easier to interpret the relation-
ship between an equilibrium strategy and {n;}cn, through the lens of an equivalent
condition presented in the following Corollary 1.

Corollary 1 In equilibrium, for any given system state {N,, Np}, we have o (i, Ny —
i,Ny) =Y ifandonly if Ny +s > ny,—s) fors €{0,1,2,...,i —1}.

Corollary 1 directly follows from Egs. (7) and (8) in Theorem 1. To see how
Corollary 1 is operationalized, we consider a specific example in Fig. 3. In this example,
let us suppose o is an equilibrium strategy specified by ng = oo, ny = 0o, ny = 6,
n3 = 3,n4 = 1 and ns = ng = ... = 0 (which satisfies the descending-order
requirement by Theorem 1). At the initial given state {3, 2} (left panel of Fig. 3),
we know by Corollary 1 that o(i,3 —i,2) = Y if and only if 2 + s > n;3_,) for
s ={0,1,...,i — 1}. This implies 0(1,2,2) = 0(2,1,2) = 0(3,0,2) = N which
further implies that the state {3, 2} is a stable state under strategy o . Next, suppose an
arrival event occurs which brings the system state to {4, 2} (middle panel of Fig. 3).
By applying Corollary 1 to the new state {4, 2}, we know that o' (i,4 —i,2) = Y if
and only if 2 4+ 5 > ny—y) fors = {0, 1,...,7 — 1}. It then follows that o' (1, 3, 2) =
0(2,2,2)=Yando(3,1,2) = 04,0, 2) = N, meaning the equilibrium strategy o
prescribes that the first two ordinary customers purchase priority at state {4, 2}. This
results in a system transition to state in {2, 4} (right panel of Fig. 3), and the system
is back to a stable state under o based on Corollary 1 again. In sum, the first two
customers in the ordinary line in this example originally do not purchase priority, but
later choose to do so when a new customer arrives.
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The second implication of Theorem 1 is the following Corollary 2.

Corollary 2 In equilibrium, the occurrence of a departure event in a stable state will
not trigger any customer to purchase priority.

Corollary 2 follows directly from the condition in Corollary 1 because by plugging
s = 0, we know that a system state is stable if and only if N, < ny,. When a
departure event occurs to a stable state, i.e., N, is reduced by 1 if N, > 1 or N, is
reduced by 1if N, = 0, the condition N, < ny, is preserved because ny, is weakly
decreasing in N, (Theorem 1). Intuitively, upon a departure, all customers expect
less cost into the future because they are one step closer to service completion. An
ordinary customer in a more backward position of the ordinary line expects a larger
cost reduction than one in a more forward position because the one in the back is more
vulnerable to being overtaken (because they would stay in the system longer, inviting
more overtaking threats from future arrivals). Hence, a departure event attenuates
the threat from future arrivals and reduces customers’ incentives to purchase priority,
particularly for a customer in the back of the ordinary line. Since those standing in
the back do not purchase priority upon a departure, those in the front are assured of
their positions and thus also have no incentive to purchase. Consequently, all ordinary
customers would stay put in the event of a departure.

3.2.2 Step 2: non-existence of pure-strategy equilibria

Thus far, Theorem 1, together with Corollaries 1 and 2, has presented a clear view of the
equilibrium structure—if equilibrium strategies exist. To characterize the equilibrium
strategies under Criteria 1-3, it is sufficient to focus on the state-dependent threshold
strategies in Definition 2. In this step, we now prove that any pure strategy given by
Definition 2 cannot be sustained in equilibrium.

Theorem 2 Any pure strategy defined by Definition 2 cannot be sustained in equilib-
rium. Thatis, (ENT) = @.

Combining Theorems 1 and 2 yields the following corollary.

Corollary 3 Under the simultaneous upgrade rule, pure-strategy equilibria do not exist
if the intuitive criteria hold. That is, (E NT) = @.

We will provide some intuition for why pure-strategy equilibria do not exist through
the lens of a tractable small buffer system that has a buffer size K = 2, i.e., a system
that can hold at most two customers (including the customer in service, if any). A firm
understanding of this simplified setting will shed light on our main model that does
not have a buffer limit (i.e., K = o0).

3.3 A small buffer system

In this subsection, we analyze a small buffer system with K = 2 to sharpen intuition.
For notational convenience, we define traffic intensity p = A/ and normalized price
vp £ wP/c. Since a small buffer system is always stable, we relax the assumption
A < u,i.e., traffic intensity p can be less than or greater than 1.
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Theorem 3 Consider a small buffer system with K = 2 subject to the simultaneous
upgrade rule. If vp > 1, then no customers purchasing priority is an equilibrium.
Otherwise, i.e., if vp < 1, there exist no pure-strategy equilibria.

Theorem 3 shows that in a small buffer system, no customers purchasing priority
is an equilibrium strategy for the customers when the priority price is high (vp > 1).
This is intuitive because customers would never purchase priority if the priority price
is higher than the maximum expected reduction in delay cost. More importantly, when
the priority price is not too high (vp < 1), a pure-strategy equilibrium does not exist
(note that this result does not rely on the intuitive criteria as an assumption). In this
case, customers have conflicting interests: a customer that is ahead in the queue only
has an incentive to upgrade if the customer behind her upgrades, whereas the customer
that is behind in the queue only gains from upgrading if the customer ahead does not
upgrade.

When buffer size K increases, “no customers purchasing priority” will be sustained
inequilibrium forany vp > K —1.Onthe otherhand,if vp < K —1, we conjecture that
no pure-strategy equilibria exist. Note that as K gets larger, the condition vp > K — 1
becomes more difficult to satisfy, When K 1 oo, we conjecture that there will not be
any pure-strategy equilibrium for any P > 0 (we have proved this under the caveat of
three intuitive criteria in Corollary 3).

The non-existence of pure-strategy equilibria implies that the simultaneous upgrade
rule may be troublesome to implement. In addition, the simultaneous rule requires real-
time updates of system states without delay (as all the customers move at the same
time), which may also pose implementation challenges.

4 Sequential upgrade rule

In this section, we consider an alternative, sequential upgrade rule specified as follows:
Each time a new customer arrives, the service provider sequentially asks each ordinary
customer one at a time whether they wish to purchase priority, with the first customer
in line being called upon first, then the second one, and so on, until all the ordinary
customers are asked. Unlike the simultaneous upgrade rule, customers in this case
cannot purchase priority until it is their turn. They have a single opportunity to upgrade
each time a new customer arrives and if they choose not to upgrade this time, they
must wait until the next customer arrival for a new upgrade opportunity. The sequential
upgrade rule can be implemented with the aid of today’s mobile Internet, which may
efficiently automate the inquiry and upgrade process.

4.1 Equilibrium definition

We set up the in-queue priority-purchasing problem under the sequential rule as a
dynamic game. Consider an ordinary customer whose position vectoris (i, j, k), where
i is the number of ordinary customers ahead of and including her; j, the number of
ordinary customers behind her, and &, the number of priority customers. When it is her
turn to upgrade, we define her (Markovian) strategy to be o (i, j, k) € {Y, N}, where
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“Y” indicates “upgrade” (or purchase priority) and “N” indicates “no.” Note that in
most sequential games, it is necessary to specify a player’s strategy as a function of
the possible strategies of all the other players who move before she does (which would
be cumbersome). However, in our case, this information is subsumed by a customer’s
position vector when she is about to decide on upgrading. In other words, what matters
to a customer is not how she reaches her position vector, but what the position vector is
at the moment of decision-making. Therefore, for our purpose, it suffices to condition
customer strategies only on the position vectors, instead of tracking the history of
previous customers’ moves.

Next, we define the value function. Let Vi (i, j, k) denote the expected utility of
a customer with position vector (i, j, k) when the xth ordinary customer is about to
decide on upgrading, forx =1, ...,i 4 j + 1. Specifically, V; (i, j, k) is the expected
utility of customer (i, j, k) when it is her turn to upgrade (right before she acts);
Vit j+1(i, j, k) is the expected utility of customer (7, j, k) when the upgrade process
is complete (i.e., after all the ordinary customers have been asked).

Definition 3 A symmetric pure-strategy equilibrium under the sequential upgrade rule
is characterized by any strategy and value-function pair (o, V') that satisfies Conditions
(9) through (13):

. Vii = 1,j,k+1), ifox,i+j—x,k) =Y,
Vi@, j, k) = .. .
Ver1(, j, k), otherwise,
Vx=1,...,i—1,i>2 (j, k) €Ny x N, )
—kED _p (i, j, k) =Y
ViiLj k) = wo b i U(l,.J, ) ,
Vi1, j, k), otherwise,
Y(i, j, k) € N x Ny x Np, (10)
Veli,j—1,k+1), if 1 i —x,k)=7Y,
Vi k) = x(z]. ' +1) if o(x .l+] x, k)
Vet1(, j, k), otherwise,
Vx=i+1...,i+j, @, j k) eNxNxNy, (11)
.. 1% .. ..

Viei L j k)= ———o + —— Vi s k—1 Vi@, 1,k),
i+j+10, J, k) A+M+X+u itj+1(, J )+)»+M 1@, j+1,k)
V(, j, k) e Nx Ng x N, (12a)

.. M . . A ..

Vigi  j, ) =——+—Vi (i —1,7,00 + —— V1 (i, 1,0),
i+j+1(, J,0) k+u+k+u i+ (0 J )+k+“ 1, j+1,0)
Y@, j) € N x Np, (12b)

Vit1(0,j,0) =0, Vje Ny, (12¢)

k+1
v,-(i,j,k)zmax{—M—P,Viﬂ(i,j,k)},
V(i, j, k) € N x Ny x Np. (13)
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In Definition 3, Conditions (9) specify the state transition due to the action of the
xth ordinary customer who moves before customer (i, j, k) does. If the xth ordinary
customer upgrades, then customer (i, j, k)’s position vector becomes (i — 1, j, k+ 1)
(because now there is one fewer ordinary customer ahead of her but one more customer
in the priority line). Note that the next customer who gets to choose whether to upgrade
is still the xth customer in the ordinary line as the original xth customer joins the
priority line. If the xth ordinary customer does not upgrade, then customer (i, j, k)’s
position vector is unchanged before the next customer upgrades, and now the next
customer will be the (x + 1)th customer in the ordinary line. Conditions (10) specify
the state transition due to customer (i, j, k)’s action. Conditions (11) specify the
state transition due to the action of a customer who moves after customer (i, j, k)
does. Conditions (12a) through (12c) specify the state transition due to arrivals and
departures. Note that a new arrival triggers a new round of priority upgrades starting
from the first customer in the ordinary line, and therefore the subscript of the value
function is reset to 1. Conditions (13) ensure that customers indeed maximize their
expected utility by choosing strategy o provided that other customers choose o. While
Definition 3 applies to a system without a buffer limit, we can easily modify Conditions
(12a) through (12c) by imposing boundary conditions that accommodate any finite
buffer K.

Given the complexity of the problem, it is challenging to solve for the equilibrium in
general, but we can nevertheless analytically characterize the equilibrium both under
sufficiently light traffic and sufficiently heavy traffic, which will shed some light on
the equilibrium structure in general.

4.2 Sufficiently light or heavy traffic

We first examine a case of sufficiently light traffic in which arrival rate A is much
smaller than service rate u (i.e., A < @) such that customers do not need to concern
themselves with future arrivals that are not yet present in the system (because A < u
implies that any existing customers in the system will be served long before any future
customers arrive). We first define a threshold-type “X-strategy” below in Definition 4.

Definition 4 (X-Strategy) Whenever the number of ordinary customers reaches X + 1,
the Xth customer (or equivalently the second last customer) and only that customer
upgrades.

Theorem 4 below shows the X -strategy will arise in equilibrium under sufficiently
low traffic.

Theorem 4 When ) < u, the X-strategy as defined in Definition 4 with X = [vp] is
a pure-strategy equilibrium, where vp = wP /C.

Under sufficiently light traffic (A < ), customers compete only with existing cus-
tomers and can act myopically without loss of optimality. In essence, the underlying
game reduces to a one-shot sequential game. To understand the equilibrium in Theo-
rem 4, consider the example of vp = 1.5. In this case, [vp] = 2, which implies that
the maximum stable ordinary-queue length is 2. As soon as a new customer arrives,
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the number of customers in the ordinary queue temporarily reaches 3, which triggers
the upgrade of the second customer (while the first and third customers stay put), and
the newcomer becomes the one to occupy the second position. In this simple case, it
is easy to verify the equilibrium. Customer 1 loses C/u by being overtaken, which is
better than paying P = 1.5C/u to secure her position. Given that Customer 1 does
not upgrade, Customer 2 loses 0.5C /u by upgrading (paying 1.5C/u and overtaking
one customer), which is better than losing C/u by being overtaken by Customer 3
(Customer 3 would upgrade if neither Customers 1 nor 2 were to upgrade). Given that
Customer 1 stays put and Customer 2 upgrades, Customer 3 is better off not upgrading
as she would incur a net cost of 0.5C /. if he were to upgrade (overtaking Customer
1 and paying 1.5C /).

Under sufficiently light traffic, the maximum stable queue length of ordinary cus-
tomers will not exceed [vp] in equilibrium (it may temporarily reach [vp] + 1, but
will immediately return to [vp] upon an upgrade). When the traffic intensity is higher,
the number of customers that can possibly accumulate in the ordinary queue before an
upgrade occurs will only (weakly) decrease as customers are under greater pressure
to defend their position. We summarize this (immediate) result below.

Corollary 4 Under any traffic intensity, in equilibrium, the maximum stable queue
length of ordinary customers cannot exceed [vp].

Intuitively, as the system experiences more traffic, we would expect the maximum
stable queue length of ordinary customers to decline. In other words, an upgrade is
easier to trigger with more traffic. Under sufficiently heavy traffic, the maximum stable
queue length may reduce to 1. Theorem 5 below gives precise conditions on when this
equilibrium emerges.

Theorem 5 Ifand only if p > /vp — 1, the X-strategy as defined in Definition 4 with
X = 1 is a pure-strategy equilibrium, i.e., in this equilibrium, the first and only the
first customer upgrades whenever the number of ordinary customers reaches 2.

Theorem 5 shows that under sufficiently heavy traffic, an equilibrium arises in which
as soon as two ordinary customers are present, the first customer upgrades. Note that
if the normalized priority price is low, i.e, vp < 1, the condition p > /vp — 1
will in fact be satisfied by any traffic intensity p, i.e., the aforementioned equilibrium
strategy holds for any traffic intensity. In this case, since [vp] = 1, the equilibrium
strategy is the same as the one identified in Theorem 4. Nevertheless, for vp € (1, 4),
combining Theorems 4 and 5 indicates that the equilibrium strategy under sufficiently
heavy traffic (when forward-looking customers must take into account future arrivals)
disagrees with the equilibrium strategy under sufficiently light traffic (when customers
can act myopically). Although the exact equilibrium strategy differs, the equilibrium
structure is still the same, both belonging to the families of X-strategies.

This leaves us with the case of vp > 4. In this case, the condition p > ,/vp — 1
cannot be satisfied by any traffic intensity p < 1. Thus, the X-strategy with X = 1
is no longer an equilibrium. Intuitively, a high priority price discourages the first
customer from purchasing priority when the second customer arrives. While the actual
equilibrium eludes us, we show in Theorem 6 below that under sufficiently heavy
traffic, the equilibrium structure will be different from that of X-strategies.
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Theorem 6 Ifvp > 4andp > vp/(vp + 1), any X-strategy as defined in Definition 4
is not an equilibrium.

When both the traffic intensity and the priority price are high, we have already
explained an X-strategy with X = 1 cannot be an equilibrium; any X-strategy with
X > 2 cannot be an equilibrium either because before the second last customer
upgrades, the customers ahead of her would already have an incentive to purchase
priority in order to preempt competition from future arrivals. Hence, the equilibrium
structure is likely to be more complex. Note that, for any given vp, we can always
satisfy the condition p > vp/(vp + 1) in Theorem 6 with sufficiently high traffic
intensity p while still guaranteeing stability (p < 1).

4.3 Small buffer systems

In this subsection, we investigate customers’ equilibrium strategies in small buffer
systems to sharpen intuition. Specifically, we will first analytically study a queueing
system that can hold at most two customers (i.e, K = 2), similar to what we did for the
simultaneous upgrade rule (see Sect. 3.3). We will then numerically study a queueing
system that can hold at most three customers (i.e., K = 3).

431 K=2

If a single ordinary customer is present in the queue, it is straightfoward that the
customer will not upgrade. Thus, since K = 2, specifying customer strategies when
there are two ordinary customers will pin down the equilibrium. Theorem 7 below
characterizes the pure-strategy equilibrium through a tuple in which the first (resp.,
second) element indicates the first (resp., second) ordinary customer’s strategy.

Theorem 7 Consider a small buffer system with K = 2 subject to the sequential
upgrade rule. The unique pure-strategy equilibrium is (Y, N) if vp < 1 and (N, N)
otherwise.

When the priority price is high (vp > 1), it is intuitive that no customers purchase
priority. However, unlike the simultaneous case (as shown in Theorem 3), when the
priority price is not too high (vp < 1), a pure-strategy equilibrium exists, and in
equilibrium, the first customer upgrades while the second customer does not. Under
the sequential upgrade rule, the first customer gets to decide first. Should she upgrade,
she would lose P; should she not upgrade, the second customer would upgrade, causing
the first customer to lose C/u. Since P < C/u (or equivalently vp < 1), the first
customer is better off not upgrading, which, in turn, removes the incentive for the
second customer to upgrade.

Note that while the second customer chooses to pass on priority purchasing at the
moment of her arrival, she may eventually upgrade if she moves to the first spot and
a new customer arrives before she completes service. Interestingly, the equilibrium
strategy here does not vary with p, suggesting that customers act as if they were
myopic, ignoring future arrivals. We caution that this equivalence between myopic
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and forward-looking behaviors is driven by the assumption K = 2, and does not hold
in general (in fact, it will break when K = 3, as we will see in Sect. 4.3.2). Based on
the equilibrium strategy given in Theorem 7, we further derive the priority revenue in
Corollary 5 below.

Corollary 5 Consider a small buffer system with K = 2 subject to the sequential
upgrade rule. The priority revenue per unit time as a function of vp is given by

C,OZVP .

—L L fvp <1,
132, wp) = | T U0 =

0, ifvp > 1.

Next, we compare the priority revenue generated from in-queue priority purchase
subject to the sequential upgrade rule with that from the classical upon-arrival priority
purchase under K = 2. To be clear, in the upon-arrival priority purchase scheme, cus-
tomers are presented with the option to purchase priority only upon arrival and if they
choose not to purchase the moment they arrive, they cannot do so later. The literature
(for example, [1,15]) has shown that customers in this case follow a threshold strategy
in equilibrium: they purchase if and only if the queue length they see upon arrival
reaches a certain threshold. Hassin and Haviv [15] have also shown the possibility of
multiple equilibria. Whenever multiple equilibria arise, we select the Pareto-dominant
equilibrium in which all customers have higher expected utility than they would in
other equilibria. Note that the Pareto-dominant equilibrium effectively corresponds to
the one with the highest threshold. Proposition 1 below characterizes the equilibrium
and the corresponding priority revenue when customers can purchase priority only
upon arrival.

Proposition 1 Consider a small buffer system with K = 2 where customers can
purchase priority only upon arrival. The unique Pareto-dominant pure-strategy equi-
librium strategy is given below.

o Ifvp < min{p, 1}, then all customers purchase priority.

o If p < vp < 1, then a customer purchases priority if and only if she sees one
(ordinary) customer in the system upon arrival.

e [fvp > 1, then no customers purchase priority.

The priority revenue per unit time as a function of vp is given by

Cp(1+ . .
%7 lf‘VP = mln{pv l}a
ARR _ C .
MgZ5(vp) = 1+‘;_:;2, ifp <vp <1,
0, l'f\)p > 1.

Next, we compare the maximum revenue (by optimizing over the priority price) of

upon-arrival priority purchase, H‘l‘}li I;, and that of in-queue priority purchase subject

to the sequential rule, Hinz, where

ARR AR SQ SQ
My, = n&ix Mgt (vp), I, = ns:;}x M=, (vp).
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Fig. 4 Comparison of priority revenues in a small buffer system with K = 2. Note. © = 1, C = 1 and
A=038

Theorem 8 Consider a small buffer system with K = 2. The optimal revenue of upon-
arrival priority purchase is higher than that of in-queue priority purchase subject to

the sequential rule, i.e., H‘Iélig > Hf(sz.

Theorem 8§ shows that in a small buffer system with K = 2, the upon-arrival priority
purchase scheme yields higher revenue than in-queue priority purchase, although the
latter presents customers with more upgrade opportunities. See Fig. 4 for an illustra-
tion. Recall that in-queue priority purchase lessens customers’ fear of being overtaken
if they do not purchase priority upon arrival by allowing them to defer their purchase
decision. As a result, customers have less of an incentive to purchase than they would
in the upon-arrival case, causing the in-queue purchase scheme to fall short of the
upon-arrival purchase scheme in terms of priority revenue.

More specifically, in the small buffer system, to maximize the priority revenue in
the upon-arrival purchase scheme, the service provider should always charge a low
enough price to induce all customers to purchase priority upon arrival. In particular,
even those who arrive at an empty system will purchase immediately in order to
secure their current position. By contrast, in the sequential in-queue purchase scheme,
customers who arrive at an empty system will never have a motivation to purchase (as
they can always wait until a new customer arrives), which explains the revenue gap
between the upon-arrival and in-queue purchase schemes. Note that in the former, the
Pareto-dominant equilibrium we select in the event of multiple equilibria represents
the most advantageous outcome to customers but the least advantageous as far as
priority revenue is concerned. It implies that the priority revenue of the upon-arrival
purchase scheme we use for comparison is the most conservative prediction of what
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may arise in equilibrium, but even this conservative prediction surpasses the revenue
of the in-queue purchase scheme.

While in-queue priority purchase creates more selling opportunities for the service
provider, Theorem 8 tells a cautionary tale against this practice. It implies that the ser-
vice provider may instead benefit from giving customers a buy-it-or-lose-it ultimatum
when they arrive.

432K =3

As a proof of concept, we numerically solve for the pure-strategy equilibrium of
sequential in-queue priority purchase in a system that can hold at most three customers
(i.e., K = 3). In each numerical instance, we enumerate all the possible strategies o;
for each given o, we solve a modified version of Conditions (9) through (12¢) that
accommodates the finite-buffer system of K = 3 (a system of linear equations) for the
corresponding the value function V; we then check if V satisfies (13); if so, the (o, V)
pair is an equilibrium. In all the numerical instances tested, we have consistently found
a unique equilibrium.

Tables 1 reports the equilibrium strategies under various priority prices for a fixed
arrival rate; Table 2 reports the equilibrium strategies under various arrival rates for
a fixed priority price. For brevity, we only report equilibrium strategies when two or
three ordinary customers are present (because, as argued earlier, if only one ordinary
customer is present, the customer will trivially not upgrade).

We observe four types of possible equilibria:

(1) Whenever the ordinary queue length reaches 2, the first customer upgrades.
(2) Whenever the ordinary queue length reaches 3, the first customer upgrades.
(3) Whenever the ordinary queue length reaches 3, the second customer upgrades.
(4) No customers upgrade.

We make the following observations from Table 1. First, as the priority price
increases, customers are less prone to upgrade (in the sense that we see fewer Y's and
more Ns), which is intuitive. Second, many of the strategies are defined on position
vectors off the equilibrium path but are nevertheless critical to governing equilibrium
behavior. For instance, for P = 1.2, the equilibrium is of type (1), which implies that in
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Table 2 The equilibrium strategies of sequential in-queue priority purchase under various arrival rates for
K =3

Arrival rate 1=05 =06 A=07 1=0.8 A=09
o(1,1,0) N N N N Y
5(2,0,0) N N N N Y
o(1,2,0) N Y Y Y Y
0(2,1,0) Y Y Y Y Y
5(3,0,0) Y Y Y Y Y
o(1,1,1) N N N N Y
(2,0, 1) N N N N Y
Type 3) 2) (2) (2) (1)

p=1,C=1,P=15

equilibrium the system will never reach a state where the first ordinary customer does
not upgrade, i.e., a customer cannot be at position (2, 0, 0) when making a decision,
but should that occur, o (2,0,0) = Y implies the second customer would upgrade.
Third, for both P = 1.5 and P = 1.8, the equilibrium structure is that the arrival of
a third ordinary customer triggers a priority purchase, but the two cases differ in who
is the purchasing customer. When P = 1.5, the priority price is low enough to make
the first customer purchase in order to avoid being overtaken. When P = 1.8, the
priority price is high enough to convince the first customer that not purchasing and
being overtaken is a better choice; seeing the first customer not upgrade, the second
customer upgrades and jumps ahead of the first one.

We make the following observations from Table 2. First, as the arrival rate (and
thus traffic intensity) increases, customers are more prone to upgrade (in the sense
that we see more Y's and fewer Ns). This contrasts the case of K = 2, in which the
equilibrium strategy does not vary with traffic (see Theorem 7), but makes intuitive
sense because a higher traffic intensity implies future arrivals pose a greater threat,
which warrants more preemptive upgrades. Second, when A = 0.5 (a case of light
traffic), the equilibrium behavior is of type (3) and indeed agrees with the one identified
in Theorem 4 for sufficiently light traffic. Third, when the traffic intensity is higher
(A =0.6,0.7,0.8, 0.9), the equilibrium behavior departs from what occurs under light
traffic. In particular, when A = 0.6, 0.7, 0.8, the equilibrium is of type (2) and it is not
the second (to the last) customer but the first customer who upgrades. When A = 0.9,
the equilibrium is of type (1) and the queue length only needs to reach 2, instead of 3,
to trigger an upgrade. Fourth, the number of priority customers (0 or 1) does not affect
the equilibrium strategy, i.e., o(1,1,0) = o(1,1,1) and 6(2,0,0) = (2,0, 1). In
fact, we can analytically prove this result, as shown in Theorem 9.

Theorem 9 Consider a small buffer system with K = 3 subject to the sequential
upgrade rule. In a pure-strategy equilibrium, o(1,1,0) = o (1,1, 1) and o (2,0,0) =
0(2,0,1).

We caution that the result of Theorem 9 (the equilibrium strategy being independent
of the number of priority customers) is likely driven by the assumption K = 3 and is
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Fig.5 Comparison of priority revenues for K = 3. Note: u = 1,C =1

not meant to be interpreted as a general result that applies to systems with any buffer
size. What is special about K = 3 is that if there is one priority customer and two
ordinary customers in the system, then the system is already full. As a result, the two
ordinary customers would not be much concerned about future arrivals (because they
know the next event can only be a departure). Hence, their strategy in equilibrium is
no different than if the priority customer did not exist. However, this reasoning would
not generalize to a system with a larger buffer and it is reasonable to conjecture that
ordinary customers would act differently should the number of priority customers in
the system differ.

We also numerically compare the priority revenue generated in sequential in-queue
priority purchase with that in the upon-arrival purchasing model. The results are
reported in Fig. 5. We observe that in the system of K = 3, sequential in-queue
priority purchase still generates less revenue than upon-arrival priority purchase (for a
given priority price and under the optimal priority price), which parallels the analytical
insight gleaned from the small buffer system with K = 2 (see Theorem 8).

5 Concluding remarks

The extant priority-purchasing literature has restricted attention to the case where
customers who would like to purchase priority must do so upon arrival to the service
system. A natural alternative is to allow customers to upgrade to priority at any time
after they have joined the (non-priority) line. Under such circumstances, little, if any,
is known about how self-interested customers would behave. Our paper seeks to fill
this gap by formulating a dynamic game that models customers’ in-queue priority-
purchasing behavior.

When the simultaneous upgrade rule is imposed, we find that pure-strategy
equilibria do not exist under certain intuitive criteria, contrasting the extant priority-
purchasing literature, which instead shows the existence and sometimes multiplicity
of pure-strategy equilibria when customers can only purchase priority upon arrival.
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However, when the sequential upgrade rule is implemented, pure-strategy equilibria
may exist. The upgrading behavior can be complex. Under sufficiently light traffic, if
the number of ordinary customers accumulates to a certain threshold, then it is always
the second last customer who upgrades, but in general, it could be a customer from
another position, and the queue-length threshold that triggers an upgrade can also vary
with the traffic intensity. Under sufficiently heavy traffic and a not-too-high priority
price, as soon as two ordinary customers gather, the first customer will upgrade. Our
analytical and numerical results on systems with relatively small buffers consistently
show that in-queue priority purchase does not yield as much revenue as upon-arrival
priority purchase.

To sum up, in priority purchasing, the fundamental conflict among customers is that
those in the front of the queue would like to upgrade only because they fear that those
in the back would upgrade, but those in the back would only gain from upgrading if
customers in the front do not upgrade. The conflict is difficult to resolve when cus-
tomers try to upgrade at the same time, which leads to the potential non-existence of
pure-strategy equilibria under the simultaneous upgrade rule. However, if customers
make upgrade decisions one at a time, then those who decide later can adjust their
decisions to what earlier customers do, which facilitates the resolution of the afore-
mentioned conflict. Thus, under the sequential upgrade rule, it is more promising for
customers to reach pure-strategy equilibria. Moreover, the tension among customers
escalates if a sufficient number of customers congregate and if the threat from future
arrivals intensifies, which explains why a threshold-type equilibrium strategy might
emerge (i.e., an upgrade is triggered only if the number of ordinary customers reaches
a certain threshold), and why this threshold can decrease with the traffic intensity.

Finally, the non-equilibria in the simultaneous case is also partially attributed to the
assumption of homogeneous customers. If customers are heterogeneous in their delay
sensitivity, then the aforementioned conflict can be somewhat alleviated as those who
are more sensitive to waiting are more eager to purchase priority. If delay sensitivity
differs vastly, then customers’ priority purchasing decisions will be mostly driven by
the differences in their delay sensitivity rather than the differences in their relative
positions in the queue.
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Appendix

For the proofs, define V,; as the value function determined by Condition (1) of Defi-
nition 1 for a given strategy o. To prove Lemmas 1-3, we first provide the following
two lemmas.

LemmaA.1 —P — (i + K)C/u < V(i, j k) < —kC/u, V(i, j, k) € N x Ny x No.

In the result above, the upper bound —kC /i corresponds to the minimum expected
waiting cost of the tagged customer. On the other hand, an ordinary customer at
position (i, j, k) always has the option to upgrade to priority by paying premium P.
Therefore, —P — (i + k)C/u serves as a lower bound for V (i, j, k) because this
customer’s expected waiting cost with the priority upgrade is at most (i + k)C/u,
which is evident from Eq. (5).

LemmaA.2 If strategy o is an equilibrium strategy, and {i + j,k} is a tran-
8y q 8, J

sient state under o, then the new state {i + j — Ziijl W (s itj—sh)=r} kK +

221]1 Lo (5,i+j—s,k)=v}} to Which the system transitions under o, is stable under o,

which is then by definition an equilibrium state.

Proof Suppose the new system state

{i+J —Z;J':_/l ]I{a‘(s’i_’_j_xyk):Y} s k—}-ZlS:JI H{g(x,,‘{_l‘_s’k)zy}} is not a stable state under
o, then without loss of generality (WLOG) there exists some customer with position
(i', j', k') at the new state whose equilibrium strategy specifies that o (i’, j’, k') = Y,
where i’ + j' =i+ j — Z;’;JI Wi (s,i+ j—s,k)=v}- Therefore, her maximum expected
utility

i'—1
Vg(i” j/’ k’) =—P - |:k/ + Zszl ]I{U(s,i’+j/—s,k):Y} —+ 1] C/l,l,

—P— (K +1)C/p. (A1)

IA

WLOG, suppose the customer’s position was (i, j, k) at the previous transient system
state {i + j, k}. Itis clear that o (i, j, k) = N because otherwise the customer will not
be in the ordinary line at the new system state. We can infer that there were i —i’ > 0
and j — j > 0 ordinary customers ahead of and behind her, respectively, at the old
state {i + j, k}, who have purchased priority according to the strategy o. Because
o(i,j, k) =N,wehave Vo (i, j/, k') = Vs, j, k) > —P —[k+ (@ —i)+11C/u
[from(5)] > —-P—[k+(G—iY+ (G —j)+11C/u=—P — (k' + 1)C/p which
contradicts inequality (A.l). Therefore, the new system state must be stable under
o. Furthermore, the new state is also an equilibrium state because ¢ is given as an
equilibrium strategy. O

Lemma A.2 implies that when an arrival or departure event occurs to an equilibrium
state (under an equilibrium strategy o) and if it creates a transient state, then the
execution of strategy o at the transient state will bring the system back to another
equilibrium state in one “iteration” of reshuffling. That s, it cannot occur in equilibrium
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Table 3 Payoff matrix for the ith and (i + 1)th ordinary customers

oli+1,j—1,k=Y ci+1,j—1,b)=N
o(i,j,k)=Y Uy, U) (U1, U3)
o(i,j,k)=N Uz, Uy) (Ug, Us)

that a rational ordinary customer originally decides not to upgrade, but later changes
her mind even though there is no change in the total queue length (i.e., no arrivals or
departures). Hence, while rational ordinary customers, in principle, must continuously
evaluate the priority-purchasing option, it suffices, in actuality, that they evaluate it
and possibly upgrade only at discrete time points of arrivals or departures. Moreover,
this result also implies that in Definition 1, we can substitute Egs. (3a)—(3b) and (4) for
V(i’, j', k) in both Conditions (1) and (5) [i.e., the “if”” part of Conditions (3a)—(3b)
will be guaranteed by Condition (5)]. Hence, we are effectively left with two sets
of equilibrium conditions: Condition (1) maps strategies to value functions, whereas
Condition (5) corresponds value functions to their necessitated strategies.

Proof of Lemma 1 For part (i), it suffices to prove that o (i, j, k) = N implies o (i 4+
1, j—1, k) = N.Given system state {i + j, k}, letn, := le;ll Lo (s,i+j—s,k)=v) and
ng ‘= Z';{ 12 Lo(s.itj—s.k)=Y}- That is, np and n, denote the number of ordinary
customers in the ordinary line, before and after both the i* and the (i + 1) ordinary
customers, who will purchase priority according to strategy o at state {i + j, k}. We
can generate the expected utilities for the i and the (i +1)” ordinary customers when
their priority-purchasing decisions are Y or N. The 2 x 2 payoff matrix is presented
in Table 3, where Uy = —P — (k+ 1+ np)C/u, Uy = =P — (k+ 2+ np)C/u,
Us=Vo(i—np, j—1—ng, k+ngs+np+1),Us = Vo (i —np, j —ng, k+ng +np)
andUs =V,(i+1—np, j—1—ng, k+ng+np).

Suppose o (i, j,k) = Nando(i + 1, j — 1, k) = Y form an equilibrium between
the two players. Then we must have Uz > U; and Uy > Us (recall that a customer
prefers purchasing priority if both the priority and the non-priority options generate
the same expected utility). It follows that Uz > Us which implies V5 (i — np, j —
1—ng,k+ng+np+1)>Ve(i —np+1,j —ng—1,k+n, + np), but this is a
contradiction to Criterion 3. Therefore, o (i, j,k) = Nando(i +1,j — 1,k) =Y
cannot be an equilibrium between the i’ and the (i 4 1)"” ordinary customers, which
implies thatif o (i, j, k) = N,theno (i + 1, j — 1, k) = N. By recursive induction, it
iseasytoseethato(i +s, j —s,k) = N foralls € {1,2, ..., j}. On the other hand,
part (i) implies part (ii). O

Proof of Lemma 2 Case (1) Suppose {i + j, k+ 1} is a stable state under o (which is an
equilibrium state because o is an equilibrium strategy), then one of the two transactions
can happen: 1) With probability ﬁ, a new arrival occurs (before a departure does);

and ii) with probability ﬁ, a departure occurs (first). Therefore, the expected utility
of the customer with position (i, j, k 4+ 1) is equal to

Vo(i,j, k+1)
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c A
=+ V., +1k+1+—Vz k
A+ Atpu o, ) A+ o] K
L Voli. j. k+ 1)+ 5= —Va(i. j.k) by Crit 2,
_—— _— l, _— l, I'leI'lOIl
S e e (O + J. k) by

which implies V,; (i, j, k) — V5 (i, j, k+1) > C/p after quick algebra manipulations.
Case (2) Suppose {i + j, k + 1} is a transient state under o. We shall consider two
subcases.
Case 2)-a: If 0(i, j,k+ 1) = Y, by Lemma 1(i) we have o (s,i + j — s,k +
1) =Y forall s € {1,2,...,i — 1}. By the first-come-first-upgrade rule, we have
Vo(i,j,k+1)=—P—({+k+1)C/u. It follows from Lemma 1 that V,; (i, j, k) >
—P—(0+kC/u=Vs3,j, k+1)4+C/u, whichimplies V, (i, j, k) — V5 (i, j, k+

D>C/u.
Case 2)-b: If 0(i, j,k+ 1) = N, we must have o(s,i + j — s,k + 1) =
fors € {i +1,i +2,...,i + j} from Lemma 1(ii). There must exist a largest

nef{l,2,...,i—1}suchthato (n,i+j—n, k+1) = Y because otherwise {i +j, k+1}
would be a stable state. By Lemma 1(i), we have o (s, i + j — s,k + 1) = Y for all
s € {1,2,...,n}. Therefore, n corresponds to the number of ordinary customers who
will purchase priority at state {i + j, k4 1} accordingtoo. By Lemma 2, {i 4+ j, k4 1}
will evolve into an equilibrium state {i + j — n, k + n + 1} according to o. The
position of the customer who had position (i, j, k + 1) at state {i + j, kK + 1} becomes
(i—n, j,k+n+1)at{i+j—n, k+n+ 1} and her expected utility is given according
to (5) by

Voli, j k+1)=Vy(i —n, jk+n+1). (A.2)

Because the new state is stable under o, we know by Case (1) that V, (i — n, j, k +
n)—Vs(i—n,j,k+n+1) > C/u, which implies

Vol —n,j.k+n)=Ve(i—n,jk+n+1)+C/pu, (A.3)

Finally, V, (i, j, k) > V(i —n, j, k+n) [by Criterion 3] > V, (i —n, j, k+n+1)+
C/p by (A3)] =V, (i, j, k+1)+C/u [by (A.2)], which implies that V, (i, j, k) —
VoG, j,k+1)>C/pu. O

Proof of Lemma 3 For part (i), because o (1, j, k) = N, we know by (5) that
Vo, j, k) > —P — (k+ 1)C/pu. (A4

It follows that V, (1, j — 1, k) > V,(1, j, k) [by Criterion 1] > —P — (k+ 1)C/u
[by (A.4)]. We musthave o (1, j —1, k) = N by (5) when o is an equilibrium strategy.
On the other hand, we know V, (1, j,k — 1) > V,(1, j, k) + C/un [by Lemma 2]
> —P —kC/u [by (A.4)], which implies o (1, j, k — 1) = N. By recursive induction,
we can deduce that o (1, j/, k') = N forall j/ € {0,1,..., j}and k' € {0, 1, ..., k}.

For part (ii), because o (1, j, k) = Y, we know by (5) that

Vo(l, j k) < —P — (k+ 1)C/u. (A.5)
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It follows that V, (1, j + 1, k) < V,(1, j, k) [by Criterion 1] < —P — (k+ 1)C/u
[by (A.5)]. We musthave o (1, j 41, k) = Y by (5) when o is an equilibrium strategy.
On the other hand, we know V, (1, j,k + 1) < V,(1, j,k) — C/u [by Lemma 2]
< —P —(k+2)C/u [by (A.5)], which implies that o (1, j, k+ 1) = Y. By recursive
induction, we can deduce that o (1, j', k') = Y forall j/ € {j,j+1,...} and k' €
{k,k+1,...}. O

Proof of Theorem 1 Suppose o is an equilibrium strategy. We will prove Theorem 1 in
four steps.

Step (i): We should show that forany i € {1, 2, ...}, there exists a unique threshold
n; € Nosuchthato(1,i—1, k) = Y ifand only if k > n;. By Lemma 2, we know that
the expected utility of an ordinary customer with position (1, i — 1, k) is decreasing in k
andthat V,(1,i—1,k)— Vs (1,i —1,k+1) > C/n. We discuss two cases. Case (1): If
Vo(l,i—1,0) < —P—C/pu,thenclearlyo (1,i—1, 0) = Y.Itfollows from Lemma 3
thato(1,i — 1,k) =Y forall k € {0, 1, ...}, so n; is equal to zero in this case. Case
):1tv,(1,i—1,0) > —=P—-C/u,ie.,Vy(1,i—1,0)—[—P —C/u] > 0, we define
gk) :=Vs(l,i —1,k) —[—P — (k+ 1)C/u] > 0 for k € Ny and, by construction,
g(0) > 0. Moreover, because Vi (1,i — 1, k) is reduced by C/u or more each time k
increases by 1 (by Lemma 2), it is clear that g(k) weakly decreases in k. Therefore,
either g (k) stays positive for all k € Ny or it crosses zero at least once. Either way, there
exists a unique threshold n; > 1, which can possibly be infinity, such that g (k) > O for
kel{0,1,2,...,n; —1}and g(k) < Ofork € {n;, n; + 1,n; + 2, ...}. Equivalently,
we have V,(1,i — 1,k) > —P — (k+1)C/u for k € {0,1,2,...,n; — 1} and
Vo(l,i —1,k) < —P —(k+ 1)C/ufork € {n;,n; + 1, n; + 2, ...}, which implies
thato (1,7 — 1, k) = Y if and only if k > n;.

Step (ii): We should show that 0 (2,i — 2,k) = Y if and only if k > n; and
k+1> n¢_1). We discuss two cases. Case (1):If k < n; —1,theno(1,i —1,k) =N
by the definition of n; in Step (i) which implies ¢ (2,i — 2,k) = N by Lemma 1.
Therefore, 0(2,i — 2,k) # Y when k < n; — 1. Case (2): Consider k > n;, i.e.,
o(l,i,k) = Y. There are two subcases. Case (2)-a: Suppose o0 (2,i —2,k) = N,
we must have o(s,i —s,k) = N fors € {2,3,...,i} by Lemma 1. That is, only
the ordinary customer at the head of the ordinary line purchases priority at system
state {i, k}, according to o. The resulting state {i — 1, k + 1} is a stable state under
o by Lemma 2. The position of the tagged customer changes from (2,i — 2, k) (at
system state {i, k}) to (1,i — 2,k + 1) (at system state {i — 1,k + 1}). Because
o(l,i—2,k+1) = N due to the definition of a stable state, we have k4+1 < n_1)—1
again by the definition of n; in Step (i). Therefore, when k > n;, we have shown
0(2,i —2,k) = N = k+1 < ng_1) — 1. By the contrapositive argument, this
means

k+1>ni-1y=>0@2,i —2,k) =Y whenk > n;. (A.6)
Case (2)-b: Now suppose o(2,i —2,k) = Y. Because o (1,i — 1, k) = Y from the
assumption of Case (2), we have V,(2,i —2,k) = —P — (k + 2)C/un. We should

prove by contradiction that k +1 > n_yy. If not, i.e.,if k +1 < n_1) — 1, it means
o(l,i —2,k+ 1) = N by the definition of n; in Step (i). It follows that the expected
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utility of a customer with position (1,7 — 2, k + 1) satisfies V,(1,i — 2,k + 1) >
—P —(k+2)C/u = Vy(2,i — 2, k), which contradicts Criterion 3. Therefore, we
must have

0,i—=2,k)=Y =k+1>ni_1) whenk > n;. (A7)

Based on (A.6) and (A.7), we can conclude thato (2,1 —2, k) = Y ifand only if k > n;
and k+1 > n(_1). By recursive induction, we can deduce that, for any customer with
position (s, i — s, k),

o(s,i —s,k)y=Yifandonlyif k +¢ > n¢_s fort ={0,1,...,5s — 1}. (A.8)

Furthermore, at the system state {N,, N} = {i,k}, o(s,i — s,k) = Y implies
o(t,i—t,k)=Yfort € {1,2,...,s} by Lemma I, which means that there exists
max{s|o(s,i —s,k) = Y,s € No}. Therefore, njixy = D> s Ljo(s.i-s, )=y} =
max{s|o(s,i —s,k) = Y,s € Ng} = min{s|o(s,i —s,k) = N,s € No} — 1 =
{slk +t > ng_pfort € {0,1,...,5s — 1}andk + s < ng_ys — 1} [by (A.8)]
=min{s|k +s < ni—s) — 1, s € No}. Thus, n(n, n,) = min{s|Np +s5 < n,—s) —
1,s € No}.

Step (iii): We shall now prove by contradiction thatn;_1y > n; foralli € {2,3,...}.
Suppose there were some i € {2, 3, ...} such thatn;_1) < n;, thenn; —ng_1) > 1.
Letk; =n; —ni_1) — 1 > 0, so by construction n; — 1 = n¢_1) + k;. It follows that
Vo(l,i—1,n;—1) < V5(1,i—2,n;—1) [byCriterion 1] = V(1,i -2, nG—1)+k;) <
Vo(l,i—2,n4-1)) —kiC/u [by Lemma 2] = —P — (n—1) + k; + 1)C/u [by Step
(1)]= —P —n;C/u.Thefactthat V,(1,i — 1, n; — 1) < —P —n;C/u implies that the
best response for the customer with position (1,i — 1, n; — 1) is to purchase priority
under o, which is a contradiction to the definition of n; in Step (i). Therefore, we must
have n;_1) > n; foralli € {2,3,...}.

Step (iv): We shall * m € N such that n(m) = 0. Otherwise, n; > 1 for all
i €{l,2,...}. Itfollows by the definition of n; in Step (i) thato (1, i —1, 0) = N forall
i €{l,2,...}. Aso isanequilibrium strategy, by Lemma 1, we have o (s, i —s,0) = N

forall s € {1,2,...,1i},1ie., no customer purchases priority when the priority line is
empty. It follows that —iC/u > V4 (i, 0,0) > —P — C/u. However, —i C/p cannot
be greater than —P — € foralli € N because lim; oo —iC/u = —o0. Therefore,

by contradiction, there exists a minimum m € N such that n,, = 0 and, by Step (ii),
n; >0fori e {l,2,...,m—1}andn; =0fori € {m+ 1,m +2,...}. Finally, let

mi= {%—‘ for which it is easy to verify that

—mC/pu<—P—Clu, (A.9)
and in what follows we will establish that m < m. Suppose m > m, then nz > 0
which implies that o (1,m — 1,0) = N by the definition of n; in Step (i). Because
o is an equilibrium strategy, we have o (s,m — s,0) = N fors € {1,2,...,m} by

Lemma 1, and in particular o (m, 0, 0) = N. It follows from (5) that

Vo (m,0,0) > —P —C/pn. (A.10)
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Let 21 and 2, be sample spaces that contain sample paths for a customer with position
(m,0,0) to and not to purchase priority, respectively, according to o, before she
completes her service. If w € €1, it is clear that V,(m,0,0|lw € Q1) < —P — C/u.
If ® € 2, then the (7 — 1) ordinary customers in the ordinary line before the tagged
customer with position (m, 0, 0) will always get served before her so V,; (m, 0, Olw €
Q) < —mC/u < —P — C/u [by (A.9)]. Therefore, V,(m, 0,0) = Pr(w € Q) -
Ve(m,0,0lw € Q1) + Pr(w € Q) - Vo(m,0,0lw € Q) < —P — C/pn which

contradicts (A.10). Therefore, we must have m < m = {%—‘ O

Proof of Corollary 1 By (7) and (8), we know that o (i, N, — i, N;,) = Y if and only
ifi e{1,2,..., ﬁ{N,;,N,,}}, where ﬁ{N,;,N,,} = min{s|N, +s < n,—s) — 1,5 € No}.
By the definition of 7y, v}, it is clear that N;, +5 > ny,—s) for 1 <s < nn, N,
and s € N. Therefore, if 6 (i, N, — i, Np) = Y, we must have N, + s > n(y,—y) for
s €{1,2,...,i — 1} because i < nyy,,n,}. On the other hand, if N;, +5 > n(n,—s)
fors € {1,2,...,i—1},itimplies thati < nyy, n,}s00 (i, No—i, Np) =Y. Hence,
0(i,No —i,Np) =Y ifandonlyif N, +s > n,—s) fors € {0,1,2,...,i —1}.0

Corollary 6 In a candidate pure strategy, nin, N} is weakly increasing in N, and in
N,.
p

Proof of Corollary 6 Consider two system states {N,, N} and {N, + 1, N,}. Suppose
0< ﬁ{Nu+1,N,,} < ﬁ{NO,Np}.Thenﬁ{Nu,Np} > 1 whichimpliesthato (1, No—1, N),) =
Y. Then by the definition of NN, +1.N,} from (8), we have N, + NN, +1.N,} =
N(No+1-T(No+1,8p)) — 1, orequivalently, N, + [N, +1,n,) =11 < I(No—[AiNg+1,8p1=1D —
2. Ifﬁ{N0+1,Np} > 1, then [ﬁ{Na-H,Np} —11e{Ny+s<nwy,—5—Lse€ No} which
implies TN, Ny} < N, +1,N,) and it brings about a contradiction to RN 41Ny} <
n(N,.N,}- Otherwise, if 7i(n,+1,5,} = 0, then o (1, Ny, Ny) = N, which implies
o(l, No—1, Ny) = N by Lemma 3 and itis a contradictionto o (1, N, — 1, Np) =Y.
Therefore, we must have ny,+1,~,} = 1(N,.N,}-

On the other hand, we can consider two system states {N,, N} and {N,, N, +
1}. Suppose 0 < ﬁ{NO,NpH} < ﬁ{Nu,Np}. Then ﬁ{No,Np} > 1, which implies that
o(l, N, — 1, Np) = Y. Then, by the definition of ﬁ{No,Np—s—l} from (8), we have
Np + 1+ 1N, Ny+1} = Ny, v, 41 — 1> OF equivalently, Np + 7w, v,+1) =
(NG —TNy N 1) 2. It follows that ﬁ{Na,Nerl} € {Np+s <nw,—s) — 1,5 € No},
which implies nyy, n,} < 7{n,,N,+1} and is a contradiction to iy, N,+1} < (N,.N,}-
Therefore, we must have ﬁ{No,Np-H} > E{Nova}'

By recursive induction, we can conclude that 77y, Np) weakly increases in N, and
in N,. u|

Proof of Corollary 2 Given an equilibrium strategy o, it is sufficient to show that the
occurrence of a departure event to a stable state always leads to another stable state.
Let (N,, Np) be an arbitrary stable state. Then we must have o (i, N, — i, Np) = N
fori € {1,2,..., N,}, ie., ﬁ{NO,Np} = min{s|N, +5 < n,—5) — 1,5 € No} = 0.
We shall show that the occurrence of a departure event will transform (N,, N)) into
another stable state.

Case (i): Suppose N, > 1. Then a departure event transforms the state (N,, N))
into (N,, N, — 1). By Corollary 6 (whose proof does not require Corollary 2), we
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know that ﬁ{N(,,Np—l} < ﬁ{N,,,N,,} = 0, which implies that 6 (i, No — i, N, — 1) = N
fori € {1,2,..., Ny}, s0 (No, Np — 1) is a stable state.

Case (ii): Suppose N, = 0. Then a departure event transforms the state (N,, 0) into
(N, — 1, 0). By Corollary 6, we know that nyy,—1,0y < nyn,,0y = 0, which implies
thato(i, N, — 1 —1i,0) = N fori € {1,2,..., N, — 1}, so (N, — 1, 0) is a stable
state. O

Proof of Theorem 2 Consider a strategy o that is defined according to Definition 2.
If all customers follow o, the system is FIFO. If o is an equilibrium, we must have
0(1,0,k) = N for all k € Ny, because for a customer with position (1, 0, k), her
expected utility for purchasing priority is strictly dominated by not purchasing. For
example, the customer can consider strategy o’ which specifies that she should pur-
chase priority as long as a new arrival occurs before her service completion. Then we
have

k+1 k1
vw/(l,o,k):(L) <_M>+ 1_< " ) (_P_M>
At I At "

_% (A.11)

o
where (ﬁ)k+l is the probability that there are no new arrivals before she completes
her service. Therefore, 71y, Ny} = Owhen N, = 1forall N, € No. It follows from the
definition of nyy,, Ny} (see Definition 2) that N, < ny — 1 for all N, € Ny, implying
that ny = oo.

Then we must have m > 2. Consider a customer with position (2, 0, k) for any
k. Under strategy o, this tagged customer will purchase priority only if the customer
before her in the regular queue also purchases. That is, if o (1, 1, k) = N, we must
have 0(2,0,k) = N.If o (1, 1, k) = Y, this tagged customer is still better off by not
upgrading to priority because V,(2,0,k) = V,(1,0,k+1) > —P — % (A.11).
Therefore, under equilibrium, we have o (2, 0, k) = N for all k € Ny. Therefore, if o
is an equilibrium, the customer with position (1, 1, k) will not be overtaken by the one
after her. Then it is not necessary for the customer with position (1, 1, k) to purchase
priority. In other words, we have o (1, 1, k) = N which implies that n, = co.

Now let us assume thatn; = ocofori = 1,2,...,m—1,wherem —1 > 2. Consider
the customer with position (m, 0, k) for any k. Denote by n; the number of customers
before her who choose to purchase priority under o. If o is an equilibrium, we must
have

(1) Ifnp, <m — 1, then o (m, 0, k) = N by the definition of o.

(2) If np, = m — 1, then all customers before the tagged customer would purchase
priority, we consider two cases: (1) if o(m, 0, k) = Y, then it gives the customer a
utility of Vy (m, 0, k) = —P — % (i) if o (m, 0, k) = N, then V,, (m, 0, k) =
Vo (1,0, k +m — 1) > —P — 2409C because n| = oo. That is, o (m, 0, k) = N
is the best response for the tagged customer.

Therefore, if o is an equilibrium, we have o (m, 0, k) = N for any k € Ny. Then
we must have o(m — 1, 1, k) = N, too. Otherwise, if o(m — 1, 1,k) = Y, by the
definition of ¢ we must have o (i, m —i — 1, k) = Y. In this case, consider strategy
o’ where the tagged customer with position (m — 1, 1, k) purchases priority if and
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only if there is a new arrival before she completes service. Then V,(m — 1, 1, k) =
P W >Vo(1,1,m+k—=2) > Voo(1,1,m+k—2) > —P — w
which brings up a contradiction to o (m — 1, 1, k) = N. Therefore, we can derive that
o(l,m —1,k) = N for all k € Ng, which implies that n,, > k for all k € Ny, i.e.,
Ny = OO.

This contradicts our result in Theorem 1 that n,,, = 0. That is, we can conclude that
any strategy defined by Definition 2 cannot be an equilibrium, i.e., (EN7) =@. O

Proof of Corollary 3 By Theorem 2, we have (£N7) = & which implies (6NZ) SZ 7.
Recall we have established in Step 1 that if (€ NZ) # @ then (ENZ) C 7. By the
contrapositive argument, we have (€ N7) = . O

Proof of Theorem 3 Let & denote a customer’s best response to strategy o adopted by
all other customers, and o’ the strategy that the customer will purchase priority as
long as there is a new arrival to the system. In the best response &, a customer with
position (1,0, 0) or (1, 0, 1) chooses to stay in the regular line because

Va',o'(lvo? O) Z VU’,U(lvos 0)
C A C
— et (P S ) e
At+p A+ 1% )
C
>—P— =,
122
C 2C
Vo o(1,0,1) = Vi 5(1,0,1) = —— + V5 (1,0,0) > —P — —.
w w

Therefore, an equilibrium strategy o must have o(1,0,0) =o(1,0,1) = N.

Next, we examine the system state with two regular customers in the queue, the first
customer holding the position (1, 1, 0) and the second customer holding the position
(2,0, 0). We investigate the strategies of customers at positions (1, 1, 0) and (2, 0, 0)
by specifying the payoffs under different strategy combinations:

(1) If 0(1,1,0) = N and 0(2,0,0) = N, we have V,(1,1,0) = —% and
V5(2,0,0) = —270.
2 Ifo(,1,0) = N and ¢(2,0,0) = Y, then V,(2,0,0) = —P — % And

we have V,(1,1,0) = V,(1,0,1) = —% + V5 (1,0, 0). Notice that under a

strategy o, V5 (1,0,0) = Vy(1,1,0)+ ﬁVG -0. Combining the
_ @2+p)C
—

__Cc + A
ST =)
two equations above, we can obtain that V; (1, 1,0) =
3) Ifo(1,1,0) =Y and o (2,0,0) = N,then V,(1,1,0) = —P—%.Andwehave
Vs(2,0,0) = —% + Vi (1, 0, 0). Notice that under a strategy o, V,(1,0,0) =
—ﬁ + ﬁ(—P - %) + ﬁVU - 0. Combining the two equations above, we

can obtain that V, (1,1,0) = —2¢ — _2_p,

wn I+p
) If 0(1,1,0) = Y, 0(2,0,0) = Y, we have V,(1,1,0) = —P — g and
vﬂ(z,o,O)z—P—%.
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Table 4 Payoff matrix for customers with positions (1, 1, 0) and (2, 0, 0)

0(2,0,0)=Y 0(2,0,0) =N
o(1,1,00 =Y (-P-<,-p-%, -P-S, P XK,
o(1,1,00=N (—(ZJFT/))C,—P_IQ) -¢,

Combing cases (1)—(4) above yields a 2 x 2 payoff matrix between the customers
with positions (1, 1, 0) and (2, 0, 0), as shown in Table 4.

From Table 4, given o (1, 1,0) = Y, then the best response of the customer with
position (2, 0, 0) must be N because —P — % < —ﬁ -P— % Therefore, (Y, Y)
cannot be an equilibrium. However, (¥, N) cannot be an equilibrium, either; this is
because giveno (2,0, 0) = N, the best response of the customer with position (1, 1, 0)

must be N because —P — % < —= Furthermore when P > ﬁ we have — P — % <

—%C and —P—% < —ﬁ;thus (N, N) is an equilibrium. When 0 < P < ﬁ,we have

_p-C>_20 —%, so neither (N, N) nor (N, Y) is an equilibrium. This

"
completes the proof. O

Proof of Proposition 1 We define the probability to purchase priority to be pr(i, j) €
[0, 1] for an arriving customer when there are i ordinary and j priority customers
in the system, where (i, j) € 2, = {(0,0), (0, 1), (1, 0)}. For any given pr(i, j),
(i, j) € Q, similarly to the proof of Theorem 3, we can obtain the expected utilities
of the tagged customer below:

(1) Upon seeing state (1,0), if the tagged customer chooses to purchase, i.e.,
pr'(1,0) = 1, her expected utility is V,(0,0) = —% — P. Otherwise, if

pr'(1,0) = 0, we have V,(0,0) = —£ - % Therefore, (i)
pr(1,0) = 1 is an equilibrium if and only if —= — P > —% . % <

vp < 1+ p; (i) pr(1,0) = 0 is an equlhbrlum if and only if _ﬁ — P <

2(1+p)
T+p

if—C—p=-C. Hpj;% i, pr(l,0) =21 1+p € [0, 1]. Notice that

pr(1,0) = 0 is the unique Pareto-dominant equ111br1um strategy in the presence
of multiple equilibria. Thus, the unique Pareto-dominant equilibrium strategy is

—% < vp > 1; (iii) Any pr(1,0) € (0, 1) is an equilibrium if and only

1, ifvp <1
e _ El )
prol0) = {o, ifvp > 1.

(2) Upon seeing state (0, 0), if the tagged customer chooses to purchase, i.e.,
pr'(0,0) = 1, her expected utility is V,(0,0) = —Q — P. Otherwise, if
pr'(0,0) = 0, we have V,(0,0) = —ﬁ + M+A[pr(1 0)V5(0,0) — C/ul,
which gives V,; (0, 0) = —ﬁ ﬁrp(l,o)pl' Thus (i) pr((zi O)): 1 is an equilib-

c C + vp(l+
rium if and only if =5 — P > =5 - 7= prp(l 0)p & (1”+UP§)p < pr(1,0) < 1;
(@ii) pr(0,0) = Oisan equ111br1um if and only 1f—— —-P<-= €. 4o _ o

w 1+p—pr(1,0)p
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pr(1,0) < min {1 M}; (iii) Any pr(0, 0) € (0, 1) is an equilibrium if and

> (I4+vp)p
if - € _p=_C¢. 14p i — vep(+p)
only if T P=— TFp=pr00yp° -6 pr(1,0) = thep = 1.

(3) Upon seeing state (0, 1), if the tagged customer chooses to purchase, i.e.,

pr'(0,1) = 1, her expected utility is V,(0,1) = -2 _ p. Otherwise,
: _ _ C C 1+ _ C
if pr'(O, 1) = 0, we have VG(O, 1) = _ﬁ — ﬁ . m = _ﬁ .

2(1+p)—pr(1,0)p
I+p—pr(1,0)p

_C . 20+p)—pr(1,0)p o wedtp) pr(1,0) < 1; (ii) pr(0,0) = 0 is an

. Thus, (i) pr(0, 1) = 1 is anequilibrium if and only if — %C —P >

H I4+p—pr(1,0)p (I4+vp)p —
equilibrium if and only if —2& — p < —C . AEO=PCI0 o pr(1,0) <
min { 1, yfjﬁlvjfg }; (iii) Any pr(0,1) € (0,1) is an equilibrium if and only if
pr(1,0) = ve+p) 1.

(T+vp)p —
Combing cases (1)—(3) above gives

e If vp < 1, (i) when vp < p, we have pr¢(0,0) = pr¢(0, 1) = 1; (ii) when
p<vp<l1,pré0,0) = pre¢,1) =0.
e Ifvp > 1, then pr¢(0,0) = pr¢(0, 1) = pr¢(1,0) = 0.

Combining the results above completes the proof of the equilibrium strategies. Next,
we characterize the priority revenue. We consider three cases below:

e If vp < p, notice that in equilibrium, the arriving customers will always purchase

priority (if admissible), then 71 o = 0, and we can get that Hﬁig(wa) = AP (mo,0+
_ AP(+p)
70.1) = e

e If p < vp < 1, the arriving customers will purchase priority when the system

state is found to be (1, 0), then we have H?}Iig(vp) =APm o=

e Ifvp > 1, we have H?ﬁg(vp) =0.

APp
I+p+p2"
O

Proof of Theorem 4 Since A < u, future arrivals and the number of existing priority
customers do not affect customer strategies. Thus, without loss of generality, we let the
number of existing priority customers be zero for simplicity. We proceed by backward
induction:

(i) The very last customer with position [vp] + 1: Given the strategies of all the

. . e 2C. ;
previous customers, if she upgrades, then her expected utility is —P — e if

she does not, then her expected utility is —W. Note that —P — 26 <

m
— LpIHDE pecause [vp] = [uP/C1. Therefore, the very last customer indeed

will not upgrade given the strategies of all the previous customers.

(i) The second last customer with position [vp]: Given the strategies of all the
previous customers, if she upgrades, then her expected utility is —P — <. If
she were not to upgrade, then the last customer would upgrade because, for
the last customer, — P — ¢ > —W. Thus, for the second last customer,

the expected utility if she does not upgrade is —w. Since —P — % >
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— e 1DC “the second last customer will indeed upgrade given the strategies

of all the previous customers.

(iii) Customer with position [vp] — 1: Given the strategies of all the previous cus-
tomers, if she upgrades, her expected utility is — P —C/ u; if she does not upgrade,
then the second last customer and only that customer will upgrade, which implies
that the expected utility of the customer with position [vp] — 1 is —[vp]|C/pu.
Since —P — C/u < —[vp|C/u, the customer will indeed not upgrade.

(iv) We complete the proof by induction. Suppose customer i does not upgrade
given that all the previous customers do not, i < [vp] — 1. We show that
customer i — 1 also does not upgrade. If customer i — 1 upgrades, her expected
utility is — P — C/p; if she does not, then her expected utility is —i C /. Since
i <[vpl—1,—P—-C/un < —iC/u,and customer i — 1 will indeed not upgrade.

O
Proof of Theorem 5 First, we show that under the proposed strategy, if the ordinary

queue has only one customer, the customer will indeed not upgrade. The expected
utility of not upgrading for the customer is V»(1, 0, k):

Va(1, 0, k)
C A (k+1)C] Iz
=—— 4+ " |-P- + 21,0,k —1), Vk=>1;
A+ A+u[ 2 At+p 2 :
Va(1, 0, 0)
C A [ C}
=—— 4+ " |-P-=].
At A+ 2z
Thus,
k ne k+1
Va(1,0,k) = _g _ |:1 — (L> ] P. (A.12)
jz At

Therefore, V»(1, 0, k) > —% — P, which implies that the customer will indeed
not upgrade, i.e., o(1,0,k) = N, Vk.

Next, we verify that if p > ,/vp — 1, under the proposed strategy, customers will
indeed choose o (i, j, k) =Y fori + j > 2.

For customer (i, j, k) who is about to decide, the expected utility of upgrading is
—&+DC _ p_ The expected utility of not upgrading under the proposed strategy is
Viz1(, j, k) = Vig13, 0, k 4 j) (because all the customers behind would upgrade):

Vig1G, 0,k + j)

c A (k—|—i~|—j)C} W . .
- |-P- VG 0k - D),
At )»+/,L|: " At t+]( J )
iftk+j>1; (A.13)
Vig1G, 0,k + j)
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C A k+i C
¢ —[—P—(+’+” }”“ Vii —1,0,0),

- +
A+p  A+p o +u
ifk=j=0. (A.14)

Thus, upgrading is incentive compatible if and only if

_ (k+DC
"

—P=Viq(,0,k+)), VG jb:i+j=2 (Al

Under the proposed strategy, we can verify that V; (i, 0, k+j) = V;+1(,0,0)—(k+
J)C/u, Yk = 0, which is decreasing in i and j by (A.13)—(A.13). Thus, Conditions
(A.15) are satisfied if and only if

k+1)C
—u—Pz Vo(1,0,k + 1), Vk>0 and (A.16)
%
k+1)C
_EFDE V3(2,0,k), Vk > 0. (A.17)

Plugging (A.12) into Conditions (A.16) and collecting terms yields

C m k+2 C ( M )2
- > — P, Vk>0 & —>|—— ) P & p>.Jvp—1.
u_<k+u> 2 A+ P g

Since V3(2,0,k) — V3(2,0,k + 1) = C/u, Vk, (A.17) is equivalent to —% — P >
V3(2, 0, 0). Plugging (A.14) into the inequality gives

C c A 2C "
—o Pz 2P = T 1(1,0.0) &

iz oAt Atuu iz At

c c A [ ZC} w [c A ]
— P>+ —|-P- |4 —|—=—=———P].

7 A+ A4 7 A4 w o A+p

Collecting terms also gives p > /vp — 1.
Therefore, if p > /vp — 1, the proposed strategy o meets all the equilibrium
conditions, which implies that o is an equilibrium strategy. This completes this proof.
]

Proof of Theorem 6 Suppose all customers adopt a threshold strategy n > 2, i.e., the
arrival of the (n + 1)th ordinary customer triggers the purchase of the nth ordinary
customer only. For customer at position (1,n — 1, 0), her expected waiting time is
one busy period 1/(u — A). Thus, the expected utility by following threshold strategy
nis —C/(u — X). If she upgrades, her expected utility is —P — C/u. Therefore, if

C <« —P—-C/u o »> 2 itis optimal for her to deviate and purchase

Pk . vp+l? . ey
priority. That is to say, the threshold strategy n > 2 is not an equilibrium. O

Proof of Theorem 7 Let U*(1, 0) denote the maximum expected utility of customer in
the system when the system state is (1, 0). Obviously, we have U*(1,0) < —C/pu.
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On the other hand, if the customer in the position (1, 0, 0) purchases the priority as
long as an arrival happens before her service completion, her expected utility is given

C | Ci(—vp—1) ¢ £
by -5 + u(k——:u)' Then we have U*(1, 0) > m (_1 - 1+I;)'

When the system has two ordinary customers and the strategy of the two cus-

tomers is (Y, Y), their expected utility is given by (—%(1 +vp), —%(2 + Up)),
accordingly. If their strategy is (Y, N), the corresponding expected utility is
(—%(1 +vp), —%[1 - U*(, O)]). If their strategy is (N, Y), the corresponding

expected utility is (—%[1 —U*(1,0)], —%(1 + vp)). If their strategy is (Y, N), the

corresponding expected utility is (—1, —%[1 —U*(, 0)]). We consider the follow-
ing two cases:

(1) When vp > 1, and all customers adopt strategy N no matter where they are, then
it is not difficult to verify that the best response for each customer is N. Thus
(N, N) is an equilibrium.

(2) When vp < 1,as U*(1,0) < —%, the best response of customer (2, 0, 0) to
o(1,1,0) = N is Y. Then the expected utility of customer (1, 1, 0) is —%[1 —
U*(1,0)] if she chooses N. Since —%(1 +vp) > —%[1 — U*(1, 0)], the best

response of customer (1, 1,0) is Y. Thus (Y, N) is the unique equilibrium by
noticing that —%[1 —U*(1,0)] > —%(2 +vp).

]

Proof of Theorem 8 (1) In upon-arrival priority purchase, it is not difficult to ver-

ify that the optimal priority price is PAgrg = C min{p, 1}/u. Then Hﬁ’i’; =

Cpmin{p,1}(1+p)
I+p+p?

(2) In sequential in-queue priority purchase, the optimal price is Psg = C/u, and
. . SQ _ sz .. . .
the optimal revenue is [Ty —, = ; o And it is not difficult to verify that

M4ARR ~ 182, which completes the proof.

O

Proof of Theorem 9 Notice that 6(2,0,1) = Y & -2C/u — P > —C/u +
V3(2,0,0) & —C/u— P > V3(2,0,0) and 6(2,0,0) = Y & —C/u— P >
V3(2, 0, 0). It follows that 0(2,0,1) = Y < 0(2,0,0) = Y. On the other hand,
we have 0(1,1,1) =Y & -2C/u— P > V,(1,1,1) and 6(1,1,0) = ¥ &
—C/u— P > V5(1,1,0). We consider two cases below:

i) If 0(2,0,1) = 0(2,0,0) = Y, it implies that Vo(1,1,1) = V»(1,0,2) =
—C/n + Vo(1,0,1) and Vo(1,1,0) = V»(1,0,1). Thus, o(1,1,1) = ¥ &
—C/u—P=>V,1,0,1) & 0(1,1,0) =Y.

(i) If 0(2,0,1) = 0(2,0,0) = N, it implies that V,(1,1,1) = V3(1,1,1) =
—C/u + V3(1,1,0) and Vo(1,1,0) = V3(1, 1,0). Thus, we can still have
o(l,1,) =Y & V»(1,0,1) & o(1,1,0) =Y.

Combining the two cases completes the proof. O
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