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Abstract We consider a discrete-time tree network of polling servers where all pack-
ets are routed to the same node (called node 0), from which they leave the network.
All packets have unit size and arrive from the exterior according to independent batch
Bernoulli arrival processes. The service discipline of each node is work-conserving
and the service discipline of node 0 has to be HoL-based, which is an additional as-
sumption that is satisfied by, a.o., mi-limited service, exhaustive service, and priority
disciplines.

Let a type i packet be a packet that visits queue i of node 0. We establish a distri-
butional relation between the number of type i packets in the network and in a single
station system, and we show equality of the mean end-to-end delay of type i pack-
ets in the two systems. Essentially this reduces an arbitrary tree network to a much
simpler system of one node, while preserving the mean end-to-end delay of type i

packets.
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1 Introduction

In polling systems jobs requiring a certain amount of service arrive to multiple queues
sharing a single server. The fact that all queues are served by the same server leads to
all kinds of research topics, such as determining the mean waiting time in each queue,
optimisation of the order in which queues are served, optimisation of the queue to
which each job is routed, etc. Polling models have many applications, for example
in telecommunications, transportation, healthcare, etc., and have been the subject of
numerous studies (for a recent overview, see [13]).

Few attempts, however, have been made to analyse networks of polling servers;
one of the rare examples is a heavy-traffic study [7]. We study a discrete-time polling
network with unit service times and show that this network can be reduced to a single
node. This reduction allows for an analysis of the network via a simpler analysis of
the single-node system.

The main application that motivates this study is a Network-on-Chip (see [2]),
where multiple processors share a single memory and data is transmitted via routers.
The range of applications of our study is of course much broader; for instance a
number of workstations connected to a single server via a number of routers, a manu-
facturing environment where all jobs require the same final operation after a number
of intermediate operations, etc.

We consider a concentrating tree network with an arbitrary number of nodes, as
depicted in Fig. 1a. Packets of fixed size 1 arrive from the exterior of the network
to each node, where they are stored and eventually transmitted to the next node. The
network operates in discrete time and we assume that packets arrive in batches at slot
boundaries.

Fig. 1 A schematic representation of the reduction. We consider an arbitrary tree network for which
Assumption 2.1 is satisfied and reduce it to a single node while preserving the mean end-to-end delay of
type i packets. In the figure all queues of node 0 store packets coming from nodes upstream, but it is also
possible that they store packets directly arriving from the exterior (but not both)
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All packets leave the network via the same node (the sink), which we call node 0.
Node 0 is a single server polling system with N queues. Queue i may store pack-
ets arriving from some node upstream (which we call node i) or from the exterior
directly (in which case node i does not exist). For the other nodes in the network it
is unimportant which number identifies them. We refer to packets that pass through
queue i of node 0 as ‘type i’ packets, for i = 1, . . . ,N .

In the remainder, we think of each node as a polling system with an arbitrary
unspecified number of queues. All nodes have work-conserving service disciplines
(i.e., the server has to serve precisely one packet if there is at least one and it may not
create or remove additional packets). Except for node 0, the service disciplines are
arbitrary.

The service discipline of node 0 is not only work-conserving, but also HoL-based.
This means that the decision which queue is served may only depend on whether or
not queues are occupied, and not on the number of packets present in each queue. Ex-
amples of HoL-based service disciplines are 1-limited service (if queue i was served
in the previous slot, serve queue i + 1 if it has a packet), exhaustive service (serve
queue i again if there is another packet left), and priority disciplines (serve queue 1 if
there is a packet in queue 1, serve queue 2 if there is one in queue 2 but not in queue 1,
etc.). Service disciplines that are not HoL-based are disciplines such as gated service
and longest or shortest queue first.

We construct a system consisting of one node (see Fig. 1b), called the reduced
system. The reduced system uses the same service discipline as node 0 and its arrival
processes are given by superpositions of the arrivals to nodes upstream of node i.
We establish a relation in distribution between the contents of the network and the
reduced system and we show that the mean end-to-end delay of type i packets in the
network and the reduced system are equal.

The reason why the service discipline of node 0 has to be HoL-based for our results
to be applicable is the following: As the arrival processes to the reduced system are
given by the superposition of arrival processes in the network, the number of packets
in queue i of node 0 is typically smaller than the number of packets in queue i of
the reduced system. If the server is allowed to make decisions based on the number
of packets in the queues, the behaviour in both systems might be entirely different,
which would hence lead to different mean end-to-end delays. Since HoL-based ser-
vice disciplines may not use any information other than whether or not queues are
empty, we can show that the behaviour in the reduced and original system is stochas-
tically identical if a HoL-based service discipline is used. We do so by introducing
a coupled system with one node, of which queue i is empty if and only if queue i

of node 0 of the original system is empty. In Sect. 4 we give an example without a
HoL-based service discipline for which the reduction fails.

There is a large amount of literature available on reductions of networks. The
earliest results are those of Avi-Itzhak [1] and Friedman [3], where a tandem network
of deterministic multi-server queues with an arbitrary arrival process is considered
and reduced to a single node. Rubin [8, 9] studies a tandem network that is based
on packet-switched communication networks. Mandjes and Van Uitert [4] apply the
results of Avi-Itzhak and Friedman to obtain results for the overflow probability in a
two-queue tandem network.
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These papers concern tandem networks without cross-traffic (i.e., with a single
source of arrivals). Rubin [10] devises an approximation for a tandem network with
deterministic service times and cross traffic. Shalmon and Kaplan [12] perform an ex-
act analysis of a tandem network with Poisson arrivals and deterministic packet sizes
with FIFO service order. Shalmon [11] extends this exact analysis to a system with
fixed priority or exhaustive service disciplines. Furthermore, Shalmon [11] estab-
lishes a reduction result, related to ours, for a system with general arrival processes
and fixed priority or exhaustive service disciplines. Neely, Rohrs and Modiano [6]
analyse a continuous-time concentrating tree network with general arrival processes
at each of the sources and reduce this to a two-stage equivalent network.

Finally, Morrison [5] considers a tree network where all packets pass through at
most two nodes before leaving the network. He constructs a reduced system consist-
ing of one node and establishes a sample path relation between the queue contents
in both systems. Morrison argues that this reduction can be applied repeatedly to
arbitrary tree networks but restricts his analysis to arbitrary tandem queues.

At the heart of our reduction result is a deterministic relation on sample paths as
well. This relation is an extension of Morrison’s since the latter is a relation between
the total contents of the reduced system and the network, while we establish a rela-
tion between the number of type i packets in the reduced system and the network.
For HoL-based service disciplines, Morrison’s result follows from our sample path
relation by summing over all i. In addition to this, we address the precise implications
of this relation for a network with stochastic arrivals.

This paper is organised as follows: In Sect. 2 we describe the model and the re-
duced system in more detail and we state our main results. These results are then
proved in Sect. 3. In Sect. 4 we give an example that shows why HoL-based service
disciplines are required. A conclusion is drawn in Sect. 5.

2 Formalisation

In Sect. 2.1, we formalise the network model and the condition the service discipline
of node 0 has to satisfy. In Sect. 2.2 we define the reduced system and present a more
precise formulation of the main result.

2.1 The original system

We define N (m) as the set of nodes whose output reaches node m at some point in
time, combined with node m itself. Recall that if queue i = 1, . . . ,N of node 0 stores
packets directly arriving from the exterior, node i does not exist. In this case, we
define N (i) = ∅.

We denote the total number of packets (i.e., summed over all queues) arriving
from the exterior to node m at time t by X

(m)
t . For all queues i of node 0 that store

packets directly arriving from the exterior, we denote the number of arriving packets
by X

(0)
i,t . We assume that the external arrivals are governed by independent batch

Bernoulli processes, i.e., X
(m)
t and X

(0)
i,t are both i.i.d. with respect to t , with generic
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random variables X(m) and X
(0)
i , and expectation λ(m) and λ

(0)
i . The notation used

here is indicative of the notation used throughout the paper: We add the node as a
superscript and the queue (if applicable) as subscript.

The total arrival rate at node m, γ (m), comprises both external arrivals and arrivals
from nodes upstream. Observe that every packet arriving at node m must have arrived
from the exterior at some node upstream or at m itself:

γ (m) =
∑

l∈N (m)

λ(l) for all m. (2.1)

We assume γ (0) < 1 so all queues are stable.
We denote the number of packets in all queues of node m �= 0 at time t by Q

(m)
t .

Arrivals in time slot (t − 1, t] take place at time t and are not in the queue before
time t . A packet that arrives at time t may be served in time slot (t, t + 1] and leave
at time t + 1. For convenience we assume that the network starts operating at time 0:
If t ≤ 0 then X

(m)
t = 0. Consequently, Q

(m)
t = 0 for all t ≤ 0. We denote the steady

state queue lengths by dropping the subscript t : Q
(0)
i and Q(m).

We denote the queue the server of node 0 serves in (t, t + 1] (or the position the
server moves to at time t) by P

(0)
t ∈ {0, . . . ,N}, where P

(0)
t = 0 if the server is idle

in (t, t + 1]. Precisely one packet departs from queue i at time t + 1 if and only if
P

(0)
t = i, so

Q
(0)
i,t+1 =

⎧
⎨

⎩
Q

(0)
i,t + ε(Q

(i)
t ) − 1(P

(0)
t = i) if N (i) �= ∅

Q
(0)
i,t + X

(0)
i,t+1 − 1(P

(0)
t = i) if N (i) = ∅

(2.2)

where Q
(0)
i,t is the length of queue i at time t , ε(x) = 1 if x > 0, and ε(0) = 0.

We define a vector Q
(0)
t = (Q

(0)
1,t , . . . ,Q

(0)
N,t ) containing all the queue lengths, and

ε(Q
(0)
t ) = (ε(Q

(0)
1,t ), . . . , ε(Q

(0)
N,t )).

Assumption 2.1 Node 0 uses a HoL-based service discipline, which means that it
satisfies

P
(
P

(0)
t = j | P (0)

t−1, . . . ,P
(0)
1 , Q

(0)
t , . . . ,Q

(0)
1

)

= P
(
P

(0)
t = j

∣∣ P
(0)
t−1, . . . ,P

(0)
t−M, ε(Q

(0)
t ), . . . , ε(Q

(0)
t−M)

)
,

for some (finite) M . In other words, the server makes a (random) decision which
queue it starts serving at time t based on whether there were packets in the queues
and the queues it served during a history of M time slots.

Two main classes of service disciplines are HoL-based: The first is Bernoulli
scheduling, where after a service completion at queue i, the server decides to serve
queue i again with probability pi and moves to one of the other queues with proba-
bility 1 −pi . This class also contains the 1-limited and exhaustive service disciplines
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as extreme cases (pi = 0 and pi = 1 respectively). The second main class is the class
of mi -limited service disciplines, where the server serves at most mi packets from a
queue before moving to one of the other queues. The history parameter M ensures
that this is allowed; provided mi ≤ M , the number of packets served consecutively is
contained in P

(0)
t−1, . . . ,P

(0)
t−M .

If the server moves to one of the other queues it may choose among the non-
empty queues according to some fixed order, such as round robin, a polling table,
or a priority index, or according to a random order that is independent of the queue
lengths.

Service disciplines that are not HoL-based for instance take arrival times or dead-
lines into account (e.g., earliest arrival time first, earliest deadline first), or queue
lengths (e.g., gated service and shortest/longest queue first). In Sect. 4 we give an
example that shows why our reduction fails if Assumption 2.1 is violated.

Remark 2.2 The history parameter M has to be finite due to a technicality. We will
come back to this issue in Remark 3.6.

Remark 2.3 Assumption 2.1 also prevents the server of node 0 to take into account
the size of the batch in which a packet arrived, since this information is not contained
in ε(Q

(0)
t−M), . . . , ε(Q

(0)
t ).

Remark 2.4 We have not specified in which order packets are served within each
queue (for instance FIFO, LIFO, etc.). We only specify that a packet has to be served
from a queue that is selected according to Assumption 2.1. The specific order in
which packets are served within a queue is irrelevant for our results.

The mean sojourn time of packets in node m is denoted by E[S(m)], for all m.
We also define E[S(0)

i ] as the mean sojourn time of a packet in queue i of node 0.
The corresponding mean waiting times (or delays) are denoted by a W : E[W(m)] =
E[S(m)] − 1 and E[W(0)

i ] = E[S(0)
i ] − 1.

In order to describe the end-to-end delay of type i packets, we introduce the set
P(m, l) containing every node on the path from m to l, including m and l themselves.
That is,

P(m, l) = {k : k ∈N (l) and m ∈N (k)} for m ∈ N (l). (2.3)

The distance from node m to l, with m ∈ N (l), is given by

d(m, l) = |P(m, l)| − 1,

so that d(m,m) = 0, d(m, l) = 1 if the output of m goes to l directly, d(m, l) = 2 if
there is one intermediate node, and so on.
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The mean end-to-end delay of type i packets is now given by

E[Wi] =
∑

m∈N (i)

λ(m)

γ (i)

∑

l∈P(m,i)

E[W(l)] + E[W(0)
i ].

The reasoning behind this equation is the following: A fraction λ(m)/γ (i) of the pack-
ets that arrive at queue i of node 0, arrived from the exterior at node m. The mean
end-to-end delay of these packets is the sum of waiting times at nodes from m to i.
Note that if N (i) = ∅, E[Wi] = E[W(0)

i ], i.e., if packets arrive from the exterior to
queue i of node 0 directly, their mean end-to-end delay is given only by their mean
waiting time in queue i of node 0.

2.2 The reduced system

In this section we describe the construction of the reduced system and state our main
result. All quantities related to the reduced system are denoted by primes next to the
normal letters. We will refer to the network formalised in Sect. 2.1 as the original
system.

The arrivals to the reduced system are constructed by aggregating all arrivals to
the node i subtree of the original system (i = 1, . . . ,N ) into a single stream. We let
X′

i,t denote the number of arrivals to queue i of the reduced system at time t . The
random variables X′

i,t are i.i.d. with respect to t , with generic random variable X′
i

given by

X′
i

d=
{∑

m∈N (i) X(m), if N (i) �= ∅,

X
(0)
i , if N (i) = ∅.

The evolution of the queues can now be described as follows:

Q′
i,t+1 = Q′

i,t + X′
i,t+1 − 1(P ′

t = i),

where P ′
t is the position of the server of the reduced system at time t , and Q′

i,t is the
length of queue i at time t . The steady state queue length is denoted by Q′

i .
The service discipline of the reduced system is the same HoL-based discipline

as that of node 0 in the original system. In practice, this means that if node 0 uses
mi -limited, then so must the reduced system, if node 0 uses exhaustive service, then
so must the reduced system, etc. In a more general setting, we mean the following:
Given identical server positions and queue contents during the last M time slots,
the probability that a certain queue is served is the same under both service disci-
plines:

P
(
P ′

t = pt | ε(Q′
t ) = ε(q t ), . . . , ε(Q

′
t−M) = ε(q t−M),

P ′
t−1 = pt−1, . . . ,P

′
t−M = pt−M

)

= P
(
P

(0)
t = pt | ε(Q(0)

t ) = ε(q t ), . . . , ε(Q
(0)
t−M) = ε(q t−M),

P
(0)
t−1 = pt−1, . . . ,P

(0)
t−M = pt−M

)
. (2.4)
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The mean waiting time of a type i packet in the reduced system is denoted by
E[W ′

i ]. Our two main results are the following:

Theorem 2.5 (Queue length reduction) In steady-state, the length of queue i of the
reduced system is in distribution equal to the number of type i packets in the network,
minus external arrivals to node m in the last d(m,0) time slots, summed over all m:

Q′
i

d= lim
t→∞

⎛

⎝
∑

m∈N (i)

Q
(m)
t + Q

(0)
i,t −

∑

m∈N (i)

d(m,0)∑

d=1

X
(m)
t+1−d

⎞

⎠ . (2.5)

Theorem 2.6 (Waiting time reduction) The mean end-to-end delay (total waiting
time) of type i packets is the same in the original and the reduced system:

E[W ′
i ] = E[Wi].

Remark 2.7 Theorem 2.5 also implies that the number of type i packets in the
single-node system is stochastically smaller than that in the network: Q′

i ≤d∑
m∈N (i) Q(m) + Q

(0)
i . We expect that this bound is tight in heavy traffic.

3 Proof of the main results

In this section, we prove Theorems 2.5 and 2.6. In order to do so, we use a coupling
argument: In Sect. 3.1, we introduce another single station system, called the coupled
system. The arrivals to this system are constructed in a deterministic way from the
arrivals to the original system. This deterministic construction allows us to prove a
sample path relation between the original system and the coupled system in Sect. 3.2.
In Sect. 3.3 we show that the queue lengths of the coupled system and the reduced
system are equal in distribution. These two relations combined provide us with a
relation between the original and reduced system, namely Theorem 2.5. In Sect. 3.4
we prove Theorem 2.6 by applying Little’s law to Theorem 2.5.

3.1 Coupling

In this section, we construct a single node from the original system, as defined in
Sect. 2.1. All quantities related to this system are denoted by tildes above the normal
letters.

We define

X̃i,t =
⎧
⎨

⎩

∑
m∈N (i) X

(m)
t−d(m,0), if N (i) �= ∅,

X
(0)
i,t , if N (i) = ∅.

(3.1)

The evolution of the queues can now be described as follows:

Q̃i,t+1 = Q̃i,t + X̃i,t+1 − 1(P̃t = i), (3.2)

where P̃t is the position of the server.
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We couple the service discipline to that of node 0 in the original system in the
following way: If both servers have the same history, their next position will also
be the same, i.e., if ε(Q̃s) = ε(Q

(0)
s ), for all t − M ≤ s ≤ t , and P̃s = P

(0)
s , for all

t − M ≤ s < t , then P̃t = P
(0)
t . In Sect. 3.2 we prove that P̃t = P

(0)
t and ε(Q̃t ) =

ε(Q
(0)
t ) for all t .

The intuition behind this coupling is that a packet reaches node 0 in the original
system after or at the same time it arrives to the coupled system; a packet requires at
least d(m,0) time slots to reach node 0 from node m, which is precisely the number
of time slots by which an arrival to the coupled system is delayed. Using induction
we can show that queue i of the coupled system and node 0 of the original system are
empty at precisely the same times. Together with the (inductive) definition of P̃t this
implies a sample path relation between the original system and the coupled system
for all t .

Furthermore, the steady state queue lengths of the coupled and reduced systems
are stochastically the same due to the following argument: By the nature of batch
Bernoulli arrival processes, imposing a time-delay does not stochastically change
them. In addition to this, the service disciplines of the coupled and the reduced system
are shown to be stochastically equal. As the arrival processes and service disciplines
of the coupled and reduced system are stochastically identical, their queue lengths
must be so too.

3.2 The original and the coupled system

We establish a sample path relation between the original and the coupled system for
all t , which leads to a similar steady state relation. We first give Lemma 3.1 for further
reference. Next, we obtain our sample path relation in Proposition 3.2. Taking limits
then yields the steady state relation (Corollary 3.3).

We first describe the evolution of the total contents of the nodes. In order to do so,
we define for all m, N (m)

1 as the set of nodes whose output enters node m directly,
i.e.,

N (m)
1 = {l ∈N (m) : d(l,m) = 1}.

The total number of packets arriving to node m is given by the number of external
arrivals plus the arrivals from nodes upstream of m, and one packet is served if there
is at least one packet present, so for all m,

Q
(m)
t+1 = Q

(m)
t + X

(m)
t+1 +

∑

l∈N (m)
1

ε(Q
(l)
t ) − ε(Q

(m)
t ). (3.3)

The following lemma is presented for further reference:

Lemma 3.1 For all t and i = 1, . . . ,N ,

∑

m∈N (i)

Q
(m)
t =

∑

m∈N (i)

Q
(m)
t−d(m,0) +

∑

m∈N (i)

d(m,0)∑

d=1

X
(m)
t+1−d −

∑

m∈N (i)

ε(Q
(m)
t−d(m,0)).

(3.4)
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Proof We first observe that, by (3.3),

Q
(m)
t − Q

(m)
t−1 = X

(m)
t − ε(Q

(m)
t−1) +

∑

l∈N (m)
1

ε(Q
(l)
t−1).

If we apply this argument d(m,0) times, we obtain

Q
(m)
t − Q

(m)
t−d(m,0) =

d(m,0)∑

d=1

(
X

(m)
t+1−d − ε(Q

(m)
t−d) +

∑

l∈N (m)
1

ε(Q
(l)
t−d)

)
,

for all m. Summing over all m ∈N (i) yields

∑

m∈N (i)

Q
(m)
t =

∑

m∈N (i)

Q
(m)
t−d(m,0) +

∑

m∈N (i)

d(m,0)∑

d=1

X
(m)
t+1−d −

∑

m∈N (i)

d(m,0)∑

d=1

ε(Q
(m)
t−d)

+
∑

m∈N (i)

∑

l∈N (m)
1

d(m,0)∑

d=1

ε(Q
(l)
t−d). (3.5)

Observe that in the double summation over the nodes in the last term of (3.5), we
include for each m ∈ N (i) all l immediately upstream of m. We thus sum over all
l ∈N (i), except l = i. As d(m,0) = d(l,0) − 1 for such m and l, we get

∑

m∈N (i)

∑

l∈N (m)
1

d(m,0)∑

d=1

ε(Q
(l)
t−d) =

∑

l∈N (i)

l �=i

d(l,0)−1∑

d=1

ε(Q
(l)
t−d) =

∑

l∈N (i)

d(l,0)−1∑

d=1

ε(Q
(l)
t−d),

(3.6)

since d(i,0) = 1. Substitution of the latter expression in (3.5) indeed yields (3.4). �

Proposition 3.2 For all t and i = 1, . . . ,N ,

Q̃i,t =
∑

m∈N (i)

Q
(m)
t + Q

(0)
i,t −

∑

m∈N (i)

d(m,0)∑

d=1

X
(m)
t+1−d, (3.7)

ε(Q̃i,t ) = ε(Q
(0)
i,t ), (3.8)

P̃t = P
(0)
t . (3.9)

Proof We prove this lemma by induction. Note that (3.7)–(3.9) trivially hold for t ≤
0 due to the assumption that the systems are initially empty. We hypothesise that
the proposition is true for 1, . . . , t and prove it for t + 1. First, assume N (i) �= ∅.
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By (3.1), (3.2), and the induction hypothesis,

Q̃i,t+1 = Q̃i,t + X̃i,t+1 − 1(P̃t = i)

=
∑

m∈N (i)

Q
(m)
t + Q

(0)
i,t −

∑

m∈N (i)

d(m,0)∑

d=1

X
(m)
t+1−d

+
∑

m∈N (i)

X
(m)
t+1−d(m,0) − 1(P

(0)
t = i)

=
∑

m∈N (i)

Q
(m)
t + Q

(0)
i,t −

∑

m∈N (i)

d(m,0)−1∑

d=1

X
(m)
t+1−d − 1(P

(0)
t = i).

By applying (2.2) and (3.3) we obtain

Q̃i,t+1 =
∑

m∈N (i)

(
Q

(m)
t+1 + ε(Q

(m)
t ) − X

(m)
t+1 −

∑

l∈N (m)
1

ε(Q
(l)
t )

)
+ Q

(0)
i,t+1 − ε(Q

(i)
t )

−
∑

m∈N (i)

d(m,0)−1∑

d=1

X
(m)
t+1−d

=
∑

m∈N (i)

Q
(m)
t+1 +

∑

m∈N (i)

ε(Q
(m)
t ) −

∑

m∈N (i)

∑

l∈N (m)
1

ε(Q
(l)
t ) + Q

(0)
i,t+1 − ε(Q

(i)
t )

−
∑

m∈N (i)

d(m,0)−1∑

d=0

X
(m)
t+1−d .

We proceed by interchanging the order of summation in the first double sum. Similar
to the proof of Lemma 3.1, we include for all m ∈ N (i) all l immediately upstream
of m. This implies that we sum over all l ∈N (i), except l = i. We thus get (cf. (3.6))

∑

m∈N (i)

∑

l∈N (m)
1

ε(Q
(l)
t ) =

∑

l∈N (i)

l �=i

ε(Q
(l)
t ) =

∑

l∈N (i)

ε(Q
(l)
t ) − ε(Q

(i)
t ),

which yields (3.7).
Now assume N (i) = ∅. Then,

Q̃i,t+1 = Q̃i,t + X̃i,t+1 − 1(P̃t = i), by (3.2),

= Q̃i,t + X
(0)
i,t+1 − 1(P̃t = i), by (3.1),

= Q
(0)
i,t + X

(0)
i,t+1 − 1(P

(0)
t = i), by the induction hypothesis,

= Q
(0)
i,t+1, by (2.2).
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To prove (3.8), we first prove that Q̃i,t+1 = 0 implies Q
(0)
i,t+1 = 0 and then that

Q
(0)
i,t+1 = 0 implies Q̃i,t+1 = 0. Note that if N (i) = ∅, (3.8) immediately follows

from (3.7), so we restrict our proof to i for which N (i) �= ∅. From (3.4) and (3.7)
with t + 1 substituted for t , it follows that

Q̃i,t+1 = Q
(0)
i,t+1 +

∑

m∈N (i)

(
Q

(m)
t+1−d(m,0) − ε(Q

(m)
t+1−d(m,0))

)
. (3.10)

Hence Q̃i,t+1 = 0 implies that Q
(m)
t+1−d(m,i) = ε(Q

(m)
t+1−d(m,i)) for all m ∈ N (i) and

Q
(0)
i,t+1 = 0.

Suppose now that Q
(0)
i,t+1 = 0. This means that 0 = Q

(0)
i,t+1 = Q

(0)
i,t − 1(P

(0)
t =

i) + ε(Q
(i)
t ), which entails that Q

(i)
t = 0. We can then apply this argument to Q

(i)
t =

Q
(i)
t−1 − ε(Q

(i)
t−1) + X

(i)
t + ∑

m∈N (i)
1

ε(Q
(m)
t−1) to obtain Q

(m)
t−1 = 0 for m ∈ N (i)

1 , and

so on. This eventually results in Q
(m)
t+1−d(m,0) = 0 for all m. Together with (3.10) we

conclude Q̃i,t+1 = 0.
In Sect. 3.1 we defined P̃t such that if {P̃s}t−1

s=t−M = {P (0)
s }t−1

s=t−M and

{ε(Q̃s)}ts=t−M = {ε(Q(0)
s )}ts=t−M , then P̃t = P

(0)
t . This implies that P̃t+1 = P

(0)
t+1,

which completes the proof. �

Corollary 3.3 The following relation holds:

Q̃i
d= lim

t→∞

⎛

⎝
∑

m∈N (i)

Q
(m)
t + Q

(0)
i,t −

∑

m∈N (i)

d(m,0)∑

d=1

X
(m)
t+1−d

⎞

⎠ . (3.11)

Remark 3.4 Proposition 3.2 is actually much stronger than Corollary 3.3; Proposi-
tion 3.2 holds for all t , for any realisation of X

(m)
t , and hence regardless of the un-

derlying arrival process. Proposition 3.2 thus gives a deterministic relation on sample
paths. We use it here primarily to obtain Corollary 3.3, but in itself it is an extension
of the reduction result of Morrison [5].

3.3 The reduced and the coupled system

In this section, we show that the steady state queue lengths of the coupled and the
reduced system are the same (Proposition 3.5). By combining this with Corollary 3.3,
we prove Theorem 2.5 at the end of the subsection.

Proposition 3.5 The steady state queue lengths of the coupled and the reduced sys-
tem are the same:

Q′
i

d= Q̃i . (3.12)
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Proof We introduce the discrete time process

Z′
t = (Q′

t , ε(Q
′
t−1), . . . , ε(Q

′
t−M),P ′

t−1, . . . ,P
′
t−M),

and Z̃t , defined similarly.
The processes Z′

t and Z̃t are aperiodic and irreducible Markov chains, and there-
fore have a unique stationary distribution. This implies that Q̃i,t , and Q′

i,t , being com-
ponents of these Markov chains, have unique stationary distributions too. To prove

Q′
i

d= Q̃i we show that the transition probabilities of Z′
t and Z̃t are the same for

t > maxm d(m,0). After all, if these Markov chains have the same transition proba-
bilities, they have the same equilibrium distribution and hence so do Q′

i,t and Q̃i,t .
Due to the time-delay of arrivals to the coupled system, and the assumption that

X
(m)
t = 0 for t ≤ 0, it can easily be checked that the transition probabilities of Z̃t de-

pend on t if t ≤ maxm d(m,0). Nevertheless, this does not affect the equilibrium dis-
tribution of Z̃t since it only affects a finite initial period of time. For t > maxm d(m,0)

the process Z̃t is time-homogeneous.
Let ωt = {q t , ε(q t−1), . . . , ε(q t−M),pt−1, . . . , pt−M}. Assume furthermore t >

maxm d(m,0). We will show

P(Z′
t+1 = ωt+1|Z′

t = ωt) = P(Z̃t+1 = ωt+1|Z̃t = ωt).

Let qj,t+1 = qj,t − 1(pt = j) + xj,t+1 for all j and t . Then, since the transition
probabilities are only determined by the arrival probabilities and the HoL-based ser-
vice discipline,

P(Z′
t+1 = ωt+1|Z′

t = ωt)

= P
(
P ′

t = pt

∣∣ ε(Q′
s) = ε(qs), P ′

s = ps, ε(Q′
t ) = ε(q t )

) N∏

j=1

P(X′
j,t+1 = xj,t+1),

where s = t − 1, . . . , t − M . Using X′
j,t+1

d= X̃j,t+1 (see Sect. 3.1) and the fact that
the service discipline is equal to that of node 0 (see (2.4)), we obtain

P(Z′
t+1 = ωt+1|Z′

t = ωt)

= P
(
P

(0)
t = pt

∣∣ ε(Q(0)
s ) = ε(qs), P (0)

s = ps, ε(Q
(0)
t ) = ε(q t )

)

×
N∏

j=1

P(X̃j,t+1 = xj,t+1).

Finally, by ε(Q̃t ) = ε(Q
(0)
t ) and P̃t = P

(0)
t for all t , we have

P(Z′
t+1 = ωt+1|Z′

t = ωt)

= P
(
P̃t = pt

∣∣ ε(Q̃s) = ε(qs), P̃s = ps, ε(Q̃t ) = ε(q t )
) N∏

j=1

P(X̃j,t+1 = xj,t+1)

= P(Z̃t+1 = ωt+1|Z̃t = ωt). �
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Remark 3.6 In Sect. 2.1 we stated that M < ∞. This is necessary for the processes Z′
t

and Z̃t to have unique equilibrium distributions. If M = ∞ the queue that is served
at time t might depend on the queue that was served at time 1 for all t . The transition
of Z̃t might thus depend on Z̃1 and the equilibrium distribution does not have to be
unique.

The proof of Theorem 2.5 is now elementary:

Proof of Theorem 2.5 Theorem 2.5 follows immediately from Corollary 3.3 and
Proposition 3.5. �

3.4 Waiting times

In this section we establish equality of the mean waiting times in the original and
reduced system. The mean end-to-end sojourn time of type i packets passing through
queue i of node 0 is given by

E[Si] =
∑

m∈N (i)

λ(m)

γ (i)

∑

l∈P(m,i)

E[S(l)] + E[S(0)
i ].

The mean distance a type i packet must traverse before it reaches queue i of node 0
is given by

E[Di] =
∑

m∈N (i)

λ(m)

γ (i)
d(m,0).

Note that E[Di] + 1 gives the mean total service time of type i packets.
We can now prove Theorem 2.6:

Proof of Theorem 2.6 First assume N (i) �= ∅. In this case the total arrival rate to
queue i of node 0 is given by γ (i). Using (2.5) and Little’s law yields

E[S′
i] = 1

γ (i)
E[Q′

i]

=
∑

m∈N (i)

1

γ (i)
E[Q(m)] + 1

γ (i)
E[Q(0)

i ] − 1

γ (i)

∑

m∈N (i)

d(m,0)∑

d=1

E[X(m)
d ]

= 1

γ (i)

∑

m∈N (i)

γ (m)
E[S(m)] + E[S(0)

i ] − 1

γ (i)

∑

m∈N (i)

d(m,0)λ(m)

= 1

γ (i)

∑

m∈N (i)

∑

l∈N (m)

λ(l)
E[S(m)] + E[S(0)

i ] − E[Di],

where the last equation is a consequence of the fact that any arrival to node m must
be an external arrival to some node l ∈N (m) (see (2.1)).
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We continue by interchanging the order of summation. First, observe that for every
m ∈ N (i) we include all nodes l upstream of m, so that every l ∈ N (i) is eventually
included in the summation at least once. Second, for every node l, we include all
nodes m downstream of l and upstream of i, i.e., all m for which m ∈ N (i) and
l ∈N (m). This, however, corresponds precisely to the definition of the path from l to
i (see (2.3)), so that

E[S′
i] =

∑

l∈N (i)

λ(l)

γ (i)

∑

m∈P(l,i)

E[S(m)] + E[S(0)
i ] − E[Di] = E[Si] − E[Di].

The equality of E[W ′
i ] and E[Wi] follows from the observation that E[Di] + 1 is the

mean total service time.
For N (i) = ∅ the proof is similar, except that now the arrival rate to queue i of

node 0 is given by λ
(0)
i . Taking expectations of (2.5), dividing by λ

(0)
i , and applying

Little’s law immediately yields E[S′
i] = E[Si], which implies E[W ′

i ] = E[Wi]. �

4 Discussion

In this section, we illustrate why Assumption 2.1 is needed by means of an example.
We consider a tree network consisting of two nodes (node 0 and 1), as depicted in
Fig. 2. Node 0 consists of two queues and node 1 of one. We assume that node 0
serves packets according to the shortest queue first policy (so the service discipline is
not HoL-based). In case of equal queue lengths, it serves queue 1. The service policy
of node 1 is arbitrary. We will show that the mean end-to-end delays of type 1 packets
are different in the original and the reduced system.

We assume that batches of size K > 1 arrive to node 1, whereas batches of size 1
arrive to queue 2 of node 0:

X(1) =
{

0 w.p. 1 − p1,

K w.p. p1,

X
(0)
2 =

{
0 w.p. 1 − p2,

1 w.p. p2.

Fig. 2 The network we
consider in order to show that
Assumption 2.1 is needed.
Node 0 uses shortest queue first
and the service discipline of
node 1 is arbitrary
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In the original system type 1 batches arrive to node 1 and are sent to node 0 packet-
by-packet. Because node 0 serves queue 1 in case of equal queue lengths, type 1
packets never have to wait at node 0. The mean end-to-end delay of a type 1 packet
is thus given by the mean waiting time in node 1, which is an ordinary geoX(1)

/D/1
queue.

In the reduced system type 1 batches arrive to the queues in their entirety. The
length of queue 1 is therefore typically larger than that of queue 2 and queue 2 is
usually served first (except if both queues have one packet). The mean waiting time
of type 1 packets is thus equal to that in a geoX(1)

/D/1 queue plus some additional
delay due to services of type 2 packets.

This example illustrates why a HoL-based service discipline is required; the num-
ber of packets in queue 1 of the reduced system is typically different from that of
queue 1 of node 0, because batches arrive to the reduced system in their entirety,
whereas they arrive to node 0 packet-by-packet. Even though the service discipline is
shortest queue first in both systems, the server of the original system essentially gives
priority to type 1 and the server of the reduced system to type 2.

5 Conclusion

We have proved a distributional relation between queue lengths in a tree network and
a reduced system consisting of one node, and equality of the mean end-to-end delay
in both systems. Our results extend earlier work of Morrison [5], in the sense that our
results hold conditioned on the type of the packet. By this we mean that where we
prove a relation between the number of type i packets in both systems, [5] relates the
total number of packets in both systems, i.e., summed over all i. This extension comes
at the price that the class of allowed service disciplines is slightly more restrictive;
the service discipline of node 0 has to be HoL-based.

A HoL-based service discipline is required because the number of packets in
queue i of the reduced system is typically different from that in queue i of node 0. If
the server is allowed to choose a queue based on the number of packets in a queue
rather than whether or not it is empty, the behaviour of the systems might be entirely
different, which could in turn lead to different mean waiting times.

The reduction result of this paper facilitates the analysis of a polling network
through a simpler analysis of a single node. Even if the per-queue mean waiting
time is unknown (such as for mi -limited systems) the reduction result entails that
single-station approximations can also be applied to networks without additional loss
of accuracy.

Acknowledgements The authors would like to thank Onno Boxma and Lasse Leskelä for their helpful
suggestions.

Open Access This article is distributed under the terms of the Creative Commons Attribution Noncom-
mercial License which permits any noncommercial use, distribution, and reproduction in any medium,
provided the original author(s) and source are credited.



Queueing Syst (2008) 58: 303–319 319

References

1. Avi-Itzhak, B.: A sequence of service stations with arbitrary input and regular service times. Manag.
Sci. 11(5), 565–571 (1965)

2. Dally, W.J., Towles, B.: Route packets, not wires: on-chip interconnection networks. In: Proc. of the
38th Design Automation Conference, pp. 684–689 (2001)

3. Friedman, H.D.: Reduction methods for tandem queueing systems. Oper. Res. 13, 121–131 (1965)
4. Mandjes, M., van Uitert, M.: Sample-path large deviations for tandem and priority queues with

Gaussian inputs. Ann. Appl. Probab. 15(2), 1193–1226 (2005)
5. Morrison, J.A.: A combinatorial lemma and its application to concentrating trees of discrete-time

queues. Bell Syst. Tech. J. 57(5), 1645–1652 (1978)
6. Neely, M.J., Rohrs, C.E., Modiano, E.: Equivalent models for queueing analysis of deterministic ser-

vice time tree networks. IEEE Trans. Inf. Theory 51(10), 1–10 (2005)
7. Reiman, M.I., Wein, L.M.: Heavy traffic analysis of polling systems in tandem. Oper. Res. 47(4),

524–534 (1999)
8. Rubin, I.: Communication networks: Message path delays. IEEE Trans. Inf. Theory 20(6), 738–745

(1974)
9. Rubin, I.: Message path delays in packet-switching communication networks. IEEE Trans. Commun.

23(2), 186–192 (1975)
10. Rubin, I.: An approximate time-delay analysis for packet-switching communication networks. IEEE

Trans. Commun. 24(2), 210–222 (1976)
11. Shalmon, M.S.: Exact delay analysis of packet-switching concentrating networks. IEEE Trans. Com-

mun. 35(12), 1265–1271 (1987)
12. Shalmon, M.S., Kaplan, M.A.: A tandem network of queues with deterministic service and interme-

diate arrivals. Oper. Res. 23(4), 753–773 (1984)
13. Vishnevskii, V.M., Semenova, O.V.: Mathematical methods to study the polling systems. Autom.

Remote Control 67(2), 173–220 (2006)


	Reduction of a polling network to a single node
	Abstract
	Introduction
	Formalisation
	The original system
	The reduced system

	Proof of the main results
	Coupling
	The original and the coupled system
	The reduced and the coupled system
	Waiting times

	Discussion
	Conclusion
	Acknowledgements
	Open Access
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


