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Abstract
Quantum information stored in a qubit is rapidly lost to the environment. The realiza-
tion of robust qubits is one of the most important challenges in quantum computing.
Herein, we propose to embed a logical qubit within themanifold of a qudit as a scheme
to preserve quantum information over extended periods of time. Under identical con-
ditions (e.g., decoherence channels), the submanifold of the logical qubit exhibits
extended lifetimes compared to a pure two-level system (qubit). The retention of
quantum information further improves with separation between the sublevels of the
logical qubit. Lifetime enhancement can be understood in terms of entropy produc-
tion of the encoding and nonencoding subspaces during evolution under a quantum
map for a d-level system. The additional pathways for coherent evolution through
intermediate sublevels within a d-level manifold provide an information-preserving
mechanism: reversible alternative channels to the irreversible loss of information to
the environment characteristic of open quantum systems.
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1 Introduction

Schemes for quantum computation (QC) rely on networks of quantumbits (qubits) that
are mutually coupled and subjected to sequences of controlled operations (quantum
gates). Each individual qubit is represented by an algebra of zero-trace 2 × 2 unitary
Hermitianmatrices, while a classical computer utilizes classical bits that take the value
0 or 1 [1–4]. The resulting topological manifold describing the state of the qubit is
the Bloch sphere, which encodes an uncountably infinite number of possible states,
as compared to the two discrete states of a classical bit. Because Hilbert spaces are
complex projective spaces, the points on the Bloch sphere are isomorphic to the unit
vectors in C

2, representing the probabilistic outcomes of observing | 0〉 and | 1〉 under
projective measurements. Multi-qubit states are linear combinations of vectors that
are constructed from tensor products of single-qubit computational basis vectors, i.e.,
| ψ〉 = ∑

�q a�q | αq1〉⊗ | αq2〉 ⊗ · · · ⊗ | αqn 〉. The richness of information encoded
by qubits endow quantum computers with unique computational capabilities. Early
on, Shor [5, 6] Grover [7] proposed algorithms that have almost become synonymous
with QC. Unfortunately, the creation of clean quantum gates exhibiting high fidelity
in the presence of decoherence have proven to be a formidable challenge. Quantum
error correction (QEC) codes were proposed to mitigate these problems [8, 9]. The
highly important toric and surface codes have had a great impact in the field [9–
16]. Improvements in quantum technology over the last two decades have led to the
successful realization of the surface code [17, 18]; see also [19, 20].

There currently exist several different schemes for the realization of physical qubits
(e.g., molecular magnets [21], defects in solids, cold ions, atoms and molecules, Ryd-
berg atoms, nuclear and electron spin resonances, to name a few); superconducting
qubit platforms are currently the most popular thanks to their public availability on
cloud computing platformsmade possible by companies such asGoogle, IBM,Rigetti,
and IonQ [22]. These platforms are termed NISQ (noisy intermediate scale quantum)
devices. As pointed out by Preskill [23], NISQ devices have found many immediate
applications, such as variational quantum algorithms [24–27] and quantum-inspired
algorithms [28–31]. As of today, it is unclear whether any of these methods provide
a clear quantum advantage over classical computers in applications of current inter-
est. We note, on the other hand, that the feasibility of quantum supremacy has been
demonstrated in experiments [18].

Indeed, while these NISQ platforms provide excellent research, development and
educational tools, the realization of large-scale QC algorithms remains out of reach, as
the qubits remain too fragile, not well-controlled, and limited by decoherence as well
as leakage effects. The impact of quantum errors can be mitigated using error correc-
tion schemes. However, those are based on fault-tolerant architectures, which require
additional hardware resources (qubits and related controls). The added overhead lim-
its the usefulness of error correction schemes. To overcome this problem, physical
devices that are inherently fault tolerant have been proposed as a way to overcome
logical errors [32]. With physical fault tolerance, no special architectures are needed,
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as the fault tolerance is built into the design of the qubit itself. This circumvents the
problem of different setups producing different sources of errors. In this context, the
realization of robust qubits is of great interest and utmost importance.

In the context of generating robust qubits, we note the proposals for multi-level
systems, such as error-correcting codes formolecularmagnets [33, 34], optical systems
[35] as well as the Kerr-cat qubit (superposition of coherent states) [36]. In Ref. [37],
the authors proposedmolecular spin qudits as elements of a quantum simulator. In Ref.
[38], dysprosium (Dy), whose spin J is 8, was used for enhanced quantum sensing.
Furthermore, bosonic codes have been extensively studied: the binomial code [39],
the cat code [40–44], the Gottesman–Kitaev–Preskill (GKP) code [36, 45–48], and the
rotation-symmetric bosonic codes [49]. To realize the bosonic codes, truncated bosonic
modes are required and optical systems are possible platforms that may provide us
with bosonic modes. Nuclear spins with I > 1/2 are examples of multi-level spin
systems, and they exhibit faster relaxation rates, which are a function of the nuclear
quadrupole moment and local electric-field gradient. In Ref. [50–53], the structure
and control of such systems are analyzed in the context of NMR experiments.

The description of qudit systems and their uses in QC is often done in terms of gen-
eralized Pauli and Clifford operators [54], qudit stabilizer code [55, 56], qudit surface
code [57], a decoder for the qudit surface code [58], and a quantum error correction
architecture for qudits [59, 60]. Finally, in Ref. [61] qudit-based QC is discussed,
including implementations of qudit variants of known quantum algorithms. In this
study, we examine the case of qudits (d-level systems) that encode quantum states
in a superposition of two energy sublevels playing the role(s) of logical qubits. The
remaining unused levels (the “nonencoding subspace”) are not explicitly addressed.
Instead, this subspace naturally enhances the lifetime of the logical qubits. We focus
on the spin–lattice relaxation mechanism, where enhanced relaxation motivates the
use of such systems in quantum memory applications. Specifically, we show that
when the quantum information is stored into the two most polarized spin states (e.g.,
| ψ〉 = c1 | d − 1〉 + c2 | 0〉), one obtains a more robust quantum memory in which
quantum information can be stored for longer periods of time compared to a pure
two-level system (qubit) with no intermediate sublevels separating the pair of qubit
levels. In numerical computations, we show that the lifetime of the proposed quantum
memory is longer than the conventional qubit system. In order to understand the flow
of information between encoding and nonencoding subspaces, entropy production
provides an explanation for why qudits exhibit fundamentally different behavior com-
pared to qubits. This paper is organized as follows. In Sects. 2, 4, and 5, we describe
the mathematical prerequisite. In Sects. 6 and 7, we show numerical simulations and
give discussions. Finally, Sect. 8 concludes this paper. In “Appendix,” we compare
the qudit embedding method to a simple QEC model and identify a potentially inter-
esting direction for future research, namely, the use of qudits in quantum memory
applications with inherent robustness to information loss.
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2 Maximally polarized states (spin-coherent states) in qudits

In this section, we describe how to embed qubit information into a qudit system.
Consider a qudit with spin s whose Hilbert space is spanned by d = 2s + 1 energy
levels. The density matrix for a qubit ρ̂′ is specified via two basis states |↑〉, |↓〉 and
four complex numbers ρ↑↑, ρ↑↓, ρ↓↑, ρ↓↓ that satisfy ρ↑↑ +ρ↓↓ = 1 and ρ∗↑↓ = ρ↓↑:

ρ̂′ := ρ↑↑ |↑〉〈↑| +ρ↑↓ |↑〉〈↓| +ρ↓↑ |↓〉〈↑| +ρ↓↓ |↓〉〈↓| . (1)

We denote a single-qudit state by ρ̂ and the d states in the d-level qudit by | 0〉, | 1〉, |
2〉, . . . , | d − 1〉. The state described in Eq. (1) is encoded into the d-level qudit as
follows:

ρ̂ := ρ↑↑ | 0〉〈0 | +ρ↑↓ | 0〉〈d − 1 |
+ ρ↓↑ | d − 1〉〈0 | +ρ↓↓ | d − 1〉〈d − 1 | . (2)

Note that | 0〉 and | d − 1〉 are often referred to as | s, s〉 and | s,−s〉, respectively.
They are also called “maximally polarized” states. In this paper, we investigate some
properties of Eq. (2), such as its lifetime by using an error model that will be explained
below. Our analysis shows that encoding of the qubit state in the maximally polarized
states leads to longer lifetimes compared to the use of intermediate levels.

3 Error models

We start by defining the generalized Pauli operators [62]:

X̂ ′ :=
∑

k=0,1,...,d−2

(| k〉〈k + 1 | + | k + 1〉〈k |). (3)

Ẑ :=
∑

k=0,1,...,d−1

ωk | k〉〈k |, (4)

where ω := e2π i/d . Note that the definition of X̂ ′ in Eq. (3) is different from the
definition of X̂ in Ref. [62] since X̂ is not symmetric. As justified inA.4 of “Appendix,”
there exist physical models where symmetric X -errors occur. We therefore use X̂ ′ to
represent that class of error. For a n-qudit system, X̂ ′ in Eq. (3) and Ẑ in Eq. (4) acting
on the i th qudit are denoted by

X̂ ′
i := 1̂ ⊗ · · · ⊗ 1̂︸ ︷︷ ︸

i−1

⊗X̂ ′ ⊗ 1̂ ⊗ · · · ⊗ 1̂︸ ︷︷ ︸
n−i

, (5)

Ẑi := 1̂ ⊗ · · · ⊗ 1̂︸ ︷︷ ︸
i−1

⊗Ẑ ⊗ 1̂ ⊗ · · · ⊗ 1̂︸ ︷︷ ︸
n−i

. (6)

Evolution of open quantum systems is continuous in time, as described by a master
equation such as the Lindblad equation [63]. However, in the QEC literature it is
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customary to consider a discrete-time dynamical model called the quantum map:

ρ̂t+�t = Ep(ρ̂t ), (7)

where �t is a discrete-time step taken to be �t = 1 (without loss of generality). For
Ep(·) in Eq. (10), we consider the following model:

Ep(·) :=
⊙

i=1,2,...,n

Ep(·; {K̂i,k}d−1
k=1), (8)

where

⊙

i=1,2,...,n

Ep(·; {K̂i,k}Kk=1)

:= Ep(Ep(. . . (Ep(·; {K̂n,k}Kk=1) . . . ; {K̂2,k}Kk=1); {K̂1,k}Kk=1), (9)

and

Ep(ρ̂; {K̂i,k}Kk=1) := (1 − p)ρ̂ + p

K

K∑

k=1

K̂i,k ρ̂ K̂
†
i,k

Tr[K̂i,k ρ̂ K̂
†
i,k]

. (10)

Note that the notation used in Eq. (8) is not the tensor product. It merely denotes the
composition of operations, as shown in Eq. (9). Here, p is the probability of error in
the model and K is the number of error channels. For the X ′-type error model and
the Z -type error model, K = 1, but for the X ′ + Z -type error model, K = 2. For
Ep(ρ̂; {K̂i,k}Kk=1) in Eq. (10) being trace-preserving, we have divided the second term

of the right-hand side of Eq. (10) byTr[K̂i,k ρ̂ K̂
†
i,k]. Note that in general, Tr[K̂i,k ρ̂ K̂

†
i,k]

can be zero, butwe have checked that in our setup, it is nonzero. Single-qudit operators,
{K̂i,k}k=1,2,...,K ,

i=1,2,...,n
, are denoted as:

K̂i,k := 1̂ ⊗ · · · ⊗ 1̂︸ ︷︷ ︸
i−1

⊗K̂k ⊗ 1̂ ⊗ · · · ⊗ 1̂︸ ︷︷ ︸
n−i

. (11)

Note that
⊙

i=1,2,...,n Ep(·; {K̂i,k}Kk=1) does not depend on the order of terms in the
product since we consider only single-qudit errors.

4 Process fidelity

A variety of measures [64] exist to quantify the time evolution of quantum states.
We use the process fidelity [65, 66] since our calculations do not invoke a random
number generator (e.g., the Haar measure) and its interpretation is relatively clear.
The definition of process fidelity is based on the concept of quantum state fidelity
for the maximally entangled state. Maximally entangled state is used because the
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dynamics of decoherence depends on not only maps but also initial states. When we
consider the maximally entangled state and an error model (map) is applied to only
one of them, fidelity appears to be monotonically decreasing. The fidelity between
two quantum states ρ̂ and σ̂ is given by [64]

F(ρ̂, σ̂ ) :=
(

Tr

[√√
ρ̂σ̂

√
ρ̂

])2

. (12)

The initial state is

| ψini〉 = 1√
2
(| 0L〉⊗ | 0L〉+ | 1L〉⊗ | 1L〉), (13)

whereas error models are applied to the second qudit.We compute the fidelity between
the initial state and the state at time step τ .

The general definition of the process fidelity is given by [65, 66]

F(A(·),B(·)) := F(ρ̂A, ρ̂′
B), (14)

where ρ̂A := A(ρ̂) and ρ̂′
B := B(ρ̂′). In this study, we use the identity map for A in

Eq. (14) and the error maps defined in Sect. 3.

5 Entropy production

To interpret the results fromnumerical simulations,we used entropy production,which
is defined as

�Sτ := Sτ − Sτ−1, (15)

with S−1 = 0 and S := −Tr[ρ̂ ln ρ̂]. Furthermore, we define entropy productions in
the total space, the encoding subspace, and the nonencoding subspace in terms Eq. (15)
with ρ̂, ρ̂en, and ρ̂non−en, respectively, where

ρ̂en := P̂enρ̂ P̂en, (16)

ρ̂non−en := Q̂enρ̂ Q̂en. (17)

Here, P̂en is the projection onto the most polarized states | 0L〉 and | 1L〉, whereas
Q̂en is the projection in the orthogonal complement of P̂en (i.e., the nonencoding
subspace):

P̂en := (| 0L〉〈0L | + | 1L〉〈1L |) ⊗ (| 0L〉〈0L | + | 1L〉〈1L |), (18)

Q̂en := 1̂ − P̂en. (19)
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Fig. 1 Process fidelity for a the Z -type error model, b the X ′-type error model, and c the X ′ + Z -type error
model. d is varied. The initial state is the maximally entangled state. The process fidelity decays slower
for higher d, and this observation means that qudits with higher d show longer life times. The maximally
polarized state is used: | 0L〉 =| 0〉 and | 1L〉 =| d − 1〉 where d is the number of energy levels

6 Numerical simulation: fidelity

To quantify decoherence of quantum states, we use the process fidelity, Eq. (12), by
computing the quantity:

F
(

ρ̂ini,
ρ̂en
t

Tr[ρ̂en
t ]

)

, (20)

where ρ̂en
t := P̂enρ̂t P̂en and ρ̂t is defined, recursively, via ρ̂t = Ep(ρ̂t−1). We denote

the actions of the qudit operators X̂ ′
i , Ẑi and X̂ ′

i + Ẑi in Eq. (8) by E (X ′)
p (·), E (Z)

p (·), and
E (X ′+Z)
p (·), respectively. Figure1shows process fidelity for the Z -, X ′-, and X ′+Z -type

error models and its dependence on d. Here, we take | 0L〉 =| 0〉 and | 1L〉 =| d − 1〉
(maximally polarized state) and increase the dimensionality of the qudit manifold (d).

For all three error models, process fidelity increases with d, at least initially. Thus,
quantum information is preserved over longer times. The logical qubit’s lifetime
appears to increase with its dimensionality (d). It is still unclear whether this is due
to dimensionality or separation between the levels of the logical qudit. We observe
non-monotonic behavior in Fig. 1a. The fidelity initially drops because the errorsmove
the “weights" away from the most polarized levels to intermediate levels. After several
steps, all levels possess nonzero “weights," and someweights begin to flow back to the
most polarized levels at a higher rate, resulting in higher fidelity. Mathematically, the
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Fig. 2 Process fidelity for a the Z -type error model, b the X ′-type error model, and c the X ′ + Z -type error
model. We have varied | 1L〉 from | 1〉 to | 5〉, while | 0L〉 is fixed to | 0〉. The initial state is the maximally
entangled state

Fig. 3 Process fidelity for the
X ′-type error model. We have
varied the number of levels from
d = 2 to d = 6. We have varied
| 1L〉 from | 1〉 to | 5〉, while
| 0L〉 is fixed to | 0〉

time evolution of the population of any given sublevel is dictated by a set of coupled
ODEs (one for each sublevel and coupling to its neighboring levels), and such coupled
ODEs generally lead to non-exponential decays.

To investigate this, we fix the value d = 6 as well as the state | 0L〉 =| 0〉 but vary
the distance between two logical states by increasing | 1L〉. In Fig. 2 , we show the
| 1L〉-dependence of the process fidelity for the Z -, X ′- and X ′ + Z -type error models.

The observed trends are similar to those of Fig. 1. We therefore conclude that the
distance between | 0L〉 and | 1L〉 is the key factor, not the dimensionality of the qudit
itself (although dimensionality d needs to be high). Figure3shows that the lifetime
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Fig. 4 Process fidelity for a the Z -type error model, b the X ′-type error model, and c the X ′ + Z -type
error model. We have varied | 0L〉 and | 1L〉 simultaneously keeping the distance: | 1L〉 =| n + 1〉 when
| 0L〉 =| n〉. The initial state is the maximally entangled state

enhancement holds regardless of whether d is fixed and the logical qubit | 1L〉 is
increased, or if d is varied along with | 1L〉.

In Fig. 4, we show process fidelity when we vary | 0L〉 and | 1L〉 simultaneously
while keeping the distance fixed (set equal to 1).

All curves are nearly identical, meaning that the lifetime does not depend on the
choice of sublevels. This result supports the view that lifetime depends primarily on
distance between levels.

Thus, the process fidelity decays slower as the separation between logical lev-
els is increased. Consider the experiment where d is increased and the logical
qubit is encoded in the maximally polarized states. We fit the Kohlrausch (stretched
exponential) function [67, 68]

f (t; b, τ, α) := (1 − b)e−(t/τ)α + b. (21)

for each d and obtain its parameters α, τ , and b. (A parameter estimation method was
proposed in Ref. [69].) In Table 1, the values of b, τ , and α obtained from the fit are
shown.

In Fig. 5a, the results shown in Table 1 are plotted and, in Fig. 5b, the raw values
and the fitting curves are shown.

Figure 5b shows good agreement between raw data (symbols) and the fitted curve.
The value of α increases from 1 to ∼ 2, whereas the lifetime τ increases by a factor of
∼ 15 (more than an order of magnitude). This result for τ is important, as it supports
the use of qudits as building blocks for more robust quantum memories. The result
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Table 1 Estimated values of b,
τ , and α for each d

d b τ α

2 0.500 49.498 1.000

3 0.500 161.053 1.417

4 0.500 307.247 1.720

5 0.500 490.644 1.921

6 0.501 718.775 2.060

Fig. 5 Estimated parameters of the fitted Kohlrausch function for the process fidelity in the case of the
X ′-type error model. a Dependence of b, τ , and α on d. b Raw data and fitting curves. The original data
are shown in dots and the fitting curves are depicted via dashed lines. We have varied | 1L〉 from | 1〉 to
| 5〉, while | 0L〉 is fixed to | 0〉

for α indicates that for the X ′ error model. This can be understood from the form of
the X ′ operator (Eq. 3) which, when inserted into the quantum map (Eq. 10), leads to
a set of coupled ODEs for the elements of the density matrix that describe a detailed
balanced first-order rate process with transitions between neighboring levels. It is well
known that distributions of rate processes lead to stretched exponential relaxation.

7 Numerical simulation: entropy production

To shed light on the results of Sect. 6, we compute entropy production (defined in
Sect. 5). Figure6 shows entropy production of the total space, the encoding subspace,
and the nonencoding subspace for the Z -type error model.

We see that in Fig. 6a entropy production decreases with d. This behavior is con-
sistent with the results of Fig. 1a: Shorter lifetimes are associated with high entropy
production (rapid loss of information). The results of Fig. 6 also show that entropy
production in the encoding subspace and the total space are the same, but entropy
production in the nonencoding subspace is always zero. We interpret this to mean that
information initially stored in the logical qubit flows out of the qudit system. This leak-
age of information out of the system is less pronounced at large d. The lack of entropy
production in the nonencoding subspace (Fig. 6b) is a consequence of the Z -type
error model, which does not have any channels connecting encoding and nonencoding
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Fig. 6 Entropy production of a the encoding subspace, b the nonencoding subspace, and c the total space
for the Z -type error model. The initial state is the maximally entangled state. The maximally polarized state
is used: | 0L〉 =| 0〉 and | 1L〉 =| d − 1〉, where d is the number of energy levels

subspaces (i.e., none of the operators | k〉〈k | present in Z connect pairs of energy
levels).

Figure 7shows entropy production of the total space, the encoding subspace, and
the nonencoding for the X ′-type error model.

In Fig. 7a, entropy production within the encoding subspace is drastically sup-
pressed with d. This observation is again consistent with the results of Fig. 1(b) (i.e.,
longer lifetimes with increased d due to the preservation of information). However,
there is an important difference between the cases of the X ′-type error model and the
Z -type error model. For X ′, the entropy production in the nonencoding subspace is
nonzero. In fact, entropy production in the nonencoding subspace dominates. This
feature enables recovery of qubit information by post-selection. Contrary to the case
of the Z -type error model, the entropy production in the nonencoding subspace and
the total space are nearly identical except for the case d = 2. This leads to increased
robustness of the state in the encoding subspace. We note that for d = 2 the nonen-
coding subspace does not exist; therefore, d = 2 is an important exception. It is the
reason why physical qubits are less ideally suited for use as quantum memories: The
only allowed pathway for information transfer is irreversible, whereas for the qudit
some of the leakage channels are reversible.

In Fig. 8, we show entropy production of the total space, the encoding subspace,
and the nonencoding for the X ′-type error model and Z -type error model.

In the case of the X ′ + Z -type error model, intermediate behavior between the
above two cases is observed. Though the improvements become smaller compared to
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Fig. 7 Entropy production of a the encoding subspace, b the nonencoding subspace, and c the total space
for the X ′-type error model. The initial state is the maximally entangled state. The maximally polarized
state is used: | 0L〉 =| 0〉 and | 1L〉 =| d − 1〉 where d is the number of energy levels

Fig. 8 Entropy production of a the encoding subspace, b the nonencoding subspace, and c the total space
for the X ′-type error model and Z -type error model. The initial state is the maximally entangled state. The
maximally polarized state is used: | 0L〉 =| 0〉 and | 1L〉 =| d − 1〉, where d is the number of energy levels
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the case of the pure X ′-type error model, entropy production can still be suppressed
by increasing d.

8 Conclusions

Wepropose the use of qudits as embedding space to encode quantum information from
qubits. When the rates of all error channels are kept identical, the resulting quantum
memory of the d-level system exhibits longer lifetime than the case of physical qubits.
An interpretation of the results was obtained by computing entropy production within
the encoding subspace: For the physical qubit, information loss is entirely irreversible,
whereas for the qudit, information loss from the logical qubit state is only partly
irreversible. The reversible part results in longer lifetimes. We show in “Appendix”
that qudit encoding has properties analogous to quantum error correction (QEC).

These results suggest that the encoding of logical qubits in the levels of qudits
can provide increased robustness due to the inherent physics of such systems.
Interesting avenues to pursue would be to (i) explore how such physics-aided
robustness—potentially requiring less extra overheads—compare with the algorithm-
aided robustness created in QEC schemes, more specifically, estimating the circuit
complexity of a QEC circuit that could afford similar robustness, and (ii) how to inte-
grate the two schemes to obtain simpler circuits and reduced operation overheads that
plague direct QEC implementations. In order to determine the actual performance
gains, a real physical system and its precise characteristics should be modeled. Per-
formance gains over QEC (if any) can only be determined by simulating the precise
physical system under consideration, using realistic modeling. A proper QEC scheme
for qudits must also be devised. “Appendix” presents a simple, but unoptimized one.
Nonetheless, we conclude that these findings are encouraging and warrant further
investigations. This work may lead to new strategies for quantum processors and
quantum memories based on the use of qudits.

There are, of course, important physical considerations involved when using physi-
cal qudits, such as the faster relaxation rates of nuclei with large quadrupolar moments
or the difficulty of selectively addressing pairs of sublevels. Optical qubits [70–72]
and superconducting qubits could be adapted for such applications. Another possible
test platform would be the nuclear spins in bullvalene in a liquid crystal solvent [73,
74]. Because of rapid bond shifting, every one of the ten protons is equivalent, and
every dipolar coupling is the same; so the totally symmetric representation in such a
system is effectively a spin-N system [74]. A simple (X/2)-τ -(X/2) sequence will
produce the theoretical maximum possible N -quantum coherence just by making the
delay equal to 1/3D [74].
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Appendix A: Limitations of QEC

Herein, we discuss some limitations of QEC and argue in favor of embedding quantum
states inside maximally polarized qudit sublevels as a way to mitigate errors. The
precise benefits of QEC (if any) of course may depend on the exact nature of the error
model used, the precise physical nature of the qudits, and available control methods.
The QEC model discussed here is limited to known physically plausible decoherence
processes arising in multi-level systems (see section A.4). Better performing QEC
is of course possible in theory (e.g., using an extended operator algebra such as one
spanned by the set of monomials Xn Zm), but may lack physical justification; such
schemes are not discussed here.

A.1 Fate of maximally entangled states with QEC

Consider an isolated qudit with embedded logical qubit state (i.e., a quantummemory).
The question we are interested in addressing is whether or not a stored quantum state
can survive longer with or without QEC. Let us consider a simple QEC structure and
investigate its properties.

A.1.1 Encoding scheme

In Ref. [59], a systematic approach to construct a circuit that embeds the measurement
values of given stabilizer operators into ancilla qudits for the repetition code was
proposed. We review the method.

Suppose that the initial state is | ψ〉. Consider the case where we want to embed ns
stabilizer operators {Ŝi }nsi=1 into a circuit. The redundant state, on which the repetition
code relies, is given by

| ψ̃〉 :=
∏

i=2,3,...,nr

ĈNOTi, j | ψ〉 | 00 . . . 0︸ ︷︷ ︸
nr−1

〉, (A1)

where nr is the number of redundant qudits. Here, ĈNOTi, j is the CNOT gate whose
control qudit is the i th qudit and target qudit is the j th qudit. Next, we define the
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Fig. 9 QEC circuit for qudit
syndrome measurements. Ê is
an error operator

syndrome detection operator Ŝsyn:

Ŝsyn :=
∑

k1,k2,...,kns=0,1,...,d−1

Ŝk11 Ŝk22 . . . Ŝ
kns
na

⊗ | k1k2 . . . kns〉〈k1k2 . . . kns |, (A2)

where nr is the number of redundant qudits and na is the number of ancilla qudits.
Note that, as shown in Eq. (A2), na = ns. By using the circuit shown in Fig. 9, we can
store the measurement values of {Ŝi }nsi=1 in the ancilla qudits [59].

A.2 Three-qudit repetition code and stabilizer group

Consider a three-qudit repetition code and partial QEC for bit-flipping errors. The
initial state of the three-qudit repetition code is given by

| ψ̃〉 := ĈNOT1,2ĈNOT1,3 | ψ〉 | 0〉 | 0〉, (A3)

We consider the following stabilizer group for correct bit-flipping errors:

S := {Ẑ1 Ẑ
†
2, Ẑ2 Ẑ

†
3}. (A4)

Equation (A4) stabilizes the following states:

{| k, k, k〉}k=0,1,...,d−1. (A5)

Note that Eq. (A4) can correct the bit-flipping errors though it cannot correct all
one-qudit errors.

A.2.1 Full circuit

In the main text, we clarified that qudits are robust against bit-flipping errors. Our goal
is to correct phase-flipping errors via QEC; the circuit shown in Fig. 9 with Eq. (A4)
can correct them by inserting quantum Fourier transform (QFT) operators before and
after the error models. The full circuit based on the circuit shown in Fig. 9 with
Eq. (A4) is given by Fig. 10where we have used subcircuits shown in Fig. 11, and the
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Fig. 10 QEC circuit for phase-flipping errors

Fig. 11 Subcircuits for QEC
circuit shown in Fig. 10

Table 2 Relationship between
measurements and correction
operators. Only correctable
patterns of measurements are
shown. In the table, i takes
0, 1, 2, . . . , d − 1

m1 m2 x1 x2 x3

i 0 i 0 0

−i (mod d) i 0 i 0

0 −i (mod d) 0 0 i

measurements are taken in the computational basis by using P̂k for k = 0, 1, . . . , d−1.

Note that ĈNOTi, j �= ĈNOT
†
i, j unlike the conventional CNOT gate.

The correct operators in Fig. 10 are specified by (x1, x2, x3), and they are functions
of the values of measurements (m1,m2). In Table 2, we summarize the relationship
between (m1,m2) and (x1, x2, x3).

A.2.2 Numerical results

Figure 12 shows the process fidelity with and without QEC in the case of the Z -type
error model by solid and dashed lines, respectively.

Since the QEC circuit in Fig. 10 is designed for phase-flipping errors, the process
fidelity with QEC is higher than that without QEC for small p.

Figure 13 shows the process fidelity with and without QEC in the case of the
X ′-type error model by solid and dashed lines, respectively.

Since the QEC circuit in Fig. 10 cannot correct bit-flipping errors, the process
fidelity without QEC is higher than that with QEC.

Figure 14 shows the process fidelity with and without QEC in the case of the
X ′ + Z -type error model by solid and dashed lines, respectively.

Figure 14 shows that, though the QEC circuit in Fig. 10 can correct phase-flip
errors, the process fidelity without QEC is higher than that with QEC.
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Fig. 12 Process fidelity for the Z -type error model. Solid lines and dashed lines depict results with and
without QEC, respectively. We use states at a τ = 1, b τ = 10, and c τ = 100. The initial state is the
maximally entangled state

A.3 Remarks

Though QEC for both bit-flipping and phase-flipping errors was not investigated in
this paper, it is expected that it can improve the process fidelity. However, to imple-
ment QEC for both bit-flipping and phase-flipping errors such as the surface code, a
large number of qubits are required. We should note that the QEC we considered for
phase-flipping errors is simple. Our simulation results show that the process fidelity
is improved only for the Z -type error model but performance gets worse for X ′- and
X ′ + Z -type error models. This result suggests that the inherent physical robustness
of qudits may be an interesting avenue to pursue in conjunction with or in lieu of
error-correcting codes, which have higher overhead costs. In order to determine the
actual performance gains, a real physical system and its precise characteristics should
be modeled.

A.4 Physical justification of the error operators

The operators X ′ and Z map to known physical systems. Two such physical models are
the Cooper-pair box (CPB) model and the Jayne–Cummings model. The Hamiltonian
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Fig. 13 Process fidelity for the X ′-type error model. Solid lines and dashed lines depict results with and
without QEC, respectively. We use states at a τ = 1, b τ = 10, and c τ = 100. The initial state is the
maximally entangled state

of the CPB model is of the form [75]:

ĤCPB := �ωr â
†â − EJ

2

∑

N

(| N 〉〈N + 1 | + | N + 1〉〈N |)

+ 4EC

∑

N

(N − n̂g)
2 | N 〉〈N |, (A6)

where ωr = √
LC is the frequency, â is the annihilation operator for the microwave

resonator field, n̂g := Cg V̂g
2e , Cg is the capacitance between the CPB island and the

bias gate for the island, EJ/� is the Josephson frequency, EC := e2
2C


, and C
 is the

capacitance between the island and the rest of the circuit. V̂g is the operator for the total

voltage applied to the island by the bias gate. This voltage can be split as V̂g = V (0)
g +v̂,

where V (0)
g is a DC field and v̂ is the microwave field in the cavity, which is quantized.

It is related to the cavity annihilation operator by v̂ = (â + â†)
√

�ωr/(2C). We can
write n̂g = n(0)

g + δn̂g and δn̂g(t) = [Cg/(2e)]v̂(t). For n̂g(t) small, the bias n(0)
g can

be chosen such that the CPB has a small number of CP on it at any time. Thus, the
Hilbert space can be restricted to a smaller subspace, e.g., N ∈ {0, 1, . . . , d − 1}. The
Cooper-pair operators in the second and third terms then directly map to our operators
X ′ and Z , respectively. Both terms can give rise to decoherence channels for the CPB
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Fig. 14 Process fidelity for the X ′ + Z -type error model. Solid lines and dashed lines depict results with
and without QEC, respectively. We use states at a τ = 1, b τ = 10, and c τ = 100. The initial state is the
maximally entangled state

if terms in their coefficients (EJ , EC , Cg , C
) fluctuate. For example, fluctuations in
the Josephson frequency EJ (second term) can lead to decoherence in a “random-field”
semiclassical picture (e.g., Redfield master equation). The decoherence rate is deter-
mined by the time autocorrelation 〈EJ(t)EJ(t+τ)〉. Since the third termdepends on the
bath operators a, a† (via v̂), and EC, decoherence in the quantum master equation at a
rate is determined by the time autocorrelation of bath operators, 〈û(t)û(t + τ)〉, where
û(t) := EC (t)Cg(t)v̂(t). Thus, X ′ and Z operators can be used to model decoher-
ence (amplitude and phase damping channels, respectively) in superconducting qubits,
where the common sources of noise include fluctuations in the Josephson energy of
the junctions, gate charge fluctuations, magnetic field fluctuations, and interactions
with photons and phonons [76, 77].

Another Hamiltonian of interest is Jaynes–Cummings, which can be used to model
relaxation in NMR [78–80]:

ĤJC := �â†â + �ωα

2
σ̂ z + ��

2
(âσ̂+ + â†σ̂−). (A7)

where �σ are Pauli matrices for the nuclear spin I = 1/2. For larger spins I >

1/2, Eq. (A7) can be directly generalized to the qudit case by replacing σ̂ z , σ̂+,
and σ̂− by Ĵ z , Ĵ+, and Ĵ−, respectively. For a general spin I , there are d = 2I + 1
sublevels and the Wigner matrices are (2I + 1) × (2I + 1) dimensional. The angular

momentumoperators �̂J , (where �̂J ≡ �̂I for nuclear spins) transforms like rank-1 tensors
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(vectors). The matrices X ′ and Z are similar to those of Ĵx = ( Ĵ+ + Ĵ−)/2 and Ĵz ,
respectively. In the Redfield (semiclassical) description, temporal random fluctuations
in the local frequency ωα lead to decoherence (dephasing) at a rate determined by the
autocorrelation function 〈ωα(t)ωα(t + τ)〉. Likewise, fluctuations in the drive field �

(associated with the photon count in the RF/microwave cavity) lead to an amplitude
depolarizing channel.
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