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Abstract In light of the increasing demand for food production, climate change challenges

for agriculture, and economic pressure, precision farming is an ever-growing market. The

development and distribution of remote sensing applications is also growing. The avail-

ability of extensive spatial and temporal data—enhanced by satellite remote sensing and

open-source policies—provides an attractive opportunity to collect, analyze and use

agricultural data at the farm scale and beyond. The division of individual fields into zones

of differing yield potential (management zones (MZ)) is the basis of most offline and map-

overlay precision farming applications. In the process of delineation, manual labor is often

required for the acquisition of suitable images and additional information on crop type. The

authors therefore developed an automatic segmentation algorithm using multi-spectral

satellite data, which is able to map stable crop growing patterns, reflecting areas of relative

yield expectations within a field. The algorithm, using RapidEye data, is a quick and

probably low-cost opportunity to divide agricultural fields into MZ, especially when yield

data is insufficient or non-existent. With the increasing availability of satellite images, this

method can address numerous users in agriculture and lower the threshold of implementing

precision farming practices by providing a preliminary spatial field assessment.
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Introduction

The major aim of precision agriculture is to optimize crop management by addressing

spatial variability, and thus optimize the use of farm inputs such as fertilizers and herbi-

cides (Mulla 2013). In general, vast information is accumulated and used for the analysis of

field inventory, crop growth and yield patterns. With this information, customized inputs

can be applied to management zones (MZ), i.e. the units into which large farm fields are

divided (Mulla 2013).

The delineation of MZ is the basis of most precision agriculture (PA) practices,

addressing the within-field variability of crop and crop yield. MZ are subdivisions of a

field, each characterized by relative homogeneity of crops and/or environmental parame-

ters (Doerge 1999), which therefore differ in the need for specific input rates of treatment.

The more generic term ‘management unit’ was introduced by Lark and Stafford (1997),

and numerous delineation methods have emerged since then. They are usually either based

on yield maps (Pedroso et al. 2010; Lark 1998), soil and topographic properties

(MacMillan et al. 1999; van Alphen and Stoorvogel 1999), electrical conductivity data

(Kitchen et al. 2005; Cambouris et al. 2006), remote sensing and vegetation indices (Ahn

et al. 1999; Song et al. 2009), or a combination of these methods (Fridgen et al. 2003; De

Benedetto et al. 2013; Yao et al. 2014).

Every automatic method to determine MZ has several disadvantages in terms of

accuracy and applicability. Commonly, segmentation applications rely on yield maps,

which are acquired neither by every farmer nor for every field, even if the company is in

possession of the required technology. Yield data have significant error sources, such as via

sensor, georeferencing, operator or data processing errors (Simbahan et al. 2004), and are

also complicated to prepare (Blackmore and Marshall 1996). Moreover, the irregular

distribution of data points in regard to the spatial variation in yield can impede accurate

interpolation, which is a necessity for most spatial analyses.

The use of soil sampling data and soil maps for delineation of MZ is also a common

approach, especially if yield maps are not available. However, as for soil inventory maps, a

sufficient scale is needed for precision farming applications (Franzen et al. 2002). Addi-

tionally, the question of relevance arises, when for example the standard soil map—such as

the ‘‘Bodenschätzung’’ in Germany—dates back to the 1930s. Intensive soil grid mapping

for status-quo maps is often not cost-effective and does not necessarily reflect the total

spatial variability of crop growth (Hornung et al. 2006).

Electrical conductivity (EC) maps acquired with instruments like the standard ‘‘EM38’’

can also be used for successful MZ delineation (Cambouris et al. 2006). They reflect soil

differences due to such factors as moisture content, salinity and texture. However, even if

these characteristics influence crop growth significantly, EC maps may not always give a

direct picture of in-season vegetation patterns. In addition, EC of soil is influenced by a

number of complex and mostly inter-related parameters (Lück et al. 2009), therefore

interpretation is not necessarily straightforward. Since spatial patterns in EC measurements

are affected by seasonal effects (e.g. weather conditions; Lück et al. 2009), single EC maps

cannot be compared to EC maps for other fields in every case.

Promising point-based measurement approaches are fusion and (fuzzy) clustering

techniques (Fridgen et al. 2003; Fu et al. 2010; Shaddad et al. 2016), though they have only

been tested on small and medium fields (B 40 ha) according to the literature. Point

measurements, whether from soil sampling, EC or, in some cases, topographic information,

are expensive and time consuming to acquire and may be unsuitable for large commercial

fields, since they do not completely represent spatial variability (Cohen and Levi 2013).
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Satellite remote sensing provides added value mainly with its spatial continuity and

extent, spectral crop information and low cost—depending on satellite type. When ana-

lyzing time series, satellite remote sensing is often more cost-effective and offers an

archive of already acquired data by operating sensors. When it comes to determining MZ

on the basis of actual crop growth patterns, satellite imagery applications are valuable tools

in precision farming (Basnyat et al. 2005). Compared to drone and aircraft-based images,

as well as data from crop and soil sensors, most open-source and commercial multispectral

remote sensing data has a coarser spatial resolution (centimeters versus meters). The major

disadvantage of optical satellite imagery however is the dependence on a clear, cloud-free

view of the object of interest, which is especially challenging in temperate and rainy

regions.

Still, remote sensing has a long tradition in agriculture, Seelan et al. (2003) reported the

early beneficial use of aerial photography dating back to 1929. However, by the launch of

the Landsat series of satellites in the 1970s and the subsequent availability of recurring

landscape imagery and spectral reflectance characteristics, remote sensing for agriculture

has truly emerged. It has been used for a wide variety of agricultural applications, such as

crop yield estimation (Idso et al. 1980; Hank et al. 2015; Lobell et al. 2015), biomass

monitoring (Lu 2006; Ahamed et al. 2011), soil parameter derivation (Barnes et al. 2003;

Ge et al. 2011) and many others (Moran et al. 1997; Atzberger 2013; Mulla 2013). A

considerable number of studies related to crop growth and yield are based on satellite

images within one growing season (Ren et al. 2007; Song et al. 2009). However,

Thenkabail (2003) pointed out the potential of multi-temporal analysis of archived remote

sensing data in combination with real-time data. The time-series approach is especially

important for the identification of stable recurring crop patterns, which consequently define

general MZ. Yield zones, which are comparable to MZ, are characterized by temporal

variability and need to be addressed by a multi-temporal approach, which considers yield

data and landscape attributes (Schepers et al. 2004).

A variety of approaches for delineating MZ with multispectral satellite images have

been developed. Song et al. (2009) generated and compared delineation methods based on

soil, nutrient and yield maps, a vegetation index (VI) distribution of one multispectral

satellite scene, and combinations thereof. De Benedetto et al. (2013) used a data fusion

method of proximal and remote sensing information, while Boydell and McBratney (1999)

based their delineation on modelled yield data from Landsat imagery.

However, methods in the literature have so far mostly relied on additional information

besides satellite images. Additionally, manual selection of imagery is required to avoid

cloud-covered scenes, as well as to determine specific dates representing specific pheno-

logical stages (emerging and ripening). These are preferred (Idso et al. 1980; Boydell and

McBratney 1999; Sakamoto et al. 2013) because they are assumed to reflect yield and yield

potential.

While these approaches address the complexity of crop cultivation, they do not also

imply an easy, cost-effective and practical usage for farmers. This leads to the question as

to whether the delineation of a field into MZ is possible based only on satellite data. If so,

this would make basic precision farming information available for every farmer, especially

in the light of the open data development of earth observation data. To answer this

question, the authors propose an automatic segmentation algorithm for within-field crop

patterns by using only multi-temporal multi-spectral satellite images.

The following study showed that this algorithm works well on fields with stable spatial

and distinguishable patterns and fairly on more complex fields, which either change their

appearance over time and/or are very homogenous in crop vigor. While the algorithm
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addresses the requirements of simplicity and efficiency, the use of satellite images narrows

the accurate and competitive outcome mainly because of the disadvantages of frequency/

acquisition date (no or not enough cloud-free images available in certain time frames) and

unilateral information (e.g. no crop type information).

Materials and methods

The algorithm presented automatically selects suitable images for crop pattern delineation

and works independently of additional information regarding crop type, growth stage and

soil type. The subdivision of the field is performed on the near-infrared (NIR) spectral band

of RapidEye (Tyc et al. 2005) satellite images. The result is a division into five classes,

each resembling different productivity or yield expectancy zones (YEZ). These relative

yield zones are suggested as being functionally equivalent to MZ.

Study area

The segmentation algorithm was developed and predominately tested on a 120 ha tilled

field (‘‘field 100-01’’; Upper Left Corner (ULC): 13�140E, 53�590N; Lower Right Corner

(LRC): 13�160E, 53�580N), part of a 2000 ha farm near the village of Görmin, located

15 km SW of Greifswald in the North-Eastern Lowlands of Germany. All other test and

validation fields belong to the same farm and vary in area, crop rotation and soil type

distribution. Geologically, the region was shaped by recurring glacial processes during the

Weichselian Glaciation, and evolved into a hilly ground moraine landscape with repre-

sentative glacial features. Flat, hilly and undulating ground moraines alternate with hilly

terminal moraines, glacial valleys, lake basins, kettle holes, eskers and outwash plains

(Bundesanstalt für Geowissenschaften und Rohstoffe 2006). Lakes and river systems,

including the nearby river Peene, are closely associated with the near-surface ground water

table.

The altitude of field 100-01 ranges from 9 m to 25 m above sea level (mean 19 m,

standard deviation 3 m) and slope angle varies between 0� and 5.5� (mean 0.8�, standard

deviation 0.5�; Amt für Geoinformation Vermessungs- und Katasterwesen, 2011). This

results in relatively flat topography at the field scale, which is traversed by natural drainage

towards the River Peene (Fig. 1) as it lowers in elevation towards the southern boundary.

Field 100-01, similarly to the region, is characterized by a young morainic soil inventory,

dominated by Stagnosols (northern part) and Luvisols. These glacial tills are clayey and

loamy sands, with increasing loam content towards the southern end of field 100-01.

Weather recordings from the Greifswald weather station (1985–2014) indicate a mean

temperature of 8.94 �C and a mean precipitation of 607 mm/year. On field 100-01, the crop

rotation is dominated by winter wheat, canola and, rarely, beetroot.

Remote sensing data

The method was developed using a RapidEye time series from April 2009 until August

2015. The RapidEye satellite system works with five spectral bands (blue, green, red, red

edge, near infrared), where the near-infrared (NIR) is, in general, especially sensitive to the

vigor of vegetation (Rees 2001; Basnyat et al. 2005). The return frequency at nadir is

5.5 days and the spatial resolution is 6.5 m, resampled to 5 m. The images were made
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available through the RapidEye science Archive (RESA), where 74 radiometric calibrated

and georeferenced scenes (Level 1B, Level 3A) could be found for field 100-01 (Table 1).

Atmospheric correction was performed using ATCOR (Richter 2010) for ERDAS Imagine

2014 (Leica Geosystems, Atlanta, Georgia, USA) and the images were geometrically

aligned using an image to image co-registration algorithm developed in-house (Behling

et al. 2014). Further preparations for the development and testing of the segmentation

algorithm included co-ordinate transformation, cartographic projection, and clipping the

scenes to the area of interest, which is at the farm-scale in this case.

Farm data

For this study, field boundary, crop cultivation and yield data for the test field were

provided by an agricultural company. Additional available data, not used by the algorithm,

Fig. 1 Digital elevation model of field 100-01 with a decrease of elevation towards the southbound river
Peene. Cavities in the fields shape represent a kettle hole (North-East) and housing (East)

Table 1 Number of RapidEye images available for the Görmin area, per year and month
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but by the authors for understanding the field, were: soil map, nutrient supply from 2009

(phosphorus, pH, magnesium and potassium), map of electrical conductivity.

Yield data were available as point measurements for the years 2006, 2007 and

2009–2015 (well above 60 000 point measurements per harvest), although 2012 was an

exception, since the field was divided into two areas of different crop. Yield data from

2015 was also insufficient, due to technical problems during harvesting and consequential

data gaps. For visualization, kriging was performed on yield data with the software

VESPER (Haas 1990; Whelan et al. 1996) with a local kriging and local variogram

method, especially designed for yield map kriging with respect to local, rather than global

prediction models. Field 100-01 has been managed with precision farming practices

(mostly variable fertilization rates) for at least ten years, which is why the field appears

very dynamic over time. The appearance and separability of the predominant crop patterns

fade over time, since the PA measures are somewhat successful and compensate low yield

zones—leading to more spatial homogeneity in vigor and yield. Field 100-01 was chosen

despite this development, because of its size, number of patterns with differing origins and

density of available farm and field data. Additionally, the analysis of all data show which

patterns are stable over time (e.g. soil), which patterns can be homogenized (e.g. lack of

nutrients) and how long this process takes. Bearing in mind that field 100-01 changes its

appearance, the algorithm was tested on three other fields with—according to yield and

remote sensing data—less dynamic patterns.

Segmentation algorithm

For the automatic delineation of MZ, a segmentation algorithm was developed on the basis

of RapidEye satellite images. The workflow (Fig. 2) was divided into three steps: (a) au-

tomatic selection of suitable satellite images which reflect crop patterns, (b) combining the

NIR bands of all selected images to one averaged raster and dividing the result into five

classes, (c) conversion into vector data and assignment to areas of relative yield expec-

tation (corresponding to MZ). Detailed information on these steps are described below.

Before the selection process, every image was clipped to the extent of the field 100-01,

including a negative buffer of 18 m to exclude margin artefacts, especially in the area of

headland.

The algorithm was programmed in R (R Core Team 2012) with the use of the packages

‘raster’, ‘maptools’, ‘stringr’, ‘rgeos’, ‘diptest’ and ‘moments’.

Selection of suitable images

The principal idea behind the selection process was automation. A selection of suit-

able images is necessary, since not every scene offers the contrast of reflectance values

caused by crop patterns. Images disturbed by clouds, or other spatial objects overlapping

crop patterns, must be left out. However, the potential user of this algorithm should not

have to manually select appropriate images. Therefore, the algorithm makes its own

selection, using standard deviation (SD) thresholds of the blue and the NIR band, as well as

thresholds of bimodality of the normalized differenced vegetation index (NDVI) his-

togram, NDVI mean value and NDVI SD (Fig. 2). The SD was chosen instead of the

variation coefficient (CV), since the SD does not vary along with the mean value. Con-

sequently, an increase of SD values throughout a selection of subsets does not have to

coincide with an increase in CV values. The thresholds were generated empirically by

expert knowledge, after analyzing all available field subsets and their statistics. The chosen
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thresholds have been successfully tested on other test fields of the company, though not

with different sensor data or in a completely different region/environmental setting.

In total, the algorithm used three spectral bands of the RapidEye sensor: blue, red and

NIR.

(a) Blue band: clouds

For elimination of cloud-covered scenes, the blue band proved to be the most

suitable, even though cloud reflection is high in all optical wavelengths (Jensen

2007). In the blue band, the reflection signal of vegetation and soil is rather low in

comparison, leading to a high contrast between cloud and non-cloud. For every field

subset, the standard deviation (SD) of the blue band reflectance values was

Multispectral, multitemporal image data
(georeferenced, atmospherical corrected)

SD of blue band SD of NIR band

Evaluation of every single 

SD > 130: Clouds
SD < 130
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cloud shadows, 
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Fig. 2 Workflow of segmentation algorithm: NDVI normalized difference vegetation index, SD standard
deviation
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calculated. If the SD exceeded a threshold of 120, the subset image was removed

from further steps in the algorithm.

(b) NIR: cloud shadow, small clouds and machining artefacts

The blue band threshold did not detect subsets with marginal cloud coverage or

cloud shadows. Here, the SD of the near-infrared band was used as a limit for

selection. If the subset exceeded a SD value of 500, the entire image was removed.

This approach removed not only cloud-disturbed subsets but also processes like

harvest or the complete division of the field into sub-fields with different crop (and

therefore growth cycles). These disturbances showed a high contrast in the near-

infrared reflection, which superimposed the native growth patterns.

(c) NDVI: field partitioning, growth stage

For the next selection step, the NDVI was calculated for each pixel, as well as the

mean per subset. The NDVI histogram was tested for bimodality by applying the dip

test, revealing images of field partitioning (Fig. 10) or similar disturbances which

were possibly not filtered by the prior step. The histogram of regular subsets covered

by vegetation and their (natural) patterns appeared unimodal.

During this step of the selection process, decisions were made on the basis of

vegetation growth and vegetation vitality. Thus the NDVI, as a normalized value,

was sufficient for the estimation and comparison of crop activity (Ustin 2004). The

mean NDVI of each subset was used to remove all images of bare soil (\ 0.3) and

very dense vegetation ([ 0.73) (Fig. 3c). While this mean was not a direct indicator

for crop coverage, spectrally distinguishable crop patterns were still apparent during
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Fig. 3 a–c RapidEye false-color subsets of field 100-01 (NIR-G-B); a 09-04-2011, wheat at tillering;
b 28-06-2011, wheat at ripening; c 17-6-2010, canola at fruit development; d–f Histograms of NDVI of each
subset raster, y-axes not graphically normalized due to value range of f to d and e
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early and very late crop phenological stages (Fig. 3). In contrast, vegetation that was

too dense—especially on high potential plots like field 100-01—led to a high mean

or even saturated NDVI (as shown in Fig. 3c). This was additionally characterized

by a small SD of the histogram. This was especially true for cereal crops, which

developed a high spatial density within the planting rows while leaving the tramlines

free of biomass (in contrast to canola, sugar beet or other crops). Hence, if the cereal

biomass was high overall, reflecting a high NDVI value, the only apparent patterns

were the tramlines.

Classification of the averaged image

The NIR band of all remaining images was used to determine the final vegetation patterns,

for the following two reasons:

(1) NIR reflectance and yield relationship

Relative reflectance values in the NIR have been shown to quite adequately reveal

patterns seen in yield maps. Reflectance in the NIR is an indicator of health for leaf tissue,

cell structure and, therefore, the vitality of the plant (Gausman 1973, 1977; Jones and

Vaughan 2010). Consequently, it is a major indicator for final yield. On a macro-scale,

crops under advantageous growing conditions are more likely to grow taller and denser.

They develop more biomass and leaves, which leads to increased NIR reflectance relative

to the entire field. Leaf area index (LAI) is expected to be closely related to yield for

certain crops, since grain yield is closely linked to crop growth (Serrano et al. 2000; Song

et al. 2009). On the other hand, a reduction in LAI, similar to reduced chlorophyll content

or surface temperature, is an expression of stress symptoms in plants (Baret et al. 2007).

Reasons for stress symptoms are often water shortage, insufficient nutrient supply, and

diseases like fungi or pests. Crops under stress often show decreased leaf area production

and an increased senescence rate. On a micro-scale, the cell structure of the leaf is heavily

altered, since the plant mobilizes all protein and minerals for the development of seeds.

Senescence, either natural or stress-induced, is also accompanied by a decrease in leaf

water content (Hurd-Karrer and Taylor 1929). This overall collapse of the leaf structure

leads to decreased reflection in the NIR region, since the electromagnetic waves strongly

scatter within healthy mesophyll tissue.

In conclusion, reflectance in the NIR is a very suitable indicator for field growing

conditions and prospective yield. Naturally, the red-edge band as a chlorophyll indicator

(Barnes et al. 2000) was also considered. However, empirical analysis of the data sets in

this study did not show a strong correlation between reflection and yield as in the NIR

band. Additionally, yield prediction on the basis of red-edge reflectance seems to be highly

dependent on the phenological stage (He Ke-xun et al. 2013). In this study, the NIR

reflectance values were converted into relative values, enhancing crop type and possibly

regional independence.

(2) Difficulties using vegetation indices for segmentation

The classification was not conducted using ratio images, such as NDVI, due to increased

noise patterns and artefacts which are a common disadvantage of band ratios (Lillesand

and Kiefer 1987). This effect is less desirable when a high degree of internal homogeneity

is required for segmentation. The algorithm was nevertheless also tested by using NDVI

images instead of NIR images. The results here were characterized by described noise
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patterns and numerous artefacts and did not lead to the same homogenous spatial patterns

as when NIR is used.

Although precautions (single band basis, median filter) are taken to avoid small poly-

gons in the end result, small features will still occur (\ 3%). In agricultural practice, the

user must decide how much detail is necessary and which features should be neglected.

Every NIR raster was normalized to a percentage, where 100% is equal to the average

NIR value of each raster. To balance years with differing amounts of available satellite

raster images, all rasters for each year were averaged (e.g. three rasters of 2009 become

one average NIR raster). The resulting yearly average raster were also normalized. The

subsequent raster was processed using a 7 9 7 median filter for six times to smooth

boundaries and eliminate small fragments. Of course, the use of such intense smoothing

filters had a strong impact on the level of detail and information in the image. However, the

focus here was on the delineation of geometric zones. In precision agriculture applications,

spatial zones do not necessarily benefit from small-scale details, since farming machinery

has practical limits when it comes to fine-tuned control and implementation of highly-

detailed GIS data.

The post-filter raster was classified into five value ranges, using quantiles of 10, 35, 65

and 90%. Due to the fact that every averaged NIR subset may have different value ranges,

predefined values for separate classes are not feasible. The quantile values were chosen

empirically on field 100-01 and others. The goal was to achieve class boundaries that

generate well-balanced (amount of pixel) and clearly visual spatial classes. A change of the

quantile values may lead, e.g. to a dominant ‘middle’ class and very marginal classes of

very low and very high NIR values.

A cluster method (e.g. k-means) was not used at this point, because the generated

clusters a) were not guaranteed to entail an ‘‘average’’ class with values around 100% NIR

reflectance, b) lack of information about their relative sorting (‘‘very low’’ to ‘‘very high’’

and c) therefore lack of a stable, re-occurring control factor like the preset quantile

thresholds.

In the process of (visually) analyzing the yield maps and satellite images of field 100-01

and neighboring fields, the class number of five was found to be suitable to map and reflect

the heterogeneity of especially large fields. The odd number ensures a resulting ‘‘average’’

middle class. In theory, every desirable class number can be accomplished by the algo-

rithm. Less classes (3) could be considered for a broader overview or in the case of low-

contrast patterns. More classes (7) would lead to a more fragmented result, which would be

less feasible for technical implementation into current machine systems for fertilizer or

seed distribution. These systems mostly work in increments (e.g. ± 20% grain), rather than

with continuous rates, which justifies the decision on discrete classes. An odd number of

classes is required to generate an average class.

Every class was exported into a polygon (not necessarily continuous), with which

further analysis could be done. The resulting classes resembled zones of increasing vitality,

relative to one another, which is why the five classes were named ‘‘very low’’ (1), ‘‘low’’

(2), ‘‘average’’ (3), ‘‘high’’ (4), ‘‘very high’’ (5) yield expectation.

Attributes of classes

To better assess the vitality status and yield expectancy of each class, and because the

value range of the reflection within the NIR band seemed quite narrow, every class was

additionally assigned a relative NDVI value and stored in a protocol. This value was

generated by averaging all disturbance-free NDVI rasters with a NDVI between 0.3 and
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0.78. For every class, the mean NDVI value within the class polygon was extracted,

resulting in five relative NDVI values in percent. In this study, these NDVI values were

highly linear (R2[ 0.9) to the relative yield values extracted from an interpolated yield

map (average of multiple years, corresponding to satellite data selection). Since no uni-

versal, field-independent conversion equation from relative NDVI to relative yield could be

determined, the results shown in this paper will refrain from focusing on these NDVI

values.

Validation with yield data

The segmentation algorithm aims to give insights into yield distribution, especially for

farmers lacking sufficient or total yield maps of their fields. In order to test the segmen-

tation result in regard to yield expectancy zones, actual yield data were used for this

validation (described in ‘‘Farm data’’).

Stratified sampling

For validation, the concept of stratified sampling was preferred. As described in Webster

and Oliver (1990), the sample points for validation were randomly distributed within

regular grid cells, dividing the target raster area. Sample points within a 10 m buffer of the

segmentation boundaries were eliminated. The sample size ranged around roughly 6%.

Yield values are based on point measurements, converted into relative values in % and

averaged over the selected years. For each sample point, the relative yield value and the

corresponding class id (1–5) were extracted.

The result was plotted as a boxplot, depicting relation and separability between each

class. In addition, two statistical tests were applied: (a) the Kruskal–Wallis Test and (b) the

Pairwise T Test (class ID versus relative yield value). The result with a p-value\ 2.2e-16

confirmed the general separability of the five classes, even if run based on different sample

points.

The pairwise T-Test applied compares each test series with one another and tests if there

are statistically significant differences. This test normally requires normally distributed

data, which is not necessarily given in this case. However, this condition may be violated if

the number of sample points is high (Bartlett 1935) and the variance of the test series is

comparable. With both of these being the case, the test was run a second time with

logarithmic transformed values, to assure normality and test the validity. Additionally, the

Pairwise Wilcox-Test for data without a normal distribution was run.

Results and discussion

After the automatic selection process, 14 out of 74 rasters for field 100-01 remained for

segmentation (Table 2). Data from the years 2012 and 2013 were neglected by the algo-

rithm, which will be examined later on. Therefore, the method is discussed based on a

result from five non-continuous years (Table 2).

Figure 4 shows a final result of the segmentation process, compared to the averaged

relative yield map of the corresponding years (2009, 2010, 2011, 2014, 2015). On first

examination, the five classes resembling yield expectation zones (YEZ) moderately

resemble the actual yield zones of high-, low- and medium yield.
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Validation

All three statistical tests had p-values lower than the significance level (0.05), indicating a

good separability of the five determined classes (Table 3).

Despite that, the boxplot (Fig. 5) still shows overlapping sampling values for every

segment, whereas only segment 1, ‘‘very low yield expectancy’’, appears to have slightly

more discrete values than the other segments. Statistically, the Pairwise T-Test indicates

independence between the classes.

This overlapping of classes and left-skewed outliers is apparent in all segmentation test

runs, even if the criteria (quantiles of class boundary; number of classes; NDVI thresholds

as described above) for segment building are adjusted. Due to the overall high yield

potential of field 100-01 (and therefore lack of strong contrast), the segmentation process

has difficulties in distinguishing five apparently separated classes. An average yield map of

the years 2009, 2010, 2011, 2014, 2015 does not present drastic yield variance over the

field (Fig. 4), compared to fields in more vulnerable regions of Germany (Dobers 2005).

The relative yield ranged from 25.0 to 141.9% (mean: 102.2, SD: 8.5%), whereas field

100-01 yields were above average and could be assumed to be relatively homogenous with

a small yield variance.

Table 2 Final raster (acquisition
dates) for segmentation and crop
type

Year Date Crop

2009: 3 21-04-2009
25-04-2009
24-06-2009

Wheat

2010: 1 16-07-2010 Canola

2011: 6 08-04-2011
09-04-2011
20-04-2011
21-04-2011
28-06-2011
16-07-2011

Wheat

2014: 3 10-03-2014
20-03-2014
09-07-2014

Canola

2015: 1 17-03-2015 Wheat

>107 %

1      „very low“   
2     „low“    
3     „average“  
4     „high“      
5    „very high“      
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Fig. 4 Left: left Segmentation result; middle: relative yield map; right: histogram of yield raster. Average
of years: 2009, 2010, 2011, 2014, 2015
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Interpretation of results

NDVI and yield expectation relationship

The result shows the capacity of the method to form zones of different growth and yield

levels for one field. However, it is problematic to reliably link these zones to percent-based

relative yield values, and even more difficult to determine absolute yield values. A com-

parison of the five NDVI mean values with the actual yield values (mean value per class)

reveals a highly linear relationship (R2 = 0.97), as well as NDVI values that are slightly

lower (1–2%) than the mean relative yield values per class. Unfortunately, any empirical

relationship determined for this field cannot be applied elsewhere, since a universal con-

version from vegetation indices to yield values does not exist. Numerous efforts have been

made to determine this relationship (Shanahan et al. 2001; Doraiswamy et al. 2003; Dalla

Marta et al. 2013), with results indicating that replicability is mostly limited by crop type

and climate zone. In this study, however, the focus is on identifying field zones of similar

Table 3 Statistical significance tests on segmentation result

Test Result (p-value/ significance value)
Kruskal-Wallis-Test < 2.2e-16

Pairwise T-Test

1 2 3 4
2 3.1e-14 - - -
3 < 2e-16 3.8e-12 - -
4 < 2e-16 < 2e-16 3.9e-13 -
5 < 2e-16 < 2e-16 < 2e-16 1.2e-06

Pairwise T-Test 
(log of data)

1 2 3 4
2 3.0e-13 - - -
3 < 2e-16 2.5e-12 - -
4 < 2e-16 < 2e-16 5.1e-12
5 < 2e-16 < 2e-16 < 2e-16 7.2e-06

Pairwise Wilcox-
Test

1 2 3 4
2 < 2e-16 - - -
3 < 2e-16 1.7e-13 - -
4 < 2e-16 < 2e-16 < 2e-16
5 < 2e-16 < 2e-16 < 2e-16 3.2e-06

The separability of each segment by extraction of actual yield values is tested and expressed as the
significance value ‘‘p-value’’ (\ 0.05 supports separability hypothesis)
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crop growth and vitality, regardless of the crop type cultivated. Therefore, the resulting

crop patterns resemble a mixed signal of vitality patterns indicated by more than one crop

type or even crop group. For absolute yield estimation, crop type knowledge as well as date

and duration of critical phenological stages (Idso et al. 1980) are required in order to use

the given satellite data and spectrally sensitive parameters impacting yield (Dalla Marta

et al. 2013). This algorithm, however, seeks simplicity and functionality based on multi-

spectral satellite images alone.

Disregard of crop type

The individual demands and phenological characteristics of crop types has not yet been

considered by the algorithm. It can be argued that each crop type responds differently to

field inventory and development prerequisites, and should therefore not be compared to

other crop types. However, the analysis of satellite images, yield maps, soil and nutrient

data of field 100-01 and the rest of the farm shows that the main drivers for re-occurring

crop patterns are soil type and nutrient supply (Fig. 10). This observation is relevant for the

crop types grown in the area: cereal, canola, maize and sugar beet. Vitality patterns are

stronger in more sensitive crop types such as cereal, and more prominent under unfavor-

able weather conditions. Still, for the image segmentation, the crop cultivated is of no

importance. The thresholds only select subsets with a certain amount of spectral hetero-

geneity. In most cases—at least during early phenological stages or at the transition

between green and dry biomass—the plants reveal spatial patterns regardless of the type.

Class ID
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The algorithm currently yields good results even without the crop information, and can

be validated even if the result shows a mixed crop signal. With an increasing number of

satellite images and recorded years, the impact of specific phenological events, crop type

specifications, or outstanding weather conditions would be alleviated However, it is

equally true that the algorithm could be even better with knowledge of the crop type.

Hence, future research could focus on adapting the algorithm to crop families (e.g. cereal;

discussed further in the section ‘‘Outlook and Possibilities’’).

Stability of the results

(1) Variation of input years

Figure 6 shows the segmentation and validation results of three trial runs with different input

years. Figure 6a is the result of the fully automated selection, which includes data from years

2009 to 2011 and 2014 to 2015. The result is similar to that of 2009–2011 (Fig. 6c). Figure 6b

lacks year 2009, and appears to produce a much more homogenous result. The classes appear

to be the most separable in Fig. 6c, the only test run without the year 2015. For this year, the

yield data were only moderately reliable due to technical difficulties during harvest.

It is clear that the segmentation results can differ depending on the selected satellite

imagery. This is why the target parameter is yield expectancy and not yield potential.

Additionally, the result has to be interpreted as average yield expectancy for the n number

of years (which are selected for segmentation) under the conditions x (weather and growing

conditions), which were present in the selected years. Consequently, the segmentation

result is a reflection of spatial growth and vitality variability over plot 100-01.

Data from the year 2012 was not selected due to field partitioning in this year

(wheat/sugar beet). For 2013 (wheat), an insufficient number of cloud-free images were

available and the remaining images did not match the thresholds.

The year 2009 had an obvious impact on segment building, which is explained by the

combination of crop type and nutrient supply. The rectangular patch of low yield expectancy

in the NW corner of field 100-01 is lacking in several nutrients (Fig. 10), primarily indicated

by wheat, as is the case in 2009 and in 2011 (Figs. 7, 10). If 2009 is not taken into account, the

image changed (Fig. 6b) to a more homogenous result, showing less high-contrast nutrient

patterns and more closely resembling soil type and relief patterns (Fig. 10).This change is

explained by the dynamics of field 100-01. For one, the farmer was able to compensate the

nutrient deficiencies from 2009 onwards (Fig. 10). Additionally, his precision farming

management led to an increasing equalization of yields, represented in Fig. 8 by the

decreasing value ranges in boxplots of 2009, 2011 and 2013 (all wheat).

This successful development in farming practice has the disadvantage of affecting the

stability and reliability of this segmentation algorithm, when there are simply no high-contrast

plant patterns on a field. The NIR image can still be classified by quantiles, but the resulting

classes can no longer be successfully validated for their separability (Fig. 8). The value ranges

of each class are very similar, and small segments with a low pixel count (e.g. class number 5)

do not fit yield maps. This phenomenon is reflected in the histogram of the averaged NIR band

subset (Fig. 6k), which is slightly less stretched than the other histograms. It can be concluded

that the segmentation results following averaged NIR subset histograms with low scatter of

values and high unimodality are not trustworthy. Classes with a very low number of pixels

should also be evaluated with caution since they mostly do not coincide with the yield data.

For dynamic fields like 100-01, five or more growing seasons are required to depict

average patterns and to compensate strong changes or high impacts of crop types and

698 Precision Agric (2018) 19:684–707

123



overall conditions. For other fields, a time frame of three years is enough to map out crop

pattern.

(2) Validation with single yield maps

In precision farming practice, the question arises as to the reliability of computed MZ,

and whether they can be utilized for adapting management in future cultivation seasons. In

principle, the presented segmentation algorithm can fulfil these requirements, if the crop

patterns are more or less stable and high in contrast over multiple years. In the case study
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Fig. 6 a–c Segmentation results of different test runs; a automatic selection (years 2009, 2010, 2011, 2014,
2015); b years 2010, 2011, 2014, 2015; c period of 2009–2011; d–f corresponding average yield maps; g–
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of field 100-01, this demand can only be met to a certain extent. Figure 8 shows the

validation boxplots of the five segments (result of 2009–2011, Fig. 6c) versus the relative

yield of single yield maps. Ideally, the order of the mean relative value continuously

increases from segments 1 to 5. This is the case for the yield maps of 2009, 2011, 2013 and

2015—all of which were years of wheat cultivation. However, the range of yield values

and the position of the boxes change. Despite yearly individual weather regimes, the strong

crop patterns of 2009 and (partially) of 2011 decreased over time. This was due to the

sustainable management of field 100-01 by the farmer, who constantly equalized nutrient

deficiencies and optimized fertilization during the growing season. This explains why, in

this case, the segmentation result is not always applicable for every year.

The greatest potential of the algorithm lies within fields where there is no comparable

positive change, and crop patterns are more or less stable. Otherwise, the result has to be

interpreted strictly as what it is: an averaged reflection of plant growth over multiple years.

As Fig. 8 shows, the segmentation does not validate well with canola yield maps (2010,

2014). For a detailed analysis from a farmer’s perspective and the linked crop-type-specific

measures, crop cycle information is needed.

However, the multi-year approach is still feasible because it does not favor crop

specifications, but rather growth patterns with sufficient impact.

1  „very low“                 2   „low“               3   „average“          4    „high“          5    „very high“   

2009         2010         2011        2014        2015         mean 

Fig. 7 Segmentation run on satellite data for each year, 2010 and 2015 are only based on one input image.
The ‘‘mean result’’ is—as the automatic segmentation—based on all the displayed years
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Fig. 8 Upper row: validation boxplots; segments (2009–2011) versus average yield in % of single year
yield maps; lower row: yield maps of years 2009–2015 (wheat, canola, wheat, wheat, canola, wheat);
map 2009 includes data gaps; map 2015 is a little unreliable, due to technical problems during harvest,
resulting in gaps in yield
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Method transferability to other fields

The automatic segmentation method was tested on three other farm fields, with varying

areas and crop rotations (Table 4). Validation was likewise carried out with yield data (for

the one season of sugar beet, yield data was not recorded).

The result (Fig. 9) shows the successful transferability of the method to other fields,

which is attributable to the fact that all three plots show heterogeneous crop patterns for all

years and are less dynamic than field 100-01. Test runs comparing the number of input

years (3 vs. 6 years) resulted in similar results. The authors can therefore conclude that the

algorithm performs well with a small amount of multi-temporal images (from 3 years)—if

high contrast crop patterns predominate and if these are roughly spatially stable. This is

mostly the case when crop patterns are mainly inherited by soil patterns, which is generally

the case for these three fields (Fig. 9i). However, a large number of satellite images is still

preferred, since the result is increasingly independent of crop type impact on patterns and

temporal changes due to weather events.

The size of a field does not matter. It can be up to the farmer in practice, as to whether five

classes of yield expectancy are suitable for small fields like 270-01, or if three are sufficient.

Outlook and possibilities

Therefore, suggested future improvements include the implementation of a cloud mask and

further testing of vegetation indices and existing studies for the derivation of yield values.

This testing would require knowledge of the crop type and could be addressed by either a

crop classification method (Itzerott and Kaden 2006; Foerster et al. 2012) or better yet by

manual input of the potential user. These users are assumed to be farmers and agricultural

consultants, interested in cultivating their crop with precision farming methods.

The method offers a quick delineation of the desired field, especially if yield maps are

not or are insufficiently available. The segmentation could then be used for management

decisions in fertilization, seeding or crop protection.

An upcoming milestone will be the coupling of the segmentation results with additional

geospatial data, such as soil, relief and nutrient maps. This would allow for further opti-

mization of the results and enable a transition from yield expectancy zones to yield

potential zones. Additionally, the fusion of different multispectral sensor systems such as

RapidEye, Sentinel-2 and Landsat could be an attractive method for further exploiting the

big data pool and increasing the density of information for image segmentation.

With a vast data base and additional crop information from the user, the segmentation

could also be computed for crop types or families, adding more stability and knowledge for

crop-specific strategies.

Table 4 Crop rotation and area of the three additional fields, 2009–2015

ha 2009 2010 2011 2012 2013 2014 2015
200-01 11.6 barley canola wheat canola wheat barley canola

360-01 74.5 rye canola wheat rye rye canola Wheat

270-01 89.3 canola wheat sugar 
beet wheat canola wheat wheat
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Conclusion

This study presented a straightforward algorithm for the delineation of crop patterns on

agricultural fields based solely on optical multispectral satellite data, but with certain

limitations. The crop patterns can be interpreted as relative yield expectancy zones, and are

influenced by prior growing conditions on a field. The result can be utilized as potential

MZ, in order to implement and enhance precision farming practices. The algorithm

operates with atmospherically-corrected remote sensing reflectance data, and does not need

any further information besides the field outlines. Consequently, the method enables an

effortless and quick overview of past averaged growing conditions, without manual work.

As such, this algorithm addresses upcoming important developments of big data, open

source satellite data access and digital/smart farming.
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As a disadvantage, the method is unable to use partly cloud-covered images and suffers slightly

fromimages witha strong tramline imprint, leading to noisy images which require smoothing filters.

The result is also unreliable for fields lacking crop patterns and homogenous growing conditions,

which is indicated by the output variables of the algorithm. As with numerous agricultural remote

sensing methods, parameters and values are derived from image interpretation. Although the

segmentation result could be validated with yield maps, it is also an interpretation of crop spectral

characteristics. The gross division of crop patterns can be assumed to reflect overall growing

conditions. However, small adjustments of the algorithm’s parameters are reflected in changes on a

pixel scale, confirming the belief that actual crop can seldom be addressed by image interpretation

on a detailed scale. Generally, algorithms based on optical remote sensing are always dependent on

the availability of sensor data for the desired time frame and the quality of the data.
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Appendix

See Figs. 10 and 11.
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