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Abstract

It is widely believed among philosophers and educated people that it is virtuous to
be open-minded. Instead of thinking of open-mindedness as universally or uncon-
ditionally epistemically valuable, I argue that it is vital to explicate the conditions
that must obtain if open-mindedness is to be epistemically valuable. This paper
critically evaluates open-mindedness given certain realistic cognitive limitations. I
present and analyse a simple mathematical model of open-minded decision-mak-
ing that incorporates these limitations. The results are mixed. The bad news is that
the circumstances where open-mindedness is epistemically valuable may be more
restricted than previously thought especially if individuals are incapable of properly
evaluating the trustworthiness of sources or the content of received information. The
good news is that, if individuals are mildly competent in evaluating the trustworthi-
ness of sources and the content of received information, then there are many circum-
stances where open-mindedness is epistemically valuable.

Keywords Open-mindedness - Bounded cognition - Epistemic value - Virtue -
Truth-conduciveness

1 Introduction

It is widely believed among philosophers and educated people that it is virtuous to be
open-minded (as opposed to being close-minded or narrow-minded).! Although the
universal validity of the belief has been questioned (Carter & Gordon, 2014; Levy,
2006; Madison, 2019), this claim is often thought of as a platitude that requires no

I On close-mindedness, Cassam (2019, 38) writes: “it is reasonable to conclude that closedmindedness
systematically obstructs knowledge both in virtue of the nature of closed-mindedness and the nature of
knowledge.”
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defence. Indeed, it seems intuitive and compelling that conscientious agents ought to
be adequately informed of all sides of a debate before they can form justified beliefs
on the topic of debate.

This paper studies the epistemic value of open-mindedness. It seems plausible
that intellectual virtues need to be reliable at generating true beliefs (and avoiding
false ones). That is, if it turns out that an intellectual virtue predominantly produces
false beliefs, then it is questionable whether it should qualify as an intellectual virtue
(as opposed to an intellectual vice).? To be sure, we could say that open-mindedness
is a virtue in a broad sense where it constitutes fairness and respect for other agents
and their perspectives. However, it would be odd to call open-mindedness an intel-
lectual virtue if it does not reliably contribute to achieving basic epistemic goals.’

Does open-mindedness reliably generate true beliefs (and avoid false ones)? It
seems fairly uncontroversial that open-mindedness is not necessarily truth-condu-
cive (Carter & Gordon, 2014; Levy, 2006; Madison, 2019) (pace (Kwong, 2017)).
Arguments typically take the form of counterexamples that demonstrate the contin-
gent connection between open-mindedness and truth. This paper goes beyond these
case-based considerations and seeks to explicate general conditions under which
open-mindedness is truth-conducive and those where it is not. Why is this impor-
tant? Of course, we need not think that open-mindedness is a vice if it produces
bad epistemic effects in extreme, untypical, or far-fetched scenarios; it might still
make sense to call open-mindedness a virtue if open-mindedness typically or nor-
mally helps us achieve basic epistemic goods. On the flip side, if open-mindedness
produces good epistemic effects in unrealistically optimistic scenarios, then that also
need not imply that open-mindedness is an intellectual virtue. After all, if it turns
out that open-mindedness only produces good epistemic effects (and avoids bad
ones) in very limited circumstances, then this would put pressure on the idea that
open-mindedness should qualify as a virtue. I thus propose going beyond mere case-
based considerations and, instead, characterize the general conditions under which
open-mindedness produces good epistemic effects (and avoids bad ones).

This paper focuses on investigating the conditions under which open-mindedness
will be epistemically valuable. One of the novel features of my analysis is that it
starts with three realistic assumptions: (1) people are not perfectly competent in
forming their own opinions, (2) people are not perfectly capable of evaluating the

2 Following Battaly’s (2018b, 2020), it is common to distinguish between effects-virtues, responsibil-
ist-virtues and personalist-virtues. Effect virtues are cognitive dispositions that generate good epistemic
effects (or avoid generating bad epistemic effects); responsibilist virtues are character traits for which the
agent is responsible (praiseworthy or, at least, not blameworthy); and personalist virtues are character
traits constituted by epistemically good motives and values (for which the agent need not be responsible).
Since I focus on whether open-mindedness reliably generates epistemic goods, my analysis concerns the
question of whether and when open-mindedness is an effect virtue.

Nevertheless, some virtue-responsibilists think that intellectual virtues need to also be reliable. For
example, Zagzebski (1996, 185) writes: “Thus, not only is an open-minded person motivated to consider
the ideas of others without prejudice, including those that conflict with her own, and is reliably success-
ful in doing so, but her reliable success in being open-minded is truth conducive. Therefore, the beliefs
she forms out of open-mindedness are truth conducive.”

3 In contrast, Song (2018) argues that open-mindedness is a moral virtue.
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claims put forward by others, and (3) people can only give consideration to a lim-
ited number of arguments or opinions. Another central feature is that it goes beyond
simplistic examples and represents the agents’ reliability and evaluative capacities
using gradual scales. Is open-mindedness epistemically reliable when these realistic
constraints are taken seriously? To emphasize, I believe it is important to study the
exact conditions under which open-mindedness would be epistemically beneficial—
as opposed to investigating whether open-mindedness is epistemically beneficial
tout court. To do so, I will put forward a simple mathematical model that includes,
among other things, one’s capacity to evaluate the source and the content of received
information. Then, I will use this model to explicate the general conditions where
open-mindedness is epistemically valuable and those where it is not.

My analysis brings good news and bad news. The bad news may be more alarm-
ing than previously thought: open-mindedness only leads to epistemic benefits in
restricted circumstances. Open-mindedness may produce bad epistemic effects for
reasonably competent agents and in reasonably friendly epistemic environments
when agents are incapable of properly evaluating the trustworthiness of the sources
or the content of received information. This result may be disheartening in light of
abundant psychological research showing that: “Illusory truth can persist months
after first exposure, regardless of cognitive ability and despite contradictory advice
from an accurate source or accurate prior knowledge” (Ecker et al., 2022). The cir-
cumstances where open-mindedness increases one’s epistemic reliability may thus
be more restricted than philosophers and educated people previously recognized.

The good news is that there are many circumstances where open-mindedness is
epistemically valuable if (and only if) individuals are mildly competent in evaluating
the trustworthiness of sources and the content of received information. This strongly
suggests that open-mindedness will be epistemically fruitful if the participants are
not only capable of identifying trustworthy sources but also capable of evaluating
the truth-conduciveness of the received information.

Before moving on, I would like to end this introduction by positioning my study
in relation to other important works on open-mindedness. While my analysis focuses
on the truth-conduciveness of open-mindedness, there is another important debate
on the tension between open-mindedness and knowledge (see, among others, Har-
man, 1973; Sharon & Spectre, 2010; Baumann, 2013; Fantl, 2018) or strong belief
(see, for instance, Adler, 2004; Riggs, 2010). The tension can be illustrated by
the dogmatism paradox (introduced by Kripke (see Kripke, 2011, chap. 2)) which
roughly says that knowing that X (resp., strongly believe X) entails that all coun-
terevidence is misleading and, therefore, that one should (or is permitted to) ignore
all counterevidence. In short: knowledge and strong belief seem to entail or licence
dogmatism. Since these debates typically focus not on truth-conduciveness but on
valid principles for knowledge or strong belief (such as the closure principle), my
analysis of the truth-conduciveness of open-mindedness seems orthogonal to the
dogmatism paradox on knowledge and strong belief.

The paper is organized as follows. In Sect. 2, I elaborate on the background lit-
erature on open-mindedness, social epistemology and the abovementioned three
realistic constraints. In Sect. 3, I introduce the mathematical model and discuss a
stylized example. In Sect. 4, I demonstrate how the model operationalizes epistemic
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accuracy. In Sect. 5, I present some analytical results that characterize the circum-
stances where open-mindedness could, in principle, be epistemically beneficial and
those where it would be epistemically harmful. I go on to show that there are cir-
cumstances where open-mindedness cannot even in principle be epistemically valu-
able—even though agents are reasonably competent. In Sect. 6, I take seriously the
realistic assumption that people can only consider a limited number of arguments
or views, which implies that the conditions under which open-mindedness is epis-
temically valuable are more constrained than those given by the analytical results
of Sect. 5. The upshot is the bad news that, when agents only practise source evalu-
ation, there are many circumstances where open-mindedness is not epistemically
beneficial—even if agents are reasonably competent and are reasonably good at
source evaluation. In Sect. 7, I update the model to include not only source evalu-
ation but also content evaluation. This leads to some bad news: when agents only
practise content evaluation, there are several conditions where open-mindedness is
not epistemically valuable—even if agents are reasonably competent and are reason-
ably good at content evaluation. We also derive the good news: if people are mildly
competent in evaluating the content of received information and the trustworthiness
of the sources, then open-mindedness will most likely be epistemically valuable. I
summarize the results and provide an outlook in the concluding section.

2 Open mind and cognitive limits

Social epistemologists have recognized that much of our knowledge comes from
others and even scientific knowledge is largely based on epistemic trust (Coady,
1992; Hardwig, 1991). Although this leads to philosophical problems relating to tes-
timony and knowledge (Adler, 2017), almost everybody agrees that ordinary peo-
ple and also scientists epistemically depend on others in their practices of knowl-
edge gathering, production, and evaluation (Hardwig, 1985). In the natural sciences,
research is often pursued by a team of scientists, as opposed to individual scientists.
But epistemic dependence should also be clear in other disciplines, like philosophy,
given the abundant references and footnotes that defer to the authority and expertise
of others.

Given the central role of epistemic dependence in our ordinary and scientific
knowledge, it becomes clear that it is a central problem to figure out who can be
trusted epistemically and which experts one should defer to (Goldman, 2001). This
problem is particularly striking in circumstances where several experts disagree.
Argumentative practices often depend, at least partly, on epistemic trust in your
argumentative partner (Mercier & Sperber, 2017; Dutilh Novaes, 2020). Epistemic
trust is thus one of the central topics in social epistemology (Duijf, 2021; Irzik &
Kurtulmus, 2019; Wilholt, 2013).

Virtue epistemologists often consider several intellectual virtues including,
but not limited to: “inquisitiveness, attentiveness, carefulness and thoroughness
in inquiry, fair-mindedness, open-mindedness, and intellectual patience, hon-
esty, courage, humility, and rigor” (Baehr, 2011, 3). According to Riggs (2010),
open-mindedness often appears at the top of lists of intellectual virtues. These
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intellectual virtues are thought to be constitutive of a person’s epistemic excel-
lence: Linda Zagzebski concurs that intellectual virtues are

a deep and enduring acquired excellence of a person, involving a charac-
teristic motivation to produce a certain desired end and reliable success in
bringing about that end. (Zagzebski, 1996, 137)

Let me proceed with a few definitions of open-mindedness:

An open-minded person is characteristically (a) willing and (within limits)
able (b) to transcend a default cognitive standpoint (c) in order to take up or
take seriously the merits of (d) a distinct cognitive standpoint. (Baehr, 2011,
153)

[T construe] open-mindedness as engagement, that is, a willingness to make
room for novel ideas in one’s cognitive space and to give them serious con-
sideration. (Kwong, 2016, 71)

What makes one open-minded is the disposition to engage seriously with
(relevant) intellectual options. (Battaly, 2018a, 266)

As indicated in the introduction, this paper investigates the conditions under
which open-mindedness is epistemically valuable, in the sense of reliably pro-
ducing true beliefs (and avoiding false ones). Many philosophers (including
the aforementioned authors) agree that open-mindedness is a willingness, abil-
ity or disposition to give relevant evidence and arguments serious consideration.
Levy (2006, 56) concurs: “Evidence gathering is almost the only practical way
in which one can put open-mindedness in effect”. Open-mindedness includes not
only the openness to relevant evidence and arguments but also the disposition to
evaluate the relevant information to monitor for possible errors. In the next sec-
tion, I will present a mathematical model that operationalizes open-mindedness
as evidence and argument gathering and evaluation. My central goal is to char-
acterize the conditions under which open-mindedness produces good epistemic
effects (and avoids bad ones). By considering some realistic assumptions about
people’s bounded cognition (see below), I hope to make progress in the study of
the epistemic value of open-mindedness.

Before proceeding, it will be helpful to discuss a few simple cases that speak in
favour of open-mindedness. In this way, I would like to highlight some of my cen-
tral assumptions. First, consider an agent who is to form her opinion on whether
it will rain next Saturday. She looks at the blue sky and thinks that rain will be
unlikely. However, she also decides to look up the weather report, which informs
her that it will likely rain. In response to the news report, she revises her belief.
The agent’s belief is responsive to the report by experts (or institutions) who can
be assumed to be both neutral on the issue and more knowledgeable in weather
forecasting.

Second, consider another agent who is to form his opinion on whether sugar is
bad for one’s health. The agent starts by collecting arguments and evidence from
a variety of sources. Then, he evaluates the collected arguments and the evidence
critically, thereby discerning the good arguments and evidence from the poor.
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Finally, he forms his opinion based on his accepted sources. It seems like this
situation illustrates that open-mindedness is surely a good way to lead one’s epis-
temic life. After all, by considering and carefully scrutinizing various sources, the
agent can arrive at an informed opinion on whether sugar is bad for one’s health.

Third, let me also mention a version of the infamous evil demon problem.
Imagine that, unbeknownst to the agent, his cognitive processes involved in
interpreting and evaluating arguments and evidence are rendered unreliable by
a powerful evil demon. If the agent were to form his beliefs open-mindedly, the
generated beliefs would often, if not always, turn out to be false. As a result,
open-mindedness would not be a reliable way to arrive at true beliefs (and avoid
false beliefs) for this agent, so open-mindedness is not epistemically virtuous in
these circumstances.

In the first example, there is no uncertainty regarding the competence and reli-
ability of the weather forecasters. Indeed, if the agent can be certain that all sources
are competent and reliable, then it seems very plausible that open-mindedness will
generate epistemic benefits. In this paper, however, I will assume that the informa-
tion received from other sources may be unreliable. The unreliability may be due to
diverging background beliefs, epistemic principles, cognitive heuristics, interests or
values. One type of example is where one’s environment possibly includes sources
of misinformation (O’Connor & Weatherall 2019). But, it has also been argued that
factual claims by scientists at least partly depend on value judgments (Douglas,
2000). Another example is where a health practitioner might be misaligned even
though they care about the interests of the patient, because they tried and failed to
identify the interests of the patient. The study of open-mindedness thus needs to
consider the possibility of unreliable agents.

In the second example, one of the central assumptions seems to be that the agent
has all the resources and cognitive capacities to search for a variety of arguments
and evidence and to also scrutinize these sources carefully and charitably. After
all, if the agent can consider all the available arguments and evidence and carefully
scrutinize this information, then it seems highly likely that open-mindedness leads
to epistemic benefits. Typically, however, people lack the time to collect various
arguments and evidence. This leads people to only consider a couple of pieces of
information. Moreover, people may lack the cognitive skills necessary to evaluate
the information especially when they are not knowledgeable in that domain. As a
result, there is a chance that people’s opinions are influenced by false information
even if they have carefully, thoroughly, and charitably evaluated the arguments and
evidence.

The third example is one where the agent’s evaluative skills are so terrible, due
to the intervention of the evil demon, that beliefs formed in an open-minded way
will surely be unreliable. Although I would submit that agents in these situations
should not form their beliefs in an open-minded way, this leaves open the question
of the epistemic value of open-mindedness in less hostile (and more mundane) cir-
cumstances. The fact that open-mindedness is epistemically harmful in this extreme
and untypical case does not necessarily entail that open-mindedness is epistemically
harmful in typical cases.
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My work goes beyond existing challenges to the truth-conduciveness or epistemic
reliability of open-mindedness (Carter & Gordon, 2014; Levy, 2006; Madison, 2019).
Levy argues that open-mindedness will lead to irrationality and unjustified beliefs on
controversial moral and political questions. Carter and Gorden and Madison argue
that the truth conduciveness of open-mindedness is highly conditional, for instance,
conditional on the truth of one’s existing beliefs and the hospitality of the epistemic
environment. These representative analyses of the epistemic value of open-mind-
edness are typically carried out by considering examples that are simplistic in the
sense that they consider one (or few) beliefs and/or fully friendly or fully hostile epis-
temic environments (e.g., the aforementioned evil demon scenario). My analysis goes
beyond these analyses in, at least, three ways: (1) my analysis of open-mindedness
goes beyond simplistic examples and incorporates gradual scales to represent agents’
competences and evaluative capacities, (2) I will develop a mathematical model to
study the general conditions under which open-mindedness produces good epistemic
effects, and those under which it produces bad epistemic effects, and (3) my model
incorporates three realistic constraints to model bounded cognition.

Let me end this section by discussing the three realistic assumptions. First, some
agents may be unreliable, and even reliable agents may not be perfectly competent.
Although defining competence is a tricky issue, in the present context it can be taken
to represent the agent’s disposition to produce evidence or arguments that support
the right alternative. The assumption that agents are not perfectly competent then
boils down to the assumption that agents do not always succeed in producing evi-
dence and arguments supporting the right alternative. In other words, reliable agents
may occasionally support the wrong alternative.

Second, agents are not perfectly capable of evaluating the arguments or claims
put forward by others (Mercier, 2016; Mercier & Sperber, 2017; Sperber et al.,
2010). Work by Daniel Gilbert and his colleagues even seems to show that peo-
ple automatically start by accepting communicated information (Gilbert et al., 1990,
1993), but this is not uncontroversial (Hasson et al., 2005). One might think that
people should be open-minded and consider all arguments by others and then simply
throw away the bad or wrong arguments. Open-minded people would have a greater
pool of good or decent arguments and should therefore be able to draw better con-
clusions. The problem with this thought is that people may not be perfectly able to
identify the truth-conducive sources and arguments. The assumption of imperfect
evaluative skills is operationalized by assuming that agents may take into considera-
tion information from unreliable agents and also information from reliable agents
which supports the wrong alternative.

Third, agents can only take into consideration a limited number of arguments or
opinions. Empirical research on human cognition suggests that people have limited
capacities for remembering and processing information and typically can process
and recall between 3 and 5 meaningful pieces of information (Cowan, 2001, 2010).*

4 Miller (1956) is often cited as one of the first contributions to the empirical work on short-term mem-
ory capacities. He summarizes evidence that people can recall seven chunks of information in short-term
memory tasks. Cowan (2001) brings together a wide variety of data suggesting that the smaller capacity
limit, between 3 and 5, is real.
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So, even if one were open-minded and collected various arguments, it is highly
likely that the final decision is only based on a limited number of them. This puts a
severe constraint on the number of arguments or opinions that people can take into
consideration.

3 A model of the open mind

In this section, I will introduce a mathematical model that operationalizes open-mind-
edness as evidence and argument gathering and evaluation. For simplicity’s sake, the
rest of the paper will concern cases where an agent is to decide between two alterna-
tives, depicted by A, and A, respectively. It will be helpful to illustrate the components
and assumptions of my model by discussing a stylized example. Let us imagine that an
agent called Aretha is to make up her mind on a certain question, let us say whether Q is
the case. The question might, for instance, be factual (how much money does Germany
spend on foreign aid?), about forecasting (what will the weather be like in Indonesia next
month?), value-laden (is it in the public interest to decrease inequality?), instrumental
(are social welfare schemes an effective way to enhance equality?), or a combination (are
bicycles safe?). By convention, let us assume that A, is the right alternative if Q is true
and A, is the right alternative if Q is false instead.” The most natural way to think about
these alternatives is that A, represents ‘believing that Q is the case’ and A, represents
‘believing that Q is not the case’. Depending on the nature of the inquiry, non-epistemic
factors such as Aretha’s standards of evaluation, interests or values may partially deter-
mine which of these alternatives is the right one (for Aletha). To give two simple exam-
ples, whether bicycles are safe (partially) depends on Aretha’s risk attitude and whether
it is in the public interest to decrease inequality (partially) depends on Aretha’s interests
and values regarding inequality.

In line with our earlier assumption, Aretha is part of a diverse community of agents
with possibly different background beliefs, epistemic principles, cognitive heuristics,
interests, and values. Although it would make sense to adopt a gradual scale representing
the degree of overlap in background beliefs, epistemic principles, cognitive heuristics,
interests and/or values,® I simplify matters here and assume that the community can be
divided into two groups: the reliable group consisting of agents with the same cognitive
and evaluative makeup as Aretha; and the unreliable group consisting of agents with
conflicting cognitive and evaluative makeup. Accordingly, Aretha is a member of the
reliable group. I will call members of the reliable group reliable agents and members of
the unreliable group unreliable agents.

Aretha’s decision-making can be summarized as follows. Aretha can gather evi-
dence by consulting various sources, including the opinions of others but also the
evidence and arguments found in academic and other outlets. Before making up her
mind, she collects various pieces of evidence and arguments and, then, evaluates

5 The following may be helpful for remembering these notational conventions: A, is the right alternative
if the truth value of Q is 0, and A, is the right alternative if the truth value of Q is 1.

6 In (Duijf 2021), I introduce such a gradual scale of the degree of interest alignment to study the condi-
tions under which one should trust experts.
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their validity and/or truth-conduciveness. Consequently, she will base her final con-
clusion on the accepted pieces of evidence and arguments, i.e., those that were col-
lected and then evaluated as valid. Aretha’s decision process is visualized in Fig. 1.
Let us go over each of these steps in turn.

Before Aretha reaches a final decision, she also considers the opinions of others.
The available sources can be divided into reliable and unreliable agents. A reliable
agent’s individual competence represents their disposition to produce or share evi-
dence or arguments that support the right alternative; an unreliable agent’s individ-
ual competence represents their disposition to produce information that opposes the
right alternative. Agents are not assumed to be intellectual geniuses, so these com-
petences are modelled by a probability which can be taken to represent the chance
that they produce or share evidence or arguments supporting the right alternative, in
the case of reliable agents, or supporting the wrong alternative, in the case of unreli-
able agents.

In other words, reliable and unreliable agents are both imperfect: reliable agents
can occasionally produce evidence or arguments opposing the right alternative,
and unreliable agents can sometimes produce evidence and arguments supporting
the right alternative. Given our terminology of reliable and unreliable agents, we
assume that both competences are above chance level. Hence, a reliable agent is
more likely than not to produce evidence and arguments in favour of the right alter-
native. By analogy, an unreliable agent is more likely than not to produce evidence
and arguments in favour of the wrong alternative.

It may be helpful to point out that information that supports the wrong alterna-
tive need not be false or deceptive. After all, the accumulation of evidence can be
non-monotonic. Consider the following stylized example from the domain of non-
monotonic reasoning. Suppose an agent is to make up her mind on whether a given
animal, Tweety, is able to fly. First, she gets evidence that Tweety is a bird. From
this evidence, she (legitimately) draws the conclusion that Tweety is able to fly. Sec-
ond, she gets evidence that Tweety is a penguin. As a result, she updates her conclu-
sion that Tweety is not able to fly. The moral of this stylized example is that one
might obtain true evidence (i.e., that Tweety is a bird) that leads one to legitimately
endorse false conclusions.

It is a feature of my model that it is compatible with different assumptions on
what grounds the reliability or unreliability of agents. These assumptions are exter-
nal to my model, and these grounds can be rational or arational and epistemic or
non-epistemic. Let me give some examples. First, the unreliability of an agent might
be grounded in different epistemic principles and background beliefs (e.g., Ranalli
& Lagewaard, 2022). The difference in epistemic principles and background beliefs
could be the basis for the unreliable agent’s disposition to be more likely to pro-
duce evidence and arguments opposing the right alternative. Second, realistic agents
do not always reason perfectly rationally but also employ cognitive heuristics and
biases (e.g., Stanovich, 2003; Tversky & Kahneman, 1974). These cognitive heu-
ristics and biases may ground an agent’s unreliability. Third, non-epistemic values,
such as evaluative standards and inductive risks, play a role in epistemology and
science (e.g., Douglas, 2000). For example, agents with different risk attitudes might
justifiably also differ in their assessment of whether bicycles are safe and, hence, be
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Step 1: Each agent forms their own opinion or produces an argument or piece of

evidence.
Al fe ] fef (o) [ef [#] [o]
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Aretha

Step 2: Aretha collects various opinions, arguments, and pieces of evidence.
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,-------.
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Step 3: Aretha evaluates and filters the collected information.

S X K

Aretha

N

Step 4: Aretha forms her final opinion by following the majority of the accepted
information.

A— A
B— A
cC—oA

Ay

Suppose A makes alternative A; more choiceworthy, while B and C make alternative A;
more choiceworthy. Then, Aretha will choose A;.

Fig. 1 A visualization of Aretha’s decision process
unreliable (for Aretha). Fourth, the interests or values of the agents may determine

the (agent-relative) right alternative (e.g., de Ridder, 2021; Duijf, 2021), especially
in the political domain (for example, concerning taxation and welfare programs).
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Conflicting interests may ground an agent’s unreliability. Note that conflicting inter-
ests are only contingently connected to malice: unreliable agents might have Are-
tha’s best interests in mind and still have conflicting interests because they try and
fail to identify Aretha’s interests. Nonetheless, conflicting interests can ground the
fact that unreliable agents are more likely to find and share information opposing the
alternative that is in Aretha’s best interest. Finally, some unreliable agents might be
malicious (or, at least, not be purely epistemically motivated) and consciously pro-
duce misinformation (O’Connor & Weatherall 2019).

Let us proceed with the simplifying assumption that all reliable sources are
equally competent and let p, denote their competence. Similarly, I assume that all
unreliable sources are equally competent and let p,, represent their competence.’
To incorporate the possibility that the competences of the reliable group and the
unreliable group differ, each group is assigned a distinct competence. We might, for
instance, model the differences between elites and masses, and adopt the assump-
tion that the elites are more competent than the masses (for instance, due to their
extensive resources and higher levels of education) (Spiekermann, 2020). These
extra assumptions on what grounds the distinction in competences are external to
my model; for my purposes, it suffices that my model does not preclude the possibil-
ity that the competences of these groups may differ.

My model also includes the assumption that the probabilities associated with the
agents’ competences are unconditionally independent. This means that the probabil-
ity that one agent produces information supporting the right alternative is (uncondi-
tionally) independent of whether another agent does so, and vice versa.® Although
there might be cases where the agents’ competences are not probabilistically inde-
pendent (for example, if they use the same evidential sources or rely on the same
opinion leaders (Dietrich & Spiekermann, 2023, sec. 2)), the assumption of uncon-
ditional independence is optimistic, leads to a diverse reliable group, and enhances
tractability. Let me explain. First, this is an optimistic assumption. Consider the con-
trasting case where two dependent reliable agents tell Aretha that it will probably
rain tomorrow but their beliefs are both based on the same weather report. In this
case, the report by the second reliable agent does not provide extra epistemic goods.
By contrast, if the reliable agents were unconditionally independent, the second reli-
able agent would provide epistemically valuable information. Second, although reli-
able agents are characterized by having a similar cognitive and evaluative make-up,
the independence assumption implies that their individual judgments are diverse.
Dietrich and Spiekermann (2023, sec. 3.3) concur: “Diversity manifests itself as
probabilistic independence between individual judgments”. Third, the independence
assumption enhances tractability by avoiding non-trivial modelling choices. One

7 Competence homogeneity does not rule out cognitive diversity (Dietrich and Spiekermann 2023, sec.
3).

8 This is different from the assumption that the agents’ beliefs are probabilistically independent. If all
agents are more competent than chance level, then the fact that one reliable agent believes that A is not
probabilistically independent of the fact that another reliable agent believes that A. After all, under this
assumption, the fact that one reliable agent believes that A is evidence for the fact that A is the case
which, in turn, is conducive to another reliable agent believing A.
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alternative would be to specify the exact nature (and structure) of the dependence
between the individual judgments of the agents (for example, in the form of a causal
network). Another alternative would be to represent the dependencies using correla-
tion coefficients. Both of these options seem to involve highly non-trivial or context-
sensitive modelling choices: the structural dependence and correlation coefficients
plausibly vary on a case-by-case basis. I opt for sidestepping these non-trivial issues
and enhancing tractability by endorsing the independence assumption.

After gathering evidence and/or arguments, Aretha will evaluate the information
and arguments as depicted by the third step in Fig. 1. At this stage, I will assume
that Aretha only evaluates the sources for their epistemic trustworthiness and dis-
cards any information from sources she deems epistemically untrustworthy; in
Sect. 7, I will expand the model by allowing for the possibility that Aretha also eval-
uates the content of the information and arguments. In light of source evaluation, I
assume that agents are not perfect in assessing others’ reliability, and therefore are
imperfect in determining whether a given agent is reliable. Instead of elaborating
on the process of information gathering and evaluation, my model focuses on the
outcome of such a process. The outcome of the process can be represented by the
number of pieces of accepted information and the likelihood that any accepted piece
of information comes from a reliable source. To incorporate the fact that people are
imperfect in evaluating the trustworthiness of sources, my model includes a variable
called the source evaluative capacity (denoted by probability pp) which represents
the likelihood that any accepted piece of evidence and/or argument comes from a
reliable source. I must quickly add that although ‘evaluative capacity’ has an indi-
vidual and cognitive connotation, a person’s evaluative skills may depend on fac-
tors that are outside the person’s control or responsibility, such as the informational
ecology. In particular, it would be interesting to investigate whether social factors
may unjustly influence evaluative skills. In any case, the other agents that influence
Aretha after this evaluation phase are called her trustees.

Note that source evaluation can be viewed as an effort to find a diverse set of reli-
able sources. After all, the assumption of unconditional independence implies that
the reliable group is diverse.’

Since Aretha is assumed to base her final decision partly on the testimony of
others, the source evaluative capacity operationalizes how likely it is that she is
informed by the opinions of (a diverse set of) reliable sources. For instance, imagine
that Aretha bases her decision on her own opinion and those of five other agents.
Then, the source evaluative capacity can be used to calculate the probability that,
say, at least three out of five trustees are reliable sources. After all, the likelihood of
a certain composition is given by a binomial distribution. For example, if the source
evaluative capacity equals 80%, then the chance that at least three out of five trustees
are reliable sources equals 94%.

I would like to acknowledge that there are other ways to model source evaluative
capacities. For instance, one could elaborate on the process of information gathering

° If we were to drop the independence assumption, the principal agent faces two tasks: determining
which sources are trustworthy, and determining which sources are (relatively) independent.
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and evaluation by assuming that Aretha considers pieces of information one-by-one.
For each piece of information, Aretha needs to make up her mind on whether to
epistemically trust the source and accept the piece of information. The evaluative
capacity could then be thought of as conditional probabilities such as the likelihood
that Aretha correctly identifies a reliable source when exposed to information from a
reliable source. However, it would then also be important to consider the likelihood
that Aretha correctly identifies an unreliable source, when exposed to information
from an unreliable source. To determine the composition of her accepted informa-
tion, one would, furthermore, need to determine the likelihood that Aretha considers
pieces of information from reliable versus unreliable sources. It should be clear that
this alternative way of modelling source evaluative capacities further complicates
the model and brings in several new parameters. However, to keep things simple, I
decided to abstract away from the process of information gathering and evaluation
and, instead, simply model the outcome of the process by the number of pieces of
accepted information and the source evaluative capacity.

Let me add one comment on this more elaborate process before proceeding.
Consider the following pair of assumptions: (a) the assumption that the conditional
probability to correctly identify reliable sources equals the conditional probability
to correctly identify unreliable ones; and (b) the assumption that Aretha is equally
likely to consider pieces of information from reliable sources as from unreliable
ones. Let us use p, to denote the conditional probability to correctly identify reliable
sources. Then, under these simplifying assumptions, the source evaluative capacity
Dgs» Which represents the likelihood that an accepted source is a reliable one, equals
the conditional probability p,. So, another way to interpret the source evaluative
capacity pyg is to think of it as representing the conditional probability that Aretha
correctly identifies a reliable source when exposed to information from that source,
under the simplifying assumptions stated above.

After gathering and evaluating evidence and arguments, I assume that Aretha
forms her final choice based on her own initial opinion and on those communicated
by her trustees as depicted in the fourth step in Fig. 1. I propose to operationalize
this final decision by assuming that Aretha’s final choice follows the majority of
those communicated by accepted sources—including her own opinion.!” One way
to interpret this simplifying assumption is to view the agent as putting equal weight
on everyone’s opinion—none is given special privilege. This is an attitude that is
largely in agreement with open-mindedness and the idea that everyone should be
treated with equal respect. The topic of judgment transformation has structural simi-
larities to judgment aggregation. Indeed, in light of May’s Theorem (May, 1952),
the majority rule is the only judgment transformation procedure that satisfies four
plausible demands (in a binary choice scenario): universal domain, which says that

10 This is a common assumption is a large class of agent-based models of information flow and social
influence. However, this is not the only option that has been considered. For example, Lehrer and Wag-
ner (1981) assume weighted averaging where the weights represent the respect that a given individual
assigns to others. Another example, in bounded-confidence models with discrete opinions, Fortunato
(2004) studied an indeterministic rule: the probability that the agent picks a given alternative is propor-
tional to the proportion of neighbours that pick that alternative.
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all combinations of opinions are admissible; anonymity, which states that all trus-
tees are treated equally; neutrality, which requires that the two options are treated
equally; and positive responsiveness, which requires that the final choice is posi-
tively influenced by the trustees’ opinions.'!

It should be clear that this decision-making procedure is different from intel-
lectual gullibility (Fricker, 1994). A person is gullible if they unreflectively and/or
uncritically believe others’ testimony. In my model, however, the agent will first crit-
ically assess the trustworthiness of others before deciding to accept their arguments
and/or evidence.

Finally, besides individual competences, reliable and unreliable groups, and
source evaluative capacity, I propose to include a parameter for the degree of open-
mindedness represented by the number of accepted pieces of information that influ-
ence Aretha (denoted by #). In other words, if Aretha accepted the opinions of many
other agents, she would be considered more open-minded than if she were to con-
sider the opinions of few other agents.

My model represents the decision-making of an agent who is open-minded and
critical: the agent gathers information from multiple sources, evaluates the sources
and forms her final opinion based on accepted pieces of information. In sum, the
mathematical model is specified by four parameters:

1. The number of trustees: n

a. The number of accepted sources (i.e., trustees) that influence Aretha’s final
decision.

2. The competence of reliable agents: pg
a. The probability that a reliable source (including Aretha) will produce or share
evidence or arguments supporting the right alternative.
3. The competence of unreliable agents: p,,
a. The probability that an unreliable source will produce or share evidence or
arguments opposing the right alternative.

4. The source evaluative capacity: pyq

a. The probability that a trustee is a reliable agent.

The agent makes up her mind by following the majority of the accepted sources
(including herself). In the next section, I will demonstrate how we can calculate the
agent’s accuracy given this model.

"' It may be interesting to note that in non-binary choice situations, there are impossibility results on
judgment transformation that are similar to the impossibility results on judgment aggregation (List 2011).
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4 Accuracy of the open mind

As mentioned in the introduction, I focus on whether open-mindedness improves
one’s accuracy. In other words, for a given scenario, the question is whether higher
degrees of open-mindedness would improve the likelihood that the agent identifies
the right alternative. After all, if it turns out that higher degrees of open-mindedness
are associated with low degrees of accuracy in a given scenario, i.e., if they yield
more false beliefs and fewer true beliefs, then open-mindedness does not seem to
produce epistemic goods in that scenario.

In light of my model, the individual accuracy of an agent depends on the afore-
mentioned four model parameters:

The number of trustees: n

The competence of reliable agents: pg
The competence of unreliable agents: p;;
The source evaluative capacity: pyq

b .

Given values for these parameters, the individual accuracy of a given agent can
be calculated. Let me give some insight into how this works.

Let me start with a special case. First, suppose a given agent is influenced by n
other agents where each of them is reliable.!> Then, the agent’s accuracy is given
by the likelihood that the majority of these n reliable agents plus herself support the
right alternative. The number of reliable agents that support the right alternative can
be thought of as a binomially distributed variable X where n + 1 represents the total
number of experiments and pj represents the probability of each experiment (indi-
vidually) yielding a successful result. In short, X ~ Binom(n + 1, pg). Accordingly,
the probability that exactly k of these n + 1 agents support the right alternative, nota-
tion: P(X = k), is given by:

1 nt+1-
PX =) = <"J,§ >p§(1 —pe)"

Since it is assumed that the agent adopts the majority rule, in these circumstances
and for even n, the individual accuracy of the agent is given by summing up the
probabilities that more than half of these agents support the right alternative:'?

P(X>n/2)=2P(X=k):Z <n';{'1>p§(1_pR)n+l—k'

n n
k>3 k>3

12 Note that this can be viewed as the special case where p s = L

13 Since the agent also takes her own opinion in consideration, the formula includes an occurrence of n
+ 1 instead of n. Notice that since n is assumed to be even, the majority rule always produces a decision,
i.e., there are no ties.
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Let us move on to the general case where a given agent is influenced by n other
agents, where each of them is a member of the reliable group with probability pgs.
In this general case, the expected trustee’s accuracy, notation: pr, is the probability
that a trustee supports the right alternative. It is given by the sum of (i) the prob-
ability that the trustee is a reliable agent and she, as a reliable agent, successfully
produces information supporting the right alternative plus (ii) the probability that
the trustee is an unreliable agent and she, as an unreliable agent, fails to produce
information opposing the right alternative. More formally:

pri=pgs-pr+ (1 —pes) (1= py). (1

Let me refer to this as the trustee’s accuracy for short.

Of course, if p; < 0.5, then open-mindedness will lead to bad epistemic outcomes.
Let me use a numerical example to illustrate this possibility for imperfect agents. Con-
sider a situation where the reliable group has a competence of 0.6, the source evaluative
capacity equals 0.6, and the unreliable group has a competence of 0.7. In these circum-
stances, the trustee’s accuracy equals 0.48, i.e., p;=0.6 - 0.64+0.4 - 0.3=0.48. Hence,
in these circumstances, the principal agent should not be open-minded since it leads
to epistemic unreliability. Notice that this is an example where open-mindedness is
epistemically harmful even though the reliable agents are more competent than chance
level and the source evaluative capacity exceeds chance level.

For this general case, the number of trustees that produce information that supports
the right alternative can be thought of as a binomially distributed variable ¥ where n
represents the total number of experiments and p; represents the probability of each
experiment (individually) yielding a successful result. In short: ¥ ~ Binom(n, pT).
Hence, the probability that exactly k of these n trustees support the right alternative,
notation: P(Y = k), is given by:

P(Y =k = ( L >p’;(1 —pr)"

Accordingly, in this general case, the individual accuracy of an agent can be cal-
culated by considering two events (for even n): (i) she herself and at least half of the
trustees support the right alternative, and (ii) she herself fails to support the right alter-
native, but more than half of the trustees support the right alternative. Hence, more
formally, her expected individual accuracy, notation: py;, (n, Dr:Pu> pES), is given by:

PEIA (n’pRva’pES) =pr-P(Y 2n/2) + (1 —PR) “P(Y >n/2)

SRS T

k>3 k>3
@)
These equations can hence be used to calculate the expected individual accuracy
Pgia on the basis of the four model parameters: n, pg, py, and pge.
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5 Analytical results on the accuracy of the open mind

Before moving to the main analytical results that characterize the conditions under
which open-mindedness can, in principle, be epistemically beneficial, I would like
to present a few stereotypical scenarios. My goal here is to illustrate some of the
analytical findings that will be presented later.

To investigate the benefit or risk of open-mindedness, I propose to compare the
agent’s individual competence with her expected individual accuracy. The former is
the probability that she herself succeeds in identifying the right alternative when left
to her own devices, and the latter is her accuracy after she has taken into considera-
tion the opinions of others. The epistemic benefit is given by the difference between
the agent’s expected individual accuracy and her individual competence. In sum, the
epistemic benefit in a given situation (parametrized by n, pg, py, and pg) is given
by the following formula:

pEIA(n’pR’pU’pES) — DPg-

Let us start with considering the hyper-optimistic case where the source evalua-
tive capacity equals 100%. This means that whenever the agent takes another agent’s
opinion into consideration then they are guaranteed to be reliable. In other words,
the agent only accepts reliable agents and rejects all unreliable agents. Given that
reliable agents are not perfectly competent, the opinions of trustees may still fail
to support the right alternative. To illustrate the benefit of open-mindedness in this
hyper-optimistic case, consider Fig. 2, where the x-axis represents different degrees
of open-mindedness and the y-axis represents the epistemic benefit. The figure
contains several graphs, where each is associated with a homogeneous community
where every agent has the same competence level.

Let me sum up a few observations. First, note that every line is bounded above
since the expected individual accuracy cannot exceed 1.0. This entails, for instance,
that the line associated with the competence of 90% cannot go beyond 0.10 because
a greater epistemic benefit would mean that the agent’s expected individual accuracy
exceeds 100% (which is conceptually impossible). So, there is more room for indi-
vidual improvement if the agent’s individual competence is lower.

Second, notice that every line is monotonically increasing. This means that, in
these hyper-optimistic circumstances, it is always somewhat beneficial to be more
open-minded. However, this gain decreases as one becomes more open-minded. For
example, the epistemic benefit of increasing the degree of open-mindedness from 1
to 2 is much greater than the benefit of increasing the degree of open-mindedness
from 10 to 11. This should not come as a surprise, but it does indicate that there
might be limits to the virtue of being open-minded fo the greatest possible extent.
After all, gathering more evidence and considering more arguments takes effort and
attention, so if the expected epistemic improvement is tiny, it makes sense to refrain
from pursuing the greatest degree of open-mindedness.

Let us proceed with a slightly pessimistic case where the source evaluative
capacity equals 30%. To illustrate the benefit of open-mindedness in this slightly
pessimistic case, consider Fig. 3, where the x-axis represents different degrees of
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Epistemic benefits where the source evaluative capacity (pgs) is 1.0
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Fig. 2 Epistemic benefits of open-mindedness in the hyper-optimistic case where the source evaluative
capacity equals 100%

open-mindedness and the y-axis represents the epistemic benefit. The figure con-
tains several graphs, where each is associated with a homogeneous community
where every agent has the same competence level.

Notice that, since all graphs take negative values for all degrees of open-mind-
edness, it is never beneficial to be open-minded in these circumstances. Rather,
one should make one’s own decision in isolation and not be influenced by others.
The merit of this finding is that the formal model gives us a precise specifica-
tion of some conditions where open-mindedness can be epistemically harmful.
In circumstances where the source evaluative capacity is below chance level, i.e.,
where one is incompetent in evaluating arguments or pieces of evidence, it would
be epistemically disastrous to be open-minded.

These two figures give rise to two general conjectures. To formulate these con-
jectures, recall that variable p; is used to denote the trustee’s accuracy, i.e., the
chance that a trustee supports the right alternative (see (Eq. 1)). The two con-
jectures are as follows. First, whenever the trustee’s accuracy is above chance
level, then increasing the degree of open-mindedness leads to higher levels of
individual accuracy (Result 1). Second, whenever the trustee’s accuracy is below
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Epistemic benefits where the source evaluative capacity (pgs) is 0.3
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Fig. 3 Epistemic benefits of open-mindedness in the slightly pessimistic case where the source evaluative
capacity equals 30%

chance level, then increasing the degree of open-mindedness leads to lower levels
of individual accuracy (Result 2).

Result 1 (Good Conditions)
Let n,m € Nand let pg, py;. pgs € [0, 1] Assume that p; > 0.5. Then,

(a) n>m>0 lmplleS pE]A(n,pR,pU,pEs) > PEIA (m,pR9pU’pES)’
®)lim ey (. pr-Pu-pes) = 1

Result 2 (Bad conditions)
Let n,m € Nand let pg, py. pgs € [0, 1] Assume that p; < 0.5. Then,

(@ n>m>0implies py (1, pr.pysPes) < Peia (M. PrsPu»Prs):
(b) JLTEOPEIA (nspR’pUspES) =0.
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The epistemic potential of open-mindedness
1.0

Competence unreliable group (py)
0.9 0.7
0.85 £ 0.65
0.8 0.6
0.75 B 0.55

0.9

0.8

0.7

0.6

0.5 P e e e e e e -

0.4

0.3

Source evaluative capacity (pgs)

0.2
0.1

0.0
0.5 0.6 0.7 0.8 0.9

Competence reliable group (pgr)

Fig. 4 Minimum source evaluative capacity needed for open-mindedness to have epistemic potential

These results obtain because the mathematical assumptions are structurally
similar to the framework and conditions of Condorcet’s Jury Theorem. Proofs are
omitted.

These analytical results illustrate that the epistemic potential of open-mindedness
depends on the trustee’s accuracy, which should not come as a surprise. In particu-
lar, open-mindedness has epistemic potential if and only if the trustee’s accuracy
exceeds chance level. To further investigate the exact circumstances where open-
mindedness has epistemic potential, consider Fig. 4, where the x-axis represents
different levels of competence for the reliable group and the y-axis represents the
minimum level of source evaluative capacities needed for the trustee’s accuracy to
exceed chance level. The figure contains several graphs, where each is associated
with a specific level of competence for the unreliable group.

Let me highlight some observations. First, to understand the visualization
it may be helpful to add that, for any given level of competence for the unreli-
able group, points above the associated line represent circumstances where the
trustee’s accuracy is above chance level. That is, such points represent scenarios
where open-mindedness has epistemic potential. By contrast, for any given level
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Epistemic benefits where the source evaluative capacity (pgs) is 0.7
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Fig. 5 Epistemic benefits of open-mindedness in the optimistic case where the source evaluative capacity
equals 70%

of competence for the unreliable group, the coloured area below the associated
line represents circumstances where open-mindedness has no epistemic potential.

Second, as expected, notice that higher levels of competence of the reliable
group imply that the required level of source evaluative capacities is lower. More-
over, higher levels of source evaluative capacities are required for higher levels of
competence of the unreliable group.

Third, although most instances are such that open-mindedness has epistemic
potential if the source evaluative capacities exceed chance level (i.e., all the sections
of the graphs below the horizontal dashed line representing p,g = 0.5), there are
also many circumstances where open-mindedness has no epistemic potential. The
coloured areas depict such epistemically hostile circumstances. For example, open-
mindedness has no epistemic potential in any scenario where the competence of the
reliable agents does not exceed 0.6, the competence of the unreliable agents exceeds
0.7, and the source evaluative capacity does not exceed 0.65. As a consequence, the
circumstances where open-mindedness has epistemic potential are more restricted
than commonly thought: there are circumstances where open-mindedness has no
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epistemic potential even though reliable agents are reasonably competent and are
reasonably good at source evaluation.

In any case, Results 1 and 2 precisely state the exact conditions under which
open-mindedness could, in principle, bring about epistemic benefits. That is, if the
trustee’s accuracy is above chance level, then there exists a degree of open-mind-
edness n* such that degrees of open-mindedness above n* will always lead to epis-
temic benefits, in the sense that the agent’s epistemic accuracy would exceed her
individual competence. In contrast, if the trustee’s accuracy is below chance level,
then any degree of open-mindedness will decrease the agent’s epistemic accuracy. In
short, in these bad conditions, open-mindedness will always be epistemically risky;
in the good conditions, open-mindedness may lead to epistemic benefits depending
on whether the degree of open-mindedness is sufficiently high.

6 The bad news

Until this point, my analysis has neglected that people can only consider a limited
number of arguments or opinions. In good conditions where the trustee’s accuracy
does exceed chance level, open-mindedness will lead to epistemic benefits when the
degree of open-mindedness is sufficiently high. In this section, I will further explore
the conditions under which open-mindedness is epistemically beneficial for feasi-
ble degrees of open-mindedness, under the assumption that the trustee’s accuracy
is above chance level. I will demonstrate that the tipping point for the degree of
open-mindedness to become epistemically beneficial depends on the competence of
the reliable group, the competence of the unreliable group, and the source evaluative
capacity. Limited cognitive capacities considerably restrict the circumstances where
open-mindedness is epistemically beneficial.

This section is divided into three subsections. In Sect. 6.1, I will argue that low
degrees of open-mindedness are virtually never epistemically beneficial. In Sect. 6.2,
I will present an example to illustrate that feasible degrees of open-mindedness can
be epistemically harmful even if the trustee’s accuracy exceeds chance level. In
Sect. 6.3, I identify the conditions under which feasible degrees of open-mindedness
are epistemically beneficial by exploring the model’s parameter space: it turns out
that the conditions under which open-mindedness generates basic epistemic goods
are considerably more limited than previously thought.

6.1 Low degrees of open-mindedness are not epistemically beneficial

Let us start with the observation that low degrees of open-mindedness will not be
epistemically beneficial when the agent’s individual competence exceeds the trus-
tee’s accuracy. That is, in the circumstances where p; < pp. After all, if an agent is
more likely to support the right alternative than her trustees, then it is questionable
whether she should base her final decision on the opinions of her trustees.
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Under which conditions does an agent’s individual competence exceed the trus-
tee’s accuracy? It is easy to verify that this obtains whenever the probability that a
reliable agent succeeds in supporting the right alternative exceeds the probability
that an unreliable agent fails to oppose the right alternative. That is, p; < pj holds if
(1-py) < pg. After all, under the assumption that (1—p;,) < pg, we get

pr=pg - Pes+ (1-pgs) - (1-py) <pgs - pr+ (1 = prs) - Pr = P

So, if the competence of reliable agents exceeds the probability that an unreliable
agent fails to oppose the right alternative, then the trustee’s accuracy is lower than
the agent’s individual competence. Note that this condition is very weak and that
it is, for instance, met when the competences of each group are better than chance
level.!* This observation entails that low degrees of open-mindedness are virtually
always epistemically harmful: when an agent only considers the opinion of a single
other agent, then her individual accuracy will be lower than it would have been if
she had been fully close-minded.

6.2 The epistemicrisk of feasible degrees of open-mindedness: an example

Although low degrees of open-mindedness are not epistemically beneficial, Result 1
shows that, as long as the trustee’s accuracy exceeds chance level (i.e., if p; > 0.5),
then higher degrees of open-mindedness will eventually make open-mindedness
epistemically beneficial. This brings us to the open question of where the tipping
point in the degree of open-mindedness lies. For which degrees of open-minded-
ness does it become epistemically beneficial rather than epistemically disadvanta-
geous? And, is open-mindedness epistemically beneficial for feasible degrees of
open-mindedness?

To start addressing these questions, I propose to consider another stylized opti-
mistic numerical example, where the source evaluative capacity equals 70%. Note
that, in these circumstances, it is more likely than not that a given trustee is a
reliable agent. By analogy, in these conditions, it is more likely than not that an
accepted argument or piece of evidence is truth-conducive. In these circumstances,
if the agent were to consider five pieces of information, then there is an 84% chance
that most pieces of information came from reliable agents. In particular, under the
assumption that everyone’s individual competence is higher than chance level and
everyone is equally competent, the trustee’s accuracy also exceeds chance level.'
Hence, in these circumstances, there exists a tipping point such that degrees of open-
mindedness exceeding that tipping point are epistemically beneficial.

One might think that it is therefore always a good idea to be open-minded and to
base one’s final decision on the opinions of others. To investigate the benefits and

14 Note that Pr>Py = 0.5 implies (l—pU) <0.5 < pp.

15 After all, p; =PpEs Prt (1—['59) : (1_[’11) =Ppgs Prt (1 _pES) : (1 _PR) > 0.5 if pgg,pg > 0.5
and p;; = pg.

@ Springer



1280 H. Duijf

risks of open-mindedness in these circumstances, let us consider Fig. 5, where, once
again, the x-axis represents different degrees of open-mindedness and the y-axis rep-
resents the epistemic benefit. The figure contains several graphs, where each is asso-
ciated with a homogeneous community where every agent has the same competence
level.

First, note that the shape is similar to the hyper-optimistic case (see Fig. 2):
higher degrees of open-mindedness always yield higher levels of individual accu-
racy; and the benefit of increasing one’s degree of open-mindedness diminishes for
higher degrees of open-mindedness.

Second, in contrast with the hyper-optimistic case, in these circumstances, low
degrees of open-mindedness are epistemically disadvantageous. That is, for degrees
of open-mindedness below or equal to 4, the individual accuracy is lower than the
individual competence. For these degrees of open-mindedness, the individual agent
would be epistemically better off not basing her final decision on the opinions of
others (at least, insofar as accuracy is concerned). This means that, in these circum-
stances, open-mindedness is not epistemically beneficial.

Third, notice that increasing one’s accuracy by 5% (compared to one’s individual
competence) requires a degree of open-mindedness exceeding 10. Given that there
are various costs involved in collecting and evaluating arguments and evidence, it is
plausible that an increase of 5% accuracy will many times not be valuable enough to
warrant these investments.

In a nutshell, this numerical example proves that, regardless of the exact compe-
tences, in case the source evaluative capacity equals 70%, being open-minded leads
to lower levels of individual accuracy unless the degree of open-mindedness exceeds
4. And, for the benefits to be noticeable or valuable the degree of open-mindedness
needs to exceed beyond 10.

In light of these observations, it is important to recall that empirical research on
human cognitive capabilities suggests that people have limited capacities for remem-
bering and processing information and typically can process and recall between 3
and 5 pieces of information (Cowan, 2001, 2010). Even if one were to collect and
scrutinize various arguments, it is highly likely that the final decision is only based
on a limited number of them. The analytical result on good conditions (Result 1)
proves that open-mindedness will lead to epistemic benefits when the degree of
open-mindedness is sufficiently high. The cognitive limitation emphasizes that, for
open-mindedness to be epistemically valuable, the tipping point for the degree of
open-mindedness needs to be below or equal to 4 (because, at best, the agent takes
her own opinion plus 4 other pieces of information into consideration). If the tipping
point lies beyond 4, then the potential epistemic benefits of open-mindedness are
likely to be beyond our human capacities—even though open-mindedness could, in
principle, be epistemically beneficial. Although Fig. 5 presents relatively optimis-
tic conditions where the source evaluative capacity equals 70%, this demonstrates
that, given our limited cognitive capacities, open-mindedness will produce bad epis-
temic effects in these circumstances. If all of this is correct, our cognitive limitations
seem to put strong restrictions on the potential of open-mindedness to be epistemic
valuable.
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Epistemic benefits where degree of open-mindedness (1) is 2
in a homogeneous community
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Fig.6 Epistemic benefits where the degree of open-mindedness is 2 in a homogeneous community

So, one of the conclusions is that, to vindicate the epistemic benefits of open-
mindedness, we need to determine which levels of source evaluative capacity are
to be expected. At this point, one plausible way to proceed would be to survey the
empirical literature for findings on this aspect. In any case, my analysis demon-
strates that the conditions under which open-mindedness leads to higher accuracy
are considerably more restricted than previously thought: open-mindedness will not
be epistemically valuable even for some reasonably competent agents with imperfect
but reasonably good source evaluative capacities.

6.3 The epistemic value of feasible degrees of open-mindedness

Are feasible degrees of open-mindedness epistemically beneficial for other levels
of the source evaluative capacity? To address this question, I propose to explore the
model’s parameter space. In particular, let us investigate the following parameter
settings:

e The community is homogeneous in the sense that it consists of equally compe-
tent agents;
The individual competence is varied from 0.6 to 0.9;
The source evaluative capacity is varied from 0.6 to 0.9; and

e In virtue of the cognitive limits to process between 3 and 5 pieces of information,
the degree of open-mindedness is set to 2 or 4.
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Epistemic benefits where degree of open-mindedness (1) is 4
in a homogeneous community
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Fig.7 Epistemic benefits where the degree of open-mindedness is 4 in a homogeneous community

The results are illustrated in Figs. 6 and 7, which are associated with degrees of
open-mindedness 2 and 4, respectively. These figures represent the epistemic benefit
of open-mindedness by way of a heatmap. The y-axis depicts different individual
competences and the x-axis depicts different source evaluative capacities. Each cell
in these figures depicts the epistemic benefit of open-mindedness for the associated
individual competence and source evaluative capacity. Blank cells depict scenarios
where open-mindedness is not epistemically beneficial.

Let me highlight a few observations. First, in general, higher source evaluative
capacities will increase the epistemic benefits of open-mindedness. This should not
come as a surprise. Furthermore, one might think that unilaterally increasing indi-
vidual competence will also increase the epistemic benefit of open-mindedness. This
is, however, not the case: note that the epistemic benefit does not always increase if
we compare any given cell to the one directly above it in these figures. The reason is
that the results depicted in these figures are working under the assumption that the
community of agents is equally competent, which entails that unilaterally increasing
the individual competence of reliable agents will also increase the individual com-
petence of unreliable agents.

Second, these figures can be used to characterize some conditions where open-
mindedness is epistemically beneficial and some conditions where it is not. Feasi-
ble degrees of open-mindedness are not epistemically beneficial when the source
evaluative capacity is below or equal to 70%, irrespective of the individual compe-
tence. Furthermore, feasible degrees of open-mindedness are epistemically benefi-
cial when the source evaluative capacity is above or equal to 85%, irrespective of the
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individual competence. When the source evaluative capacity is between 70 and 85%,
the result is mixed.

Third, for each level of individual competence, it is not straightforward whether
feasible degrees of open-mindedness are epistemically beneficial. It all depends on
the exact degree of open-mindedness and the exact level of the source evaluative
capacity. In other words, from the fact that a community consists of highly com-
petent individuals, one cannot simply conclude that open-mindedness is epistemi-
cally beneficial. In particular, this may mean that in the community of (presumably
highly competent) scientists, one cannot simply conclude that open-mindedness is
epistemically beneficial.

Finally, these figures demonstrate that the epistemic benefit of open-mindedness
is likely to be small: in a homogeneous community, the epistemic benefit of feasi-
ble degrees of open-mindedness will never exceed 10%. Moreover, in many circum-
stances the epistemic benefits will not even exceed 5%: for instance, this holds when
the source evaluative capacity does not exceed 80%, and it holds virtually always
when the degree of open-mindedness does not exceed 2.

All in all, these results prove that it is highly context-dependent whether open-
mindedness is epistemically valuable. After all, there are many circumstances where
feasible degrees of open-mindedness are not epistemically beneficial. In these cir-
cumstances, open-mindedness does not generate basic epistemic goods. The widely
held belief that open-mindedness is intellectually virtuous should thus either be
qualified or further elaborated. In any case, the conditions under which open-mind-
edness generates basic epistemic goods are considerably more restricted than previ-
ously thought: in particular, Figs. 6 and 7 demonstrate that open-mindedness may
produce bad epistemic effects for reasonably competent agents and in reasonably
friendly epistemic environments when agents cannot or do not accurately evaluate
the content of received information.

7 The good news

Until this point, my analysis did not include the possibility that people are capable
of critically evaluating the content of the information they gather. Some content is
less believable than others: examples include logical contradictions, obvious false-
hoods, weak or invalid arguments, and arguments from false premises.'® Are feasible
degrees of open-mindedness epistemically beneficial when people critically evaluate
the content? To address this question, I propose to extend the evaluative step of the
model. After the agent has gathered information and evaluated the sources (i.e., in
step 3 of Fig. 1), the agent examines the content of the communicated information
and filters the previously accepted information before forming her final opinion. Fol-
lowing Sperber et al. (2010) one could interpret the previous evaluation procedure
as modelling epistemic vigilance towards the source. Information from distrusted

16 See Goldman (1997) for an analysis of good argumentation and interpersonal justification.
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sources is discarded. After the sources that are deemed untrustworthy are elimi-
nated, the agent practices epistemic vigilance towards the content.

This section is divided into three subsections. In Sect. 7.1, I will expand the
mathematical model to include content evaluation. In Sect. 7.2, I will consider cases
where agents only practise content evaluation and no source evaluation and demon-
strate that this yields mixed results: although there are many circumstances where
open-mindedness is epistemically valuable, there also exist reasonably good condi-
tions where open-mindedness is not epistemically valuable. In Sect. 7.3, I present
the good news regarding scenarios where agents practise both content evaluation
and source evaluation: under these conditions, open-mindedness is epistemically
valuable for reasonably competent agents.

7.1 Modelling content evaluation

To model this additional step of content evaluation, I propose to include a new
parameter called content evaluative capacity. As before, the source evaluative
capacity is represented by a probability ppg, while content evaluative capacity is
represented by a new probability pp.. Intuitively, the content evaluative capacity
Prc represents the conditional probability that the agent accepts a piece of informa-
tion or argument, given that the piece of information of argument supports the right
alternative. For simplicity’s sake, I assume that this conditional probability equals
the conditional probability that the agent rejects a piece of information or argument,
given that the piece of information or argument supports the wrong alternative.'” So,
the agent is assumed to be equally good at evaluating truth-conducive and non-truth-
conducive information and arguments.

The idea that people are imperfect in evaluating the content of arguments and
information is not only supported by the empirical fact that people are, at most,
boundedly rational but also by the observation from non-monotonic logic that truth-
ful information can lead people to legitimately endorse false conclusions. The non-
monotonic nature of evidence illustrates that there may be conceptual reasons to
think that the content evaluative capacities are imperfect. In other words, even the
most ideal, rational and intelligent agents will most likely not have perfect content
evaluative capacities.

Given this updated model, let me explain how to calculate the probability that an
accepted argument or piece of information (i.e., one that survives both the source
evaluation and the content evaluation) supports the right alternative. Let us use the
phrase accepted information accuracy (or, information accuracy for short), nota-
tion: p,, to refer to the probability that an accepted piece of information or argument

17 In fact, it might make sense to distinguish four cases: (i) right information from reliable sources, (ii)
wrong information from reliable sources, (iii) right information from unreliable sources, and (iv) wrong
information from unreliable sources. It could be plausible to assume that one’s content evaluative capaci-
ties are different for each of these cases because it may be harder to expose wrong information from reli-
able sources than wrong information from unreliable sources. Alas, for reasons of scope and simplicity,
I adopt the simplifying assumption that one’s content evaluative capacities are the same in each of these
four cases.
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Added epistemic value of content evaluation (P; minus Pr)
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Fig.8 The added epistemic accuracy of accepted information when practising content evaluation

supports the right alternative. Suppose an accepted source communicates a piece
of information or an argument. Recall that the trustee’s accuracy (p;) represents
the probability that information from an accepted source supports the right alterna-
tive. The probability that the information from an accepted source supports the right
alternative and also survives content evaluation is thus given by p; - p-. By anal-
ogy, the probability that the information from such an accepted source supports the
wrong alternative and survives content evaluation is given by (1 - pT) . (1 - pEC).
Thus, the probability that an accepted piece of information supports the right alter-
native is given by quotient:

b = Pr " PEC
1 — 5
pr-Pec+ (1=pr) - (1 =pge)

where the denominator expresses the probability that information from an accepted
source is accepted after content evaluation (regardless of whether it supports the
right alternative) and the numerator expresses the probability that an accepted piece
of information supports the right alternative.

Based on this updated model, it follows that practising vigilance towards the con-
tent typically has an epistemic payoff: practising both source and content evaluation
typically improves one’s accuracy compared with only practising source evaluation.
More precisely, from the perspective of my formalism, the information accuracy is
higher than the trustee’s accuracy if (and only if) the agent is better than chance at
evaluating the content, i.e., if py- > 0.5. More formally (the proof can be found in
the Appendix):
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Epistemic benefits of only content evaluation where degree of
open-mindedness (N) is 2 in a homogeneous community
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Fig.9 The epistemic value of open-mindedness when practising only content evaluation and the degree
of open-mindedness is 2 in a homogeneous community

Result 3

Let pge.pr €10,1] such that pr # 0 and py # 1. Then p; > p; if and only if
DPec > 0.5.

Although practising vigilance towards the content has an epistemic payoff, to
investigate whether open-mindedness together with practising vigilance towards the
content produces basic epistemic goods, it is important to quantify the magnitude
of this epistemic payoff in more detail. To make a start, consider Fig. 8, which rep-
resents the difference between the information accuracy and the trustee’s accuracy
for different levels of content evaluative capacity. The y-axis depicts different accu-
racy levels for trustees and the x-axis depicts different levels of the content evalua-
tive capacity. Each cell in these figures depicts the difference between the informa-
tion accuracy (with content evaluation) and the trustee’s accuracy (without content
evaluation).

In short, if one is mildly competent in evaluating the content of information,
doing so increases the epistemic accuracy of the accepted information. In turn, this
improves the epistemic prospects of open-mindedness. To investigate the epistemic
value of open-mindedness more directly, I propose to assess the epistemic benefit of
open-mindedness for different levels of the source evaluative and content evaluative
capacity. In this way, we can get a fuller picture of the conditions under which open-
mindedness is epistemically valuable.
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Epistemic benefits of only content evaluation where degree of
open-mindedness (N) is 4 in a homogeneous community
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Fig. 10 The epistemic value of open-mindedness when practising only content evaluation and the degree
of open-mindedness is 4 in a homogeneous community

7.2 Only content evaluation: mixed news

As a first step, let us consider simplified scenarios where the agent practices only
content evaluation and no source evaluation. Under the assumption that the absence
of source evaluation means that accepted sources are equally likely to be trustworthy
than not, this assumption can be represented by setting the source evaluative capac-
ity to 50%. Figures 9 and 10 represent the epistemic benefit of open-mindedness by
way of a heatmap, which are associated with the degree of open-mindedness 2 and
4, respectively. The y-axis depicts different individual competences, and the x-axis
depicts different levels of the content evaluative capacity. Each cell in these figures
depicts the epistemic benefit of open-mindedness for the associated individual com-
petence and content evaluative capacity. Each blank cell depicts a scenario where
open-mindedness is not epistemically beneficial.

Let me highlight some conclusions. First, it should not come as a surprise that
increasing the content evaluative capacities always improves the epistemic prospects
of open-mindedness. Second, in many cases, open-mindedness is epistemically ben-
eficial. For example, open-mindedness is epistemically valuable if the competences
are below or equal to 0.75 and the content evaluative capacity exceeds 0.65.

Third, my model presupposes that the evaluative capacities and competences
of individuals are independent. Nonetheless, my model is compatible with the com-
mon-sensical idea that people cannot have high content evaluative capacities if they
are incompetent in a given field. This would mean that not all parameter settings are
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equally plausible or likely. For example, even though open-mindedness is epistemically
very beneficial when the competences equal 0.6 and the content evaluative capacity
exceeds 0.7, these cases are perhaps not realistic.

Fourth, it may be surprising to see that for open-mindedness to become epistemi-
cally beneficial higher levels of individual competence require higher levels of content
evaluative capacities. This might entail that (presumably highly competent) scientists
need to practice high levels of content evaluation. This is particularly important given
worries that most scientific results are false (Ioannidis, 2005). After all, in communities
of highly competent individuals, open-mindedness is not epistemically valuable for low
levels of content evaluation.

Finally, nevertheless, it is important to highlight that there are several circum-
stances where open-mindedness is not epistemically valuable even though the agents
are fairly competent and have reasonably good content evaluative capacities; Figs. 9
and 10 demonstrate that this is, for example, the case when the competences are
above or equal to 0.85 and the content evaluative capacity is below or equal to 0.65,
and also when the competences are above or equal to 0.9 and the content evaluative
capacity is below or equal to 0.7.

7.3 Both source and content evaluation

Let me proceed with investigating the epistemic value of open-mindedness for
agents who practice both source and content evaluation. It should not come as a sur-
prise that (mildly) competent and capable agents who exercise both source and con-
tent evaluation will epistemically benefit most from open-mindedness. To vindicate
this conclusion, let us determine the tipping point where a certain content evaluative
capacity would yield epistemic benefits, for different competence levels and levels
of source evaluative capacity.

Figures 11 and 12 depict the tipping points where a given content evaluative
capacity would start to yield epistemic benefits by way of a heatmap, which are
associated with the degree of open-mindedness 2 and 4, respectively. The y-axis
depicts different individual competences, and the x-axis depicts different levels of
the source evaluative capacity. Each cell in these figures depicts a value such that
content evaluative capacities equal to or exceeding that value would be such that
open-mindedness is epistemically beneficial (for the associated individual compe-
tence and source evaluative capacity).

Let me emphasize some features and conclusions. First, notice that, in line
with Fig. 7, the cells with values below 0.5 (i.e., cells in white) depict scenarios
where open-mindedness is epistemically beneficial when one only exercises source
evaluation.

Second, many cases where practising only source evaluation is epistemically
beneficial are fragile in the sense that practising slightly negative content evalua-
tion would make open-mindedness epistemically disadvantageous in those cases.
This observation cuts both ways: many cases where open-mindedness is epistemi-
cally disadvantageous are fragile in the same way. More generally, given that many
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Content evaluation capacity required for epistemic benefits
where degree of open-mindedness (N) is 2
in a homogeneous community
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Fig. 11 Tipping points where higher levels of content evaluative capacities yield epistemic benefits of
open-mindedness, where the degree of open-mindedness is 2 and the community is homogeneous

cells depict values between 0.45 and 0.55, whether open-mindedness is epistemi-
cally valuable or disadvantageous highly depends on the exact level of one’s content
evaluative capacities.

Third, and finally, notice that in many cases open-mindedness is epistemically
beneficial if agents have some (positive) content evaluative capacities. Indeed,
observe that if the content evaluative capacities exceed 0.55, then open-minded-
ness is almost always epistemically beneficial. This is good news: in circumstances
where agents have some reasonably good content and source evaluative capacities,
open-mindedness will be epistemically valuable under many realistic circumstances.
More importantly, given the realistic assumptions of my model regarding imperfect
competence, imperfect evaluative capacities and cognitive limitations on memory,
the good news demonstrates that it is highly likely that open-mindedness generates
basic epistemic goods for cognitively bounded agents with reasonably good content
and source evaluative capacities.

8 Conclusion
In this paper, I have studied the general conditions under which open-minded-

ness is epistemically valuable. Instead of pursuing a case-based approach, I have
presented a simple mathematical model to examine the conditions under which
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Content evaluation capacity required for epistemic benefits
where degree of open-mindedness (N) is 4
in a homogeneous community
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Fig. 12 Tipping points where higher levels of content evaluative capacities yield epistemic benefits of
open-mindedness, where the degree of open-mindedness is 4 and the community is homogeneous

open-mindedness is epistemically valuable under some realistic assumptions for
bounded agents: (1) people are not perfectly competent in forming their own opin-
ion, (2) people are not perfectly capable of evaluating claims put forward by oth-
ers, and (3) people can only give consideration to a limited number of arguments or
opinions. It turns out that, under these realistic assumptions, open-mindedness does
not always produce basic epistemic goods. My analysis shows that open-mindedness
may even be epistemically harmful to reasonably competent agents and in reason-
ably friendly epistemic environments when agents are incapable of accurately evalu-
ating the trustworthiness of the sources or the content of received information (see
Figs. 4, 6, 7, 9 and 10, respectively). Hence, the circumstances where open-minded-
ness is epistemically valuable may be more restricted than previously thought.

My analysis can be understood as setting the limits to open-mindedness being
virtuous. Most importantly, my investigation suggests that intellectual virtues should
not be thought of as virtues fout court. If this is correct, then we urgently need a
clear and compelling theory of when intellectual virtues are in fact epistemically
virtuous. My approach could be viewed as a possible first step to address this issue.
My analysis shows that it is highly likely that open-mindedness generates basic
epistemic goods for cognitively bounded agents with reasonably good content and
source evaluative capacities.

In contrast to a case-based analysis, my aim has been to explicate the general
conditions under which open-mindedness is epistemically valuable. My modelling
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approach makes it possible to explore and characterize the scenarios where open-
mindedness is epistemically valuable by representing scenarios within a five-dimen-
sional parameter space. In my analysis, the parameter space is given by the follow-
ing five dimensions: the degree of open-mindedness (n), the competence of reliable
agents (pg), the competence of unreliable agents (p,,), the source evaluative capac-
ity (pgs) and the content evaluative capacity (pg.). Of course, modelling does not,
by itself, lead to the conclusion that open-mindedness is (or is not) epistemically
valuable. Rather, modelling helps to delineate those areas of the parameter space
where open-mindedness is epistemically valuable and those areas where it is not.
Modelling can hence play a key role in explicating the conditions under which open-
mindedness is epistemically valuable. For example, if one wishes to argue that open-
mindedness is typically epistemically valuable, then my model could be used instru-
mentally to argue that typical scenarios are to be found in the areas of the parameter
space where open-mindedness is epistemically valuable.

One limitation of my analysis is that ignores the interplay between different intel-
lectual virtues. However, epistemic virtue theorists typically endorse a more holistic
view that the total body of intellectual virtues is together epistemically valuable even
though a single intellectual virtue, taken in isolation, may not be. In particular, there
may be situations where intellectual virtues such as courage and humility conflict. In
these cases, the ability to mediate between different intellectual virtues must also be
an intellectual virtue. What is the importance of my analysis for such a holistic view
of intellectual virtues? Note that my analysis focuses on cognitively bounded agents
who consider and evaluate the source and the content of received information before
they make up their minds. Although my analysis shows that there are situations
where open-mindedness is not epistemically valuable for these bounded agents, it
leaves open whether other intellectual virtues could patch up these situations.

The cognitive limitations in working memory played an important role in my
analysis and severally constrain the circumstances where open-mindedness is epis-
temically valuable, especially when the agent only practices source evaluation
(see Sect. 6). In response to this, one may ask whether people can transcend these
cognitive limits.'® People might circumvent these limitations by outsourcing their
memory tasks (i.e., making notes or using other tools) or by sequential updating
(Bayesian or otherwise). Indeed, on the one hand, one could expand the number of
pieces of information to take into consideration by not solely relying on one’s work-
ing memory. Instead, people (perhaps even virtuous people) may use various tools
to complement their limited memory capacities. On the other hand, one could avoid
being overly reliant on one’s memory by updating one’s opinion sequentially. In this
way, people may update their original opinion at intermediate points in the face of
the currently acceptable information and then later only take their updated opin-
ion into account (i.e., without considering the information that the previous update
was based on). If these strategies manage to expand one’s working memory, then I
believe that my analysis could be extended to degrees of open-mindedness beyond

18 T thank Naomi Kloosterboer and Kai Spiekermann for encouraging me to think more about this aspect.
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4 and would likely suggest that open-mindedness together with enhanced cognitive
capacities would lead to epistemic benefits.

My analysis focused on individual accuracy in a single decision problem. But,
although open-mindedness may not lead to epistemic benefits in the short run (for
a specific decision problem), open-mindedness may still be epistemically fruitful in
the long run.'® After all, it seems plausible that open-minded individuals have the
opportunity to develop their cognitive and argumentative skills by engaging with
others’ perspectives, whereas close-minded individuals will have fewer opportuni-
ties to do so. I am sympathetic to this view, and it would be interesting to investi-
gate the general conditions under which open-mindedness leads to these long-term
epistemic benefits. However, in any case, I would like to note that if it turns out that
open-mindedness has these long-term benefits, it could lead to the peculiar situa-
tion where open-mindedness is epistemically beneficial in the long run even if it
is epistemically harmful at each stage. This seems counterintuitive. In other words,
the challenge would be to show how it is possible for open-minded individuals to
improve their cognitive and argumentative skills in circumstances where open-
mindedness is epistemically harmful in the short run.

Similarly, there might be circumstances where open-mindedness is epistemically
valuable for collectives despite not being epistemically valuable for individuals. I am
also sympathetic to this view, and it would be an interesting project to investigate the
general conditions under which open-mindedness leads to these collective epistemic
benefits. In like manner, some vice epistemologists have argued that, in some cir-
cumstances, close-mindedness may be collectively epistemically beneficial (Battaly,
2018b; Bland, 2022). Another influential example of this sort is the interactionist
account of reason by Mercier, Sperber and collaborators (Mercier & Sperber, 2017;
Sperber et al., 2010), according to which certain cognitive biases are epistemically
beneficial for collectives despite being epistemically harmful to individuals.

I would like to end by pointing out three avenues for future research. First,
although my analysis most straightforwardly applies to reliabilist virtue theory, I
would like to highlight that the analysis might be generalizable to other views. After
all, my main argument is formal in nature and applies an ‘instrumental’ assessment
of open-mindedness. It is instrumental in the sense that it studies the conditions
under which open-mindedness will likely bring about certain (epistemic) goods. My
model and argument might be adaptable to questions like: When does open-mind-
edness succeed in bringing about understanding? And, more specifically, is open-
mindedness conducive to understanding under some realistic assumptions: (1) peo-
ple are not perfectly competent in achieving understanding (or those other goods) by
themselves, (2) people are not perfectly capable of evaluating the information put
forward by others in terms of whether it improves or impoverishes understanding
(or for achieving some other goods), and (3) people can only give consideration to
a limited number of arguments or opinions. Of course, considerable effort is needed
to spell out and assess the extent to which the analysis can be reformulated for other
epistemic goods such as understanding.

19 T thank Nora Kindermann, Naomi Kloosterboer, and Kai Spiekermann for this suggestion.
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Second, there is a growing philosophical literature on epistemic injustices. My
analysis and model may be instrumental in explicating certain mechanisms that lead
to some specific epistemic injustices. As my analysis illustrated, one’s individual
accuracy is determined by several factors including one’s own competence, the com-
petences of reliable sources, the competences of unreliable sources, one’s evaluative
skills, and one’s degree of open-mindedness. Let me pick out one of these factors
to illustrate the prospect of using my model to explicate one of these mechanisms:
one’s source evaluative skills. Although one’s source evaluative skills are partly
determined by one’s own capacities, they also depend on the information available
in one’s environment. Compare two agents where one is often faced with opinions of
unreliable agents (for example, perhaps malicious or biased agents) and the other is
often faced with opinions of reliable agents. It seems like the first agent would need
better evaluative capacities for the simple reason that they encounter more informa-
tion that is not truth-conducive. If a certain group of people often find themselves in
the first situation, then it is to be expected that they are more suspicious of others’
opinions and that their individual accuracy is low. Hence, this argument would illus-
trate that it is plausible that environmental features and social positions can impact
one’s source evaluative skills and thereby diminish one’s epistemic accuracy.

Lastly, there has been a rising interest in political epistemology, in general, and
epistemic theories of democracy, in particular. Philosophers debate whether democ-
racy can be expected to lead to epistemically valuable outcomes (Landemore, 2013),
or whether democracy can be expected to lead to suboptimal decision-making (Bren-
nan, 2016). Some have argued that open-mindedness does not lead to an enlightened
electorate (Kruglanski & Boyatzi, 2012). One set of models that are often used to
argue for the epistemic value of democracy are Condorcet Jury Theorems (Goodin
& Spiekermann, 2018). These models often do not include mechanisms for small-
scale deliberation and social influence. If my model can be understood as approxi-
mating small-scale deliberation and social influence, it would be interesting to see
the extent to which my present study impacts the Condorcetian arguments for the
epistemic value of democracy given interpersonal social influence.

Appendix

Proof of result 3

Let pgc. pr € [0, 1] such that p; # 0 and p; # 1. Then:

PecPr
> Dr.
pecPr+(1=pec)-(1-pr) Pr

Note that pgc - pr + (1 = pge) - (1 = pr) is non-zero. Because p; # 0, the previ-

p; > prif and only if

ous inequality is equivalent to:

Prc > Prc - Pr+ (1= pec) - (1=p1),

which is equivalent to:
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Pec > 2Ppc *Pr+ 1 = pr — Pecs

which is equivalent to:
2ppc - (1=pr) > 1=py.
Given the assumption that p, # 1, this is equivalent to pg- > 0.5, as desired.
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