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Abstract
Various real and imagined criminal law cases rest on “naked statistical evidence”. 
That is, they rest more or less entirely on a probability for guilt/liability derived from 
a single statistical model. The intuition is that there is something missing in these 
cases, high as the probability for guilt/liability may be, such that the relevant stand-
ard for legal proof is not met. Here we contribute to the considerable debate about 
how this intuition is best explained and what it teaches us about evidential reason-
ing in the legal setting. We part ways with the recent scholarship, however. Unlike 
most others, our diagnosis is not that there is an important qualitative property that 
some evidence or bodies of evidence have, and that naked statistical evidence, most 
strikingly, lacks. Rather, we see cases resting on naked statistical evidence as lying 
at the extreme of a continuum of cases that are vulnerable to challenge due to “meta-
uncertainty” about the underlying model.

Keywords  Legal evidence · Proof paradoxes · Meta-uncertainty ·  Legal 
probabilism · Statistical evidence

1  Introduction

There are a number of real legal cases that have rested almost entirely on a prob-
ability for guilt/liability derived from a single statistical model. These cases have 
resulted in differing verdicts, but never straightforward verdicts; all have provoked 
debate about legal standards of proof. One such case is Betty Smith’s civil lawsuit 
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against Rapid Transit Inc. (Smith v Rapid Transit Inc., 317 Mass. 469, 470, 58 N.E. 
2d 754, 755 (1945)).1 Betty Smith had a damaging encounter with a bus and, while 
she had no evidence about the appearance of the bus, she claimed that Rapid Transit 
should pay damages. Her case rested on the fact that Rapid Transit was the only bus 
company officially operating on the street where the accident occurred, and hence 
more likely than not to be responsible for the accident (allowing for the possibility 
that some other bus company may have happened to drive down the street at the 
time and caused the accident).2 What is puzzling is that the probability that Rapid 
Transit was responsible ( > 0.5 ) is apparently sufficiently high to meet the relevant 
legal standard of proof, yet many express reservations about a decision to award 
damages. The reservations seem to arise from misgivings about the reliance on a 
probability derived more or less exclusively from a single statistical model, i.e., on 
“naked statistical evidence”.3

The puzzle has been taken up by philosophers and legal scholars in what now 
amounts to a large literature. While many purport to simply explain common reac-
tions to cases like Smith v Rapid Transit Inc., the descriptive task is clearly thought 
significant due to its potential normative implications—that there is not just a per-
ceived but also an actual deficiency with naked statistical evidence, as far as legal 
proof is concerned. (The normative message is even more obvious where the reac-
tions to be explained are those of the expert reader, as opposed to those of the gen-
eral populace.) We too will treat reactions to cases like Smith v Rapid Transit Inc. 
as flagging an interesting normative lesson. But our approach is cautious: there are, 
after all, many documented biases in our probabilistic reasoning.4

To be sure, it is because the familiar probabilistic reasoning biases do not seem 
to explain reactions to the classic cases of naked statistical evidence that the puzzle 
these cases present is so compelling. Indeed, many regard the probabilities in ques-
tion to be uncontroversial, and think they clearly meet the threshold typically associ-
ated with the relevant standard of proof: ≥ 50 % probability for liability in civil cases 
like Smith v Rapid Transit Inc. that require liability be established by the preponder-
ance of the evidence, and ≥ 90+ % probability for guilt in criminal cases that require 
guilt beyond reasonable doubt.

Scholars have thus proceeded to investigate more complicated explanations of the 
reaction against the adequacy of the evidence in cases like Smith v Rapid Transit 
Inc. The standard move is to appeal to “cleaned up” toy cases that leave essentially 

2  Smith (2018, footnote  3) lists a number of other legal cases resting on a single piece of apparently 
statistical evidence. Roth (2010, footnote 50, 51) notes cases that rest more or less exclusively on DNA 
evidence, referred to as “pure cold-hit DNA cases”. We will introduce one such case later.
3  Our definition here of “naked statistical evidence” is intentionally vague. Later we will argue that the 
properties of “naked” and “statistical” and the associated problems for legal proof are a matter of degree. 
The cases that best demonstrate the problems are those at the extreme end of the spectrum, but other 
cases near to the extreme serve just as well.
4  As revealed by a significant amount of empirical research since the early papers of Kahneman and 
Tversky (e.g., 1973).

1  Thomson (1986) motivates her pioneering discussion of legal evidence with this case and, more 
recently, Smith (2018) and Gardiner (forthcoming) also discuss this case.
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no room for dispute about what is the appropriate probabilistic reasoning, and 
whether the relevant probability thresholds are met.5 Contra so-called legal proba-
bilism (see Hedden & Colyvan, 2019), it is supposed that there is some property 
of evidence that is needed for legal proof, beyond high probability, that is lacking 
in cases of naked statistical evidence. The idea is that the key property can be iso-
lated by finding pairs of toy cases for which the probability of guilt/liability is the 
same, but which elicit different reactions vis-á-vis the verdict. The challenge is then 
to articulate the difference between the evidence in the cases in question.6 In Sect. 1 
we present some of the more prominent (pairs of) toy cases. But, unlike others, we 
do not take the reactions to these cases as our starting point for investigation.

While there is a place for investigating what we call extra-probabilist accounts 
of reasoning, by way of explaining reactions to legal cases like Rapid Transit, it is 
important that more straightforward probabilist accounts are not overlooked. After 
all, there are significant costs to any departure from the standard probabilist model of 
rational choice, whether in the legal or other public decision-making settings.7 That 
is reason enough to proceed cautiously in analysing provocative toy cases. Indeed, in 
Sect. 1 we argue that the specific toy cases that have been developed to investigate 
naked statistical evidence are potentially misleading. We thus—in Sect. 2—return 
to some of the real cases of naked statistical evidence that prompted the ensuing 
academic debate. Specifically, we provide what we take to be more faithful char-
acterisations of these real cases. We go on to propose an explanation of the reac-
tion to these cases that appeals only to traditional probabilist standards of reasoning 
in the legal context, albeit more nuanced aspects of this standard than is generally 
appreciated.

2 � The problem with the popular toy cases

Let us introduce a couple of the well-known toy cases that purportedly provide 
clear-cut examples of “naked statistical evidence”.

Blue Bus. Mrs. Brown is run down by a bus on Victoria Street; 60 percent of 
the buses that travel along this street are owned by the blue bus company, and 
40 percent by the red bus company. The only witness is Mrs. Brown, who is 
colour-blind. Given the lack of further information, one could argue that there 
is 0.6 probability that Mrs. Brown was run down by a blue bus and so the blue 
bus company should be held liable.

5  There are exceptions. Some scholars propose that the probabilistic reasoning and/or the threshold for 
meeting the burden of proof are not well appreciated in (real and/or toy) cases of naked statistical evi-
dence, e.g., Schoeman (1987), Roth (2010), Di Bello (2019), Bolinger (2020).
6  For particular proposals to this effect or surveys of proposals, see, for instance, Thomson (1986), Red-
mayne (2008), Enoch et  al. (2012), Pritchard (2015, 2018), Blome-Tillmann (2015), Gardiner (2019), 
Smith (2018).
7  E.g. one no longer has a single elegant principle for rational decision making, namely “maximise 
expected utility”, but rather specific principles for specific domains of decision making. Moreover, the 
specific principles may get complicated.
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Prisoners. One hundred prisoners are exercising in the prison yard. Ninety-
nine of them suddenly join in a planned attack on a prison guard; the hun-
dredth prisoner plays no part. There is no evidence available to show who 
joined in and who did not. One prisoner is randomly selected from the yard. 
One could argue that there is 0.99 probability that this prisoner participated in 
the attack and so should be found guilty for this crime.8

In each of these cases the probabilities in question are—by construction—undoubt-
edly sufficiently high to meet the relevant standard of proof, insofar as such stand-
ards involve probability thresholds.9 And yet, as in the real cases on which they are 
modelled, there is resistance to award damages in the Blue Bus case and to convict 
in the Prisoners case. Something seems to be missing in the evidence. What is the 
missing ingredient?

These toy cases are duly designed to abstract away the many complications 
that plague real legal cases and so highlight the evidential reasoning at issue. It is 
not always clear, however, as to what are the mere complications that ought to be 
abstracted away. Moreover, it is not always clear whether and how readers embellish 
an abstract case.10 Blue Bus and Prisoners ostensibly rule out routine problems of 
probabilistic evidential reasoning. But in this respect, we claim, these toy cases may 
be rather misleading, for the reasons just given.

For example, in Blue Bus the probabilities about road usage are presented as both 
accurate and relevant to the question of the blue bus company’s liability. The reader 
is not invited to challenge the frequencies cited, nor interrogate the reference class 
upon which they are based; whether, for instance, the reference class incorporates 
road usage at any time of day or is rather restricted to road usage at roughly the time 
of day of the incident. As such, the reader is directed to look for different poten-
tial deficiencies of the evidence, not its probative value for the liability of the blue 
bus company. That is a valuable project, but not necessarily the one most pertinent 
to a case like Rapid Transit. Moreover, we question whether the intuitions of read-
ers about Blue Bus have been sufficiently examined for confounding influences that 
were not intended in the description of the case and have to do with the presentation 
of the evidence. After all, the reader is being asked to do something very unreason-
able: we are being asked to accept the data about the relative frequencies of blue 
and red buses without question. Worse still, we are asked to make a decision about 
liability in this case without seeking further data—data that would be very easily 

8  Both this Prisoners example and the Blue Bus example are presented in Redmayne (2008). Prisoners is 
attributed to Nesson (1979) while Blue Bus is inspired by Thomson (1986).
9  Note that one can always engineer the numbers, such that, for instance, in the Prisoners case, there are 
one thousand prisoners in the yard and 999 of them are involved in the attack. In this case the probability 
of guilt for a randomly-selected prisoner is 0.999.
10  For instance, interpretation issues are a point of debate regarding toy cases used to demonstrate proba-
bilistic fallacies (see, e.g., the discussion of the “Linda problem” concerning the so-called conjunction 
fallacy in Tentori et al., 2004). The rejection of certain aspects of toy cases is perhaps most discussed in 
relation to the elicitation of moral judgments and is termed “imaginative resistance” in this context (see, 
e.g., Liao & Gendler, 2015).
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obtained, without incurring any significant costs. For example, information about 
bus timetables for the route and the relevant time of the day would be very valuable 
here. Perhaps the blue buses do not run at the time the accident occurred or none 
of the blue bus routes encompass the site of the accident. It is at least possible that 
it is our reluctance to accept these stipulations that drives our wariness to award 
damages.

The case of Prisoners is similar. For starters, the body of evidence is itself quite 
remarkable: 99 out of 100 prisoners certainly participated in an attack, and yet noth-
ing is known about the identity of the one prisoner not involved. The defendant was 
furthermore randomly selected from the group of 100 prisoners. Does that kind of 
setup mimic and clarify the evidential scenario in a case like Rapid Transit? We 
think not. And even if we were interested in Prisoners for its own sake, can it be 
expected that readers will arrive at judgments that duly take account of the stipu-
lated features of the case? Even if the reader were to accept what is known about 
the prisoners in the yard, they may find it hard to accept that further evidence could 
not be easily sought, such as video evidence that might help to identify the one pris-
oner not involved in the attack. Moreover, in this case there is another complica-
tion arising from an ambiguity with the specification of the thought experiment. If 
only one prisoner is found guilty, an issue of justice arises. It would be very unfair 
to convict one prisoner when all one hundred have the same probability of guilt. 
Indeed, given the wording of the thought experiment, this seems to be a very natural 
reading. In this case, it is easy to confuse a reluctance to find guilty an individual 
prisoner because of suspicions about naked statistical evidence with a reluctance to 
find guilty because of equity issues. In order for the thought experiment to isolate 
naked statistical evidence, we need to ask whether it is reasonable to find all one-
hundred prisoners guilty. Setting aside our earlier concerns about the availability of 
further evidence, there is arguably not such a strong intuition against finding all one 
hundred guilty. At least, we do not have this intuition, which suggests it cannot be 
taken for granted.11

We do not here dispute the toy-case methodology. Or at least, we do not dispute 
this methodology understood in a “minimalist” sense, whereby cases simply serve to 
make a theoretical point vivid and are used to elicit everyday judgements (Machery, 
2017).12 The goal may be to determine the “common view” on the point at hand, 
which arguably has some normative, as well as social scientific, significance. But 

11  There is an interesting further question of the relationship between cases of naked statistical evidence, 
such as Prisoners, and the lottery paradox. To be sure, there are some similarities but there are also some 
differences (e.g., the lottery paradox is about what one ought to believe about a given ticket, whereas 
Prisoners is about a legal decision: the first is purely epistemic and the second is decision theoretic). It 
would take us too far afield to discuss such issues in full here but we see no reason to think that our treat-
ment of cases involving naked statistical evidence should be easily adapted to an account of the lottery 
paradox. Our account, however, should be readily adaptable to any situation where “meta-uncertainty” 
might reasonably be thought to arise.
12  Machery (2017) contrasts the “minimalist” method of cases with the “exceptionalist” and “particular-
ist” methods which he claims not to be viable methods at all. On these latter methods, the judgements 
elicited in response to toy cases are treated as having a special status such that they bear directly on the 
formal or material facts under consideration.
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even if there is good reason for extensive use of toy case methodology in the social 
and moral sciences, that does not mean that any given application of this methodol-
ogy is beyond criticism. Just like empirical experiments that are intended to illumi-
nate some phenomenon of interest, toy-case experiments may be compromised by 
confounders. Above, we questioned whether Blue Bus and Prisoners successfully 
distil the evidential conundrum of real cases like Rapid Transit. Moreover, we gave 
specific reasons to doubt that the reader takes on the Blue Bus and Prisoners toy 
cases as intended. We suggested that this may be because the details of the probabil-
istic calculations in the real cases are not, after all, “mere complications”.13 To the 
extent that such doubts are not addressed (say, by more extensive testing, involving 
comparisons of subtly different cases), any conclusion drawn about the nature and 
import of naked statistical evidence in the law on the basis of more and less widely 
shared judgements about these toy cases is at best tentative.

Our worry about drawing hasty conclusions regarding naked statistical evidence 
on the basis of the usual toy cases (when not sufficiently scrutinised) is compounded 
by a further move in the literature: the pairing of cases like those above with coun-
terpart cases. For instance, Blue Bus is typically contrasted with the following case:

Blue Bus Testimony. Mrs. Brown is run down by a bus on Victoria Street; it 
is assumed that 50 percent of the buses that travel along this street are owned 
by the blue bus company, and 50 percent by the red bus company. The only 
witness is Mrs.  Brown, who testifies that she was run down by a blue bus. 
Given the circumstances, it is estimated that Mrs. Brown has reasonably reli-
able vision: If the perpetrator was in fact the blue bus company, there is 0.6 
probability that she would get this right, and 0.4 probability that she would get 
it wrong. (Likewise for Mrs. Brown’s reliability if the perpetrator was in fact 
the red bus company.) Given the lack of further information, one could argue 
that there is 0.6 probability that Mrs. Brown was run down by a blue bus and 
so the blue bus company should be held liable.14

Many report less discomfort with awarding damages in Blue Bus Testimony as 
compared to Blue Bus. (This is known as the “Wells effect” because it was purport-
edly first established by Gary L. Wells’ (1992) pioneering empirical studies.) Taken 
at face value, this result serves to further pinpoint the properties of “naked statistical 
evidence” and, accordingly, why it is deficient. Whatever this problematic evidence 
amounts to, Blue Bus has it while Blue Bus Testimony does not. Or so it is com-
monly accepted in the literature.

It is certainly plausible that the preliminary conclusion drawn from the Blue 
Bus pair and other similar pairs of cases—that there is some qualitative difference 

13  We commented on ways that toy cases can be misinterpreted in footnote  10 above. Machery (2017) 
refers to the “explicit” versus the “implicit” content of a case, and notes that the latter can be difficult to 
regiment. See too Sorensen (1992) for discussion of the many reasons why the judgements elicited by toy 
cases may be confused or misleading.
14  This example appears informally in Redmayne (2008), following Thomson (1986) and with reference 
to cases developed by Wells (1992). The wording here is similar to that in Gardiner (2019).
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between the evidence in the two cases that is important for legal proof—is correct. 
But the misgivings about real cases of naked statistical evidence, like Rapid Tran-
sit, may not be primarily due to any such qualitative difference. Moreover, given 
the boldness of the claim that qualitative aspects of evidence matter in ways that 
go beyond probative value, we suggest that there has been relatively little follow-
up testing for potential confounders with respect to people’s judgements.15 The 
doubts we raised above about how people really understand and internalise the toy 
cases still stand. Moreover, the pairing of cases brings to light further worries. For 
instance, perhaps the presentation of the evidence in the two cases produces differ-
ing priming effects that have nothing to do with stable properties of the evidence. 
For instance, in Blue Bus Testimony, blue buses may simply be a lot more salient 
than red buses, whereas in the original Blue Bus, both types of buses are prominent 
in our reasoning.16 There may be further possible reasons for the asymmetric reac-
tion to Blue Bus and Blue Bus Testimony that have nothing to do with the explicit, 
intended features of the two cases (such as privileging visual evidence).

Given this scope for doubt, it seems at best premature that the problem of explaining 
reactions to “naked statistical evidence” has more or less been rephrased in the litera-
ture as the problem of explaining the qualitative difference between the evidence in, e.g., 
Blue Bus and Blue Bus Testimony, that is pertinent to legal proof. This has become the 
accepted starting point for investigation.17 The proposal that we here put on the table 
is orthogonal to this line of investigation. We return to “square one” - we go back to 
real legal cases—in order to reassess what are paradigmatic cases of “naked statistical 
evidence” and what is the primary problem with such evidence. As will be seen, our pro-
posal does not rest on any qualitative property of evidence; indeed, we will argue that the 
“naked statistical” nature of evidence comes in degrees, and provides indirect rather than 
direct reasons for doubting that the relevant legal standard of proof has been met.

3 � The primary problem with “naked statistical evidence”

We have already briefly outlined one real case that provokes questions about “naked 
statistical evidence”: the case of Smith v Rapid Transit Inc. Our whittled-down 
description of the case above captures what we take to be the important eviden-
tial details; this description effectively serves as a representative toy case involv-
ing naked statistical evidence. This is a good case for our purposes, at least as we 

16  We note that Arkes et al. appeal to priming effects to explain other non-standard aspects of our rea-
soning which they label “reasoning biases” as opposed to interesting challenges to legal probabilism. 
Admittedly, this is because their evidence suggests that people form correct subjective probabilities in 
both Blue Bus cases, yet incorrect subjective probabilities in these other cases. One might question, how-
ever, whether these experiments are successful in eliciting subjective probabilities; perhaps subjects sim-
ply appeal to the probabilities given in the case descriptions, whether or not these probabilities represent 
their degrees of belief in the relevant hypotheses.
17  Most of the papers cited earlier adopt this starting point.

15  A fairly recent study by Arkes et al. (2012) surveys the handful of empirical studies available at the 
time. As far as we are aware, there has not been much empirical work on the topic since.
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described it, because the reasoning is relatively straightforward: one might assume 
that the only company running a bus route along a particular street will own most 
of the buses on that street, and is thus most probably ( > 0.5 ) the company (if the 
offending bus is modelled as randomly selected) that was involved in an accident.

We seek at least one further real case to ground our inquiry. Consider this much-
discussed candidate:

Sally Clark. When Sally Clark’s two sons died suddenly (but separately) from 
no obvious natural cause, she was convicted of murder, despite there being no 
other incriminating evidence. A paediatrician testified at the trial that the prob-
ability that her two sons would have died of SIDS (unexplained natural causes) 
was 1 in 73 million. (That figure was criticised, with a revised estimate being 
in the vicinity of 1 in 9 million, still a very small number.) The jury found 
Sally Clark guilty in 1999, but this verdict was overruled in 2003, due in part 
to misgivings about the nature of the evidence in the original trial.18

The evidential reasoning in the Sally Clark case, however, involves too many com-
plicating factors. There are many reasons to be unhappy with the statistics in this 
tragic case and these are well documented (e.g., see Dawid, 2005), and Balding & 
Steele, 2015). For a start, SIDS deaths are not well understood but it is known (and 
was known at the time) that such deaths are not independent, as assumed in the origi-
nal calculation: one SIDS death in a family means that a second is more likely. It 
is also notable that the probability of someone like Sally Clarke committing double 
homicide was never calculated—it was simply assumed to be more likely than double 
SIDS deaths. In short, this is a case of bad statistical evidence and does not serve our 
purposes. What we need is a case of naked statistical evidence where there are no 
obvious flaws in the statistical reasoning—a case where it seems that the statistics is 
as good as it gets, so to speak, and yet there is apparently something missing.19

Next consider a case of DNA evidence:

Cold-Hit DNA. In 1972, a young nurse was raped and murdered in her San 
Francisco home. For various reasons, the case stalled for 30 years. In 2004, 
the case was reopened, and DNA found inside the victim was compared with 
338,000 DNA profiles in California’s offender database. The search yielded 
just one match, or “cold hit” to then-seventy-one-year-old John Puckett. The 
primary evidence against Puckett was the DNA match, although jurors also 
heard that he lived in the Bay Area in 1972, and had a 1977 sexual assault con-
viction. The government’s DNA expert reported that the chance that a random 

18  This case is discussed in Dawid (2005).
19  Another famous case found in the literature on this topic is that of the sentencing of the drug mule 
Shonubi (Colyvan et al., 2003; Colyvan & Regan, 2007; Tillers, 1997, 2005). But this case too has many 
complicating factors and is not the best case for isolating naked statistical evidence. See the references 
just noted for details of the complications we have in mind.
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person from the population would match the profile was 1 in 1.1 million. The 
jurors found Puckett guilty, but many express reservations about this verdict.20

This seems a good candidate for a case that can be straightforwardly characterised 
as an example of naked statistical evidence. One complicating factor is that, while 
the DNA-match evidence looks to be extremely probative (strong) evidence for Mr 
Puckett’s guilt, it is not sufficiently probative (even at face value) to clearly establish 
guilt beyond reasonable doubt. According to the DNA statistical model in question, 
the false positive rate is in the range of 10−6 . The true positive rate is assumed to 
be 1. The relevant likelihood ratio for the positive DNA match with Mr. P. is thus 
extremely large. In this case there is not merely a positive DNA match with Mr. P., 
but also a negative DNA match with all others in the database. (There was just one 
DNA profile in the database that matched that of the crime scene sample: Mr. P.’s.) 
This means the likelihood ratio for the total match evidence is even larger; the extent 
of increase depends on the probability that the database includes the culprit.21 This 
extremely large likelihood ratio for the total match evidence is to some extent coun-
terbalanced, however, by what is plausibly an extremely low prior or base-rate prob-
ability for Mr Puckett’s guilt, assuming that the culprit could equally well have been 
any one of a large group of people, of which those in the database constitute only a 
small subset.22 All this is to say that the further evidence mentioned above is crucial 
for the case against Mr Puckett. We nonetheless treat this as an example of “naked 
statistical evidence” because the one statistic concerning the DNA match plays a 
considerable role in establishing high probability of guilt.

What is common to Rapid Transit and Cold-Hit DNA that makes a liability or 
guilty verdict, respectively, seem unwarranted? To begin with, it is worth noting that 
whatever is the issue with the evidence in these cases, it seems to be orthogonal 
to what sets Blue Bus apart from Blue Bus Testimony. Rapid Transit does closely 
resemble Blue Bus (in that it seems to rest on a “base-rate” or “general” statis-
tic regarding cases of a certain kind). But Cold-Hit DNA, which we are grouping 

20  The description of this case closely follows that of Roth (2010), who discusses the rise of cold-hit 
DNA cases, involving larger and larger databases, in criminal law. Here we use this case simply as an 
example of one in which DNA evidence plays a significant role. The term “cold hit” in fact means some-
thing more specific: that the suspect was identified via a search process whereby a database of DNA 
profiles is checked for any matches with the crime scene DNA profile. This way of identifying a suspect, 
however, is not germane to our discussion. Note that DNA evidence does not strike everyone as prob-
lematic. Enoch (2012, page 221, footnote 38), for instance, refer to the “DNA exception to the usual sus-
picion with which statistical evidence is viewed”. But many nonetheless have reservations about guilty 
verdicts that rest largely on DNA evidence, and rightly so, as we will go on to argue.
21  For further details regarding the probative value of the total DNA match evidence in this sort of case, 
as well as the probative value of total DNA match evidence in other sorts of cases where the total DNA 
match evidence has somewhat different form, see Urbaniak and Di Bello (2021, esp.  section 2.2), and 
references therein, especially Balding and Donnelly (1996).
22  Note that the posterior (or post-evidence) probability ratio for guilt versus innocence is, by probabilist 
reasoning, a product of the prior probability ratio for guilt versus innocence multiplied by the likelihood 
ratio associated with the evidence. That is (where G represents guilt, ¬G represents innocence, and E 
represents the evidence that is learnt):
  Prpost(G)

Prpost(¬G)
=

Prprior(G)

Prprior(¬G)
×

Prprior(E|G)

Prprior(E|¬G)
=

Prprior(G|E)

Prprior(¬G|E)
.
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together with Rapid Transit, looks a lot like Blue Bus Testimony (in that it seems to 
rest on a “trace” or “individualised” statistic arising from the particular case in ques-
tion).23 We treat both these real cases—or rather, both these “toy” characterisations 
of real cases—as exemplars of “naked statistical evidence”.

The defining feature of “naked statistical evidence”, we propose, is that it amounts 
to a single line of evidence, albeit one that seems to offer, on the basis of a salient 
statistical model, a very precise and relatively high probability of guilt or liability. 
The problem is that there can be legitimate uncertainty about the statistical model; 
hence the misgivings about finding a defendant guilty or liable on the basis of such 
evidence. Recall that this sort of uncertainty is precisely what the well-known toy 
cases rule out by stipulation. Hence our concern that these particular toy cases have 
foreclosed important lines of investigation regarding naked statistical evidence. To 
be clear, we are not saying that whenever some evidence is described in terms of a 
single statistic, as in the well-known toy cases, it necessarily constitutes “naked sta-
tistical evidence” that is vulnerable to uncertainty about the reliability of the model 
in question. The well-known toy cases—Blue Bus and Prisoners—cite what a reader 
may reasonably take to be reliable statistical evidence. Perhaps there was no oppor-
tunity for human error in gathering the relevant data, or the cited statistic is robust 
across multiple possible models.24 Rather our point (refer back to Sect. 2) is that, to 
the extent that the toy cases rule out the possibility of error in the statistical model, 
they may not adequately account for the misgivings that people have about real legal 
cases that rest largely on statistical evidence. Moreover, we argued that there is rea-
son to doubt that readers accept the intended reading of the toy cases—that the cited 
statistics are watertight—not because they could not possibly be so but because sta-
tistics are perceived, perhaps not entirely consciously, to be typically vulnerable to 
error.

To elaborate: In cases of naked statistical evidence, the probative value of the evi-
dence with respect to guilt or liability or else the probability of guilt or liability given 
the evidence, is ostensibly expressed in the statistical statement in question. For exam-
ple, in the cold-hit DNA case above, the probability of a false positive is in the range 
of 10−6 , according to the DNA analysis in question. (This false positive rate plays a 
significant role in the likelihood ratio for the total match evidence.) The fact that the 
probability of a false positive is not zero tells us that there is some, but not consid-
erable, uncertainty about guilt here. But there is another kind of uncertainty that we 
might reasonably ask after and which falls outside the scope of this statistical model: 
we might be uncertain about the assumptions on which the statistical model is based.

What we have in mind here is a kind of meta-uncertainty. Arguably, such uncer-
tainty is not resolved by making the probabilities delivered by the statistical model 
smaller or larger, as the case may be. Typically we need to construct another statis-
tical model, or else we must simply appeal to brute expert judgement, to quantify 

24  We discuss the relative robustness of an evidence-based inference in more depth in Sect. 4.

23  We by no means wish to suggest that the meaning of “base rate/general” versus “trace/individualised” 
evidence is settled by our remarks here. This is the subject of ongoing discussion, which, as mentioned, 
we sidestep in this paper.
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this meta-uncertainty (concerning, e.g., mistakes in the DNA laboratory or contami-
nation of the crime scene).25 In extreme cases, model uncertainty can completely 
invalidate the model. A model for predicting the population abundance of a spe-
cies in a given region may deliver a value, with the uncertainty about the value also 
specified by the model. But if we find that the model is built on the wrong causal 
structure, say, then all bets are off about the results of the model. Suppose that in 
our cold-hit DNA case we found that the algorithm employed in the DNA match 
analysis was at odds with our best DNA science. Here we do not tend to revise our 
probability of a false positive from 10−6 to, say, 10−5 . Rather, we recognise that the 
model that delivered 10−6 is flawed and we no longer have confidence in any results 
this model delivers.

There can also be uncertainty about the connection between the statistical model 
and the guilt/liability hypothesis in question. That is, the assumptions regarding the 
relevance of the statistical model may be in doubt. For instance, there may be uncer-
tainty about the appropriate reference class for calculating probabilities pertinent 
to a trial (Colyvan et al., 2003). In our Rapid Transit case, for instance, one might 
question whether it is reasonable to treat this accident as involving any one of the 
bus companies, randomly selected, that may have been using the street on a typi-
cal day. That is, one might question the reference class grounding the estimate that 
Rapid Transit was most probably the company that caused the accident. While this 
was the only company that officially operated there, perhaps at different times of the 
day the prevalence of other bus companies on the street varied, and was sometimes 
quite high. Or perhaps the day in question was an unusual one whereby many other 
bus companies were in operation throughout the city. Moreover, perhaps bus com-
panies diverge significantly with respect to accident rates and this should have had 
some bearing on the reference class and the probabilities for liability derived from it.

The issue is that naked statistical evidence is typically derived from a particu-
lar statistical model and, as such, is susceptible to undermining meta-uncertainty. 
Without some assurances that there is no meta-uncertainty or, alternatively, that the 
meta-uncertainty in question has been appropriately dealt with, the probabilities 
delivered by the statistical model are best-case scenarios: the probability of a false 
positive is 10−6 , provided there were no errors in the lab, no crime-scene contamina-
tion, the statistical analysis took the appropriate form, and so on.

25  Such meta-uncertainty is well known in model-based science, one instance of which is known as 
model uncertainty. This is uncertainty about the model itself and is a kind of systematic uncertainty 
(related to systematic error). Model uncertainty can be notoriously difficult to quantify (Regan et  al., 
2002) and may be difficult to reconcile with standard Bayesian epistemology depending on how it is 
understood (Weisberg, 2015).
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4 � Meta‑uncertainty: digging deeper

We have given a basic account of the worries raised by naked statistical evidence. 
But one might regard this a rather incomplete explanation. We have not yet said why 
naked statistical evidence, in particular, raises issues of meta-uncertainty. Indeed, 
our account of meta-uncertainty above might suggest it undermines any inference 
from a body of evidence to a verdict. That is, our appeal to meta-uncertainty might 
be thought to prove too much: it seems that not only verdicts based on naked statisti-
cal evidence are open to doubt, but any verdict based on any evidence can be simi-
larly undermined. It behoves us to offer a more detailed account of meta-uncertainty 
that reveals why it is of particular concern in the case of naked statistical evidence.

We start by characterising meta-uncertainty in a way that shows it does in fact 
affect any line of evidence. That is, it is not an on/off issue, triggered by properties 
that only some evidence possesses. Nonetheless we go on to meet the challenge of 
explaining what sets naked statistical evidence apart. Both the attributes of this evi-
dence heighten problems of meta-uncertainty: the fact that the evidence is “statisti-
cal” or based on a salient model, and the fact that the evidence is “naked” or lacking 
“redundancy”. These features will be discussed in turn.

Our characterisation of meta-uncertainty draws on the work of Kadane and 
Schum (1996). They suggest that the probative value of any given evidence with 
respect to some hypothesis of interest depends on oft-suppressed intermediary links 
in the “inferential chain” concerning the credibility of the evidence and its relevance 
to the hypothesis. These intermediary links can be interpreted as meta-uncertainty 
about the prima facie bearing of the evidence on the hypothesis. In the case of naked 
statistical evidence, the bearing of the evidence on the hypothesis is mediated by a 
statistical model, and the meta-uncertainty concerns the aptness of that model.

Our Cold-Hit DNA case will serve to illustrate. The inferential chain is plausibly 
as per Fig. 1.

On a naive treatment of the DNA-match evidence, the intermediary links con-
cerning credibility and relevance are ignored. Indeed, reasoning about DNA-match 
evidence typically does not go beyond such a naive treatment. According to our 
story above, for instance: “The government’s DNA expert reported that the chance 
that a random person from the population would match the profile was 1 in 1.1 mil-
lion.” This is to assume that the DNA sample in question was indeed that of the 
perpetrator, and that it was moreover analysed in an error-free way. But what if the 
crime scene was contaminated with DNA that was not that of the perpetrator, and 
errors were introduced in the recording and testing of this sample DNA? This is the 
meta-uncertainty that Fig. 1 makes explicit.

On the naive model the evidential impact of E (for Cold-Hit DNA) is measured 
as follows26:

26  To keep things simple in our discussion in this section, we appeal to the likelihood ratio associated 
with an isolated match between the suspect’s DNA and the crime scene DNA. We will ignore the further 
evidence that there was just one positive DNA match—the suspect’s—amongst the samples in the given 
database (refer to footnote  21).
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How is this modified once we pull apart E and R to account for the meta-uncertainty 
associated with the inferences from E to C and/or from C to R? We can reason about 
the meta-uncertainty more explicitly by expanding the left-hand expression above:

Before we assumed that Pr(E|R&H)—the value of the numerator, since H being true 
entails that R is true—was equal to one. But now we recognise that even if the perpe-
trator’s DNA matches that of Mr P., this need not mean that there is a recorded match 
between the DNA of Mr P. and the sample DNA from the crime scene. Perhaps the 
sample DNA taken from the crime scene was not that of the perpetrator, or perhaps, 
even if it was, errors were made in its analysis. So the numerator may be much less 
than one. Moreover, the denominator may be much greater than 0.00000091. Before 
we assumed that Pr(E|R&¬H) was equal to one and Pr(E|¬R&¬H) was equal to 
zero. But the latter may be significantly greater than zero, since even if there was no 
actual match between the perpetrator’s DNA and that of Mr P., there may well be a 
recorded match between the sample DNA and that of Mr P., again due to either poor 
sampling or poor analysis of the sample. In all, the likelihood ratio in question may 
be a great deal smaller than 1,100,000.

Note that it may not always make sense to think of meta-uncertainty as affecting 
the likelihood ratio associated with some evidence. Consider the Rapid Transit case. 
We can again think of the meta-uncertainty as hidden links in the inferential chain, 
as per Fig. 2. The first link concerns the credibility of the evidence and the second 
link concerns its relevance for the hypothesis in question. Here again, there is a ten-
dency to conflate E with R.

But in this case it is somewhat unnatural to model the import of the evidence in 
terms of how it changes a prior probability distribution, as per the likelihood ratio. 
That is because here E arguably determines the very base-rate or prior probability 
for H. One must account for the meta-uncertainty or hidden inferential links in the 
prior probability. The crucial question in the Rapid Transit case concerns the aptness 
of the (roughly specified) bus prevalence statistic, and how well it reflects the prob-
ability that any given bus company (such as Rapid Transit) was responsible for the 
accident involving Mrs. Smith. Answering this question involves further statistical 
modelling and assumptions (e.g., concerning whether or not there is variation in bus 
prevalence at a finer grain, say for different times of the day, and whether or not any 
given bus is equally likely to be involved in an accident). Such assumptions lie in the 
background of the above line of reasoning and can be made explicit and, of course, 
brought into question.

Finer details aside, this characterisation of meta-uncertainty is consistent 
with probabilist or Bayesian reasoning, and applies to the evidence in Cold-Hit 

Pr(E|H)

Pr(E|¬H)
=

Pr(R|H)

Pr(R|¬H)
= 1∕0.00000091 ≈ 1, 100, 000.

Pr(E|H)

Pr(E|¬H)
=

Pr(E|R&H)Pr(R|H) + Pr(E|¬R&H)Pr(¬R|H)

Pr(E|R&¬H)Pr(R|¬H) + Pr(E|¬R&¬H)Pr(¬R|¬H)

=
Pr(E|R&H)

0.00000091.Pr(E|R&¬H) + 0.99999901.Pr(E|¬R&¬H)
.
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DNA, Rapid Transit, and to any other kind of evidence. Indeed, while the term 
“meta-uncertainty” may sound like a matter of higher-order or secondary judg-
ment about first-order probabilities, we model it in a way that bears directly on 
first-order probabilities. That is intentional and it sets our account—with its 
emphasis on intermediary links in the inferential chain—apart from other propos-
als that raise merely secondary doubts about the probability estimates involved 
in cases of naked statistical evidence. For instance, Moss (2018) argues that the 
probabilities derived from naked statistical evidence, high as they may be, fail to 
constitute the “probabilistic knowledge” required for legal proof. Others claim 
that these probabilities, again high as they may be, fail to meet a further criterion 
of “diversity of evidence” (e.g.,  Cohen, 1977), “completeness of the evidence” 
(e.g., Kaye, 1986), or “stability of belief” (e.g., in a manuscript by Günther that 
appeals to a model owing to Leitgeb, 2017). While these proposals are in the 
same ballpark as ours, the further judgments they appeal to—whether a version 
of meta-uncertainty, diversity, completeness, or stability—are directed at, rather 
than informing, first-order probabilities. As such these proposals are more contro-
versial because they invoke dubious epistemic properties and amount to a greater 
departure from ordinary Bayesian reasoning.

Why then, is this a good account of the qualms people have about verdicts based 
on naked statistical evidence, in particular? The lesson thus far seems to be that we 
should second-guess all evidential reasoning, since there is always the possibility of 
further links in the inferential chain, representing meta-uncertainty, that may under-
mine the calculated probative value of the evidence.

As noted above, we do think there is reason to second-guess the evidential reason-
ing supporting any legal verdict. Nonetheless verdicts based on naked statistical evi-
dence are peculiar, or rather, they are “extreme” cases on the spectrum. The first rea-
son is the “statistical” nature of this evidence. It is not that we think “statistical” is a 
well-defined property of evidence; merely that it tends to be used to describe evidence 
that is associated with a well-known reference class or some other salient model from 
which the relevant probability is derived. Our proposal is simply that, in these cases, 
meta-uncertainty  —  which typically involves murkier reasoning about possibilities 
that are difficult to quantify  —  can be overshadowed by the more straightforward 
model-based inferences. For instance, in the face of sophisticated population data 
regarding the prevalence of certain patterns of DNA in the population, it is easy to 
overlook, say, the possibility of crude human error in recording the DNA information 
in a database. By contrast, where evidence is not associated with a well recognised 
model, considerations of meta-uncertainty arguably do not stand apart as less salient 
and are thus not so readily overlooked. For instance, even the most simple-minded 

Fig. 1   Cold-hit DNA inferential 
chain



1941

1 3

Meta‑uncertainty and the proof paradoxes﻿	

interrogator would presumably not treat testimonial evidence as fact, but rather con-
sider the ability and will of the witness to report events accurately.27

Perhaps the bigger issue, when it comes to meta-uncertainty, is the “naked” 
aspect of verdicts based on naked statistical evidence. Recall that we take “naked” 
here to refer to there being just a single line of evidence supporting the guilt hypoth-
esis in question. Roughly speaking, verdicts based on a single line of evidence are 
more vulnerable to challenge. Multiple lines of evidence can build in redundancy 
and thus serve to “back-up” a verdict in the face of challenges from meta-uncer-
tainty. The kind of back-up provided depends not just on the prima facie probative 
value of each line of evidence taken in isolation, but also on the extent to which the 
lines of evidence are interdependent, and whether the meta-uncertainty or source of 
doubt in question targets what is common to, or rather what differentiates, the lines 
of evidence.

We will not attempt a fully general analysis of the interactions between multiple 
lines of evidence. We will simply appeal to an example that illustrates the kinds of 
principles at play. The example is described in Fig. 3. Here we have three lines of 
evidence originating, respectively, in raw evidence E1, E2, and E3. Assume, as per 
Fig. 1, that H concerns the guilt of Mr. P. The first chain involving E1 is, let’s say, 
the one described in Fig. 1.

We consider the extreme case where each of E1, E2, and E3 is treated as equiva-
lent to R. That is, there is, at least initially, no concern about the credibility or rel-
evance of this raw data with respect to H. Let us further assume that, taken in isola-
tion, the prima facie likelihood ratio for each of E1, E2, and E3 is 10.28 Given that 
it is ultimately R that matters for the truth of H, and all the pieces of raw data are 
assumed to be equivalent to R, there is redundancy in this body of evidence: just one 
of the pieces of evidence would suffice to deliver the same posterior probability for 
H. It is this redundancy that serves as insurance against meta-uncertainty worries.

The precise insurance provided by multiple lines of evidence is admittedly some-
what complicated. Let us focus on the first line of evidence involving E1, and con-
sider what insurance is provided by E2 or E3. It all depends on the nature of the meta-
uncertainty or the possible error that comes to light. In our simple case, there are three 

Fig. 2   Rapid transit inferential chain

27  Having said that, some contend, on the basis of empirical data, that eye-witness testimony is unreli-
able and this unreliability is not properly appreciated by the courts or the general public (Arkowitz & 
Lilienfeld, 2010; Buckhout, 1980).
28  In this case, if the prior probability for H were 0.5, its posterior, based on one (or all) of the pieces of 
raw evidence, would be quite high: a little larger than 0.9.
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possibilities. (i) It may be the first link in the inferential chain that is doubtful, from E1 
to C

A
 : the inference from the purported DNA sample match to there being an actual 

DNA sample match. Perhaps there was a laboratory error. In this case, either E2 or E3 
serves as back-up. From Fig. 3, we see that neither of these lines of evidence shares 
the link between E1 and C

A
 . We can interpret E2 as a different laboratory report of the 

DNA match. Just because one laboratory analysis may have been corrupted does not 
mean that the second laboratory analysis was similarly corrupted. (ii) It may be the 
second link in the inferential chain that is in doubt, from C

A
 to R. Perhaps a dubious 

sample was taken from the crime scene. In this case, E2 provides no insurance, since 
it concerns the same sample (the link from C

A
 to R is shared). But E3 provides insur-

ance, as this line of evidence involves a different sample, and its inferential chain does 
not involve the link from C

A
 to R. (iii) It may be the third link between R and H that is 

doubtful. Perhaps DNA match analyses are based on a faulty scientific model, such that 
even when the implementation of the analysis is error-free, it is not clear what can be 
inferred from a positive match. In this case, neither E2 nor E3 provides insurance, since 
all lines of evidence involve this link.

Our example is stylised. One can think of variations—ways in which a line of evi-
dence may provide some, but not complete back-up for another line of evidence that 
is threatened by doubts about credibility or relevance. The details can get complicated 
but the stylised example suffices for our purposes. One can see that multiple lines of 
evidence allow for a certain amount of redundancy or back-up in establishing a high 
probability for some hypothesis (here the guilt of a suspect) being true. This high prob-
ability is then resilient to certain meta-uncertainty challenges. Referring back to our 
example: even if the credibility of E1 were radically undermined (represented by the 
link from E1 to C

A
 ), if all else remains unchanged (and given the assumptions stated 

above) then the probability of the guilt of Mr P. remains unchanged. Another way to 
put it is that multiple lines of evidence mean that a verdict is less sensitive to the precise 
meta-uncertainty profile. Only some meta-uncertainty profiles, or possibilities for error, 
will undermine the verdict; others will not, due to the back-up. Verdicts based on naked 
or single-line evidence lack this resilience or insensitivity to error. Moreover, our exam-
ple suggests that it may be difficult to remedy this problem when one lacks a diversity 
of sources of evidence. Figure 3 depicts a strategy for making naked statistical evidence 
less naked, but there are limits to this strategy. It is difficult to effectively back-up all the 
inferential links associated with a single source of evidence, like a DNA match.

In sum, verdicts based on naked statistical evidence are particularly vulnerable to 
meta-uncertainty challenges because (a) the nature of the evidence is such that meta-
uncertainty tends to be under-estimated (so that even checks of the sort illustrated in 
Fig.  3 may not have been conducted), and (b)  the verdict is highly sensitive to any 
changes in the meta-uncertainty profile. But naked statistical evidence is not alone in 
this respect.

 It is also worth noting that there are other ways to ensure one’s statistical find-
ings are robust (i.e., not overly sensitive), in the sense of not being too dependent on 

Fig. 3   Multiple reinforcing 
inferential chains
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the specifics of a particular statistical model. For instance, one might eschew sin-
gular statistical models in favour of suites of statistical models, where each model 
in the suite is consistent with known data but differs on other details (such as using 
different reference classes or different assessments of the reliability of the eye-wit-
ness testimony). Standard sensitivity analysis counsels us to trust only results shown 
to hold across all the relevant models. Or, we might be more permissive and trust 
results that hold across most of the models in the suite. Alternatively, we might 
aggregate the models in question, perhaps by considering the weighted average of 
their results.29 These are all ways of shoring up, at least to some extent, the find-
ings of statistical models.  Such approaches do, however, face serious problems. 
For instance, a great deal depends on which models are thought to be relevant and 
thus included in the suite. If we are too liberal and admit any model consistent with 
known data, we will find that we have very few, if any, robust results; too restric-
tive and almost every result is deemed to be robust. Moreover, we need a principled 
way to decide which models are deemed relevant and which are not. If we are gong 
to use weighted averages of the results of the models, the results will be hostage 
to the specific weights used so, in each case, the weights will require rigorous and 
independent justification. Such problems are, perhaps, not insurmountable, but dis-
cussing such issues further would take us too far afield. For present purposes, we are 
content to note that there are other approaches in the spirit of our proposal but we 
take our proposal to be less of a departure from orthodox Bayesian methodology.30

5 � Insufficient probability of guilt after all?

So what exactly, on our proposal, is the normative lesson highlighted by misgivings 
about verdicts based on “naked statistical evidence”? Is it quite simply that guilty/
liable  verdicts in these cases are wrong because, due to meta-uncertainty, the prob-
ability of guilt/liability does not surpass the relevant threshold for legal proof? It 
may seem that if one wants to uphold legal probabilism—the probability-threshold 
interpretation of legal standards of proof—then this is the only lesson that can be 
drawn. But it amounts to a rather bold claim: that in all cases of naked statistical evi-
dence, the probability of guilt/liability is, despite appearances, too low. Call this the 
Insufficient Probability claim.

Our conceptual points about meta-uncertainty do not, on their own, establish 
Insufficient Probability. At the very least, however, there is a more modest version of 
this lesson that is consistent with legal probabilism: the idea is simply that verdicts 
based on naked statistical evidence should trigger alarm bells because they might be 
undermined by meta-uncertainty. In such cases one should proceed cautiously and 

29  Indeed, one might argue that naked statistical evidence is best thought of in terms  of weighted aver-
ages of permissible statistical models, in which case naked statistical  evidence has a certain robustness 
built in from the get go (similar to the multiple lines of   evidence described in Fig.  3). We thank an 
anonymous referee for this interesting  suggestion.
30  For Bayesians, this is reason enough to explore the approach we take; for others, our approach is per-
haps, at best, an interesting exercise in Bayesian epistemology.



1944	 K. Steele, M. Colyvan 

1 3

check all assumptions that underpin one’s inferences about guilt/liability. To give an 
analogy: when I realise that I am booked on the very last flight that would get me to 
my destination in time for an extremely important meeting, I double-, even triple-
check my flight time and re-confirm my lift to the airport. It may turn out that my 
doubts were unfounded and the chain of transportation, in this case, as opposed to 
the chain of inference, was already in order. But I should recognise the vulnerability 
of my plans to different types of hitches and ensure that I have properly taken the 
risks into account.

We go further in claiming that the risks associated with naked statistical evidence 
will generally be such that its probative value, on a reasonable assessment, is much 
less than appearances suggest. Hence, this evidence will generally raise the issue of 
Insufficient Probability after all. Take the case of Mr P. While some potential sources 
of meta-uncertainty may be easily resolved, such as human error in the analysis of 
a DNA sample (a backup analysis is viable, and may have already been performed, 
as per E1 and E2 in Fig. 3 above), other sources of meta-uncertainty may not be so 
easily resolved. For instance, it may be difficult to rule out the possibility that the 
sample DNA was not that of the culprit, perhaps because it is unclear whether or 
not there were past errors in sample storage. Assume in the case of Mr P. that it is 
as likely as not that the sample DNA was not that of the culprit. Taking this meta-
uncertainty into account would then reduce the likelihood ratio concerning Mr P.’s 
guilt, with respect to the DNA match evidence, by at least one half.31 That is a con-
siderable drop in the probative value of the DNA match evidence. It would mean 
that the final probability of Mr P.’s guilt may well be insufficient for a guilty verdict.

It might be asked how one can accurately estimate meta-uncertainties, such as 
the DNA sampling error in the case of Mr P.   Is our running estimate that it is as 
likely as not that the sample DNA is that of the perpetrator a reasonable one? It is 
not obvious. This may seem an exaggerated probability of error. But note that even 
a lower error rate would still significantly reduce the likelihood ratio associated with 
the evidence of a reported match between the sample DNA and that of Mr P.  For 
instance, if there was just a 25% chance of storage error, the probative value of the 
match evidence would still be considerably lower (the associated likelihood ratio 
would be approximately 25% of its prima facie value). Moreover, we have so far 
been assuming any errors to be innocently made. If one rather suspected deliberate 
manipulation of the data, then reasonable estimates of error might be a lot higher.

These remarks raise an interesting issue regarding legal probabilism. The sort of 
meta-uncertainty that plagues real cases of naked statistical evidence (and indeed, 
much of the uncertainty that arises in legal cases more generally) is hard to estimate. 
In such circumstances, there will not be an obvious uniquely correct probability esti-
mate, given the evidence at hand, for the guilt/liability of the defendant. For one 

31  The numerator of the expanded likelihood expression is Pr(E|R&H) . Before we assumed it equalled 
one, since we assumed that if the perpetrator’s DNA matched that of Mr  P, then it would indeed be 
reported that the sample DNA matched Mr P. But now we are suggesting that it is as likely as not that 
the sample DNA is not that of the perpetrator, so the probability of a reported match between the sample 
DNA and that of Mr P drops to approximately 0.5.
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thing, it is not generally accepted that there is always a uniquely correct probability 
for a hypothesis given some evidence.32 Even if there were, however, the probability 
would in many cases be a matter of persistent disagreement. Only in rare cases, such 
as those involving random selection from a population, such as in the Prisoners toy 
case, is there a salient uniquely correct probability. (This is another inadequacy of 
the popular toy cases—the special nature of the evidence obscures important details 
regarding the probability-threshold interpretation of legal standards of proof.) So 
legal probabilism—the probability-threshold interpretation of legal standards of 
proof—will not be straightforward to implement.

By way of offering a clearer picture of this issue of implementation, we appeal to 
the notion of a reasonable probability judgement. This is a probability judgement 
that may be adopted by a careful and conscientious inquirer. With the exception of 
some special cases involving random selection, there would not be a uniquely rea-
sonable probability for a hypothesis given some evidence; rather there would gener-
ally be a range of reasonable probabilities.33 That is vague, but it may be the most 
one can say in the abstract. Plausibly, what counts as a reasonable probability judge-
ment must be contested on a case-by-case basis. One might expect more agreement 
about what is the range of reasonable probability judgements than about what is the 
uniquely correct probability judgement in any given case. The problem of imple-
mentation arises for legal probabilism when the range of reasonable probabilities for 
guilt/liability straddles the probability threshold for the relevant standard of proof.34

Plausibly, contested cases of naked statistical evidence raise precisely this imple-
mentation problem for legal probabilism. In the case of Mr P., we saw that reason-
able, albeit fairly pessimistic, estimates for sample-storage error rates reduce the 
likelihood ratio considerably (such that, plausibly, the inferred probability of Mr P.’s 
guilt would not surpass the very high threshold for criminal conviction). Neverthe-
less, more optimistic estimates for error rates also seem reasonable and may yield a 
probability for Mr P.’s guilt that does surpass the very high threshold. Consider too 
the Rapid Transit case. Here we suggest that concerns of relevance—about whether 
the accident is properly seen as one of many accidents that could equally be caused 
by any bus on the road—could reasonably mean the probability of liability does not 
meet the threshold of 0.5, despite there also being reasonable estimates for this prob-
ability that do surpass this threshold.

So what is the appropriate implementation of legal probabilism—the appropri-
ate legal verdict—in the problematic threshold-straddling circumstances? We cannot 
hope to here offer a full response to this very general interpretative question for legal 
probabilism. We will instead simply suggest some alternatives in relation to naked 
statistical evidence. The first is the least radical position as regards the interpretation 

32  This is a point of debate amongst contemporary epistemologists.
33  The range of reasonable probability functions would presumably amount to a convex set, but we will 
not explore such details here.
34  The other possibilities for the range of reasonable probabilities are i) both the lower and upper bounds 
of the range fall below the probability threshold and ii) both the lower and upper bounds fall above the 
probability threshold. Legal probabilism straightforwardly requires an innocent verdict in the former cir-
cumstances and a guilty verdict in the latter.
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of legal probabilism. It is simply to acknowledge disagreement. The range of reason-
able probability estimates simply represents the extent of reasonable disagreement 
about a defendant’s guilt. Where this range straddles the probability threshold for 
the relevant burden of proof, different verdicts can be justified. In the case of Mr P., 
a guilty verdict could be justified on the basis of legal probabilism, let’s say, but so 
too could an innocent verdict. The controversy raised by verdicts of guilt/liability 
based on naked statistical evidence would then be seen to mark persistent reasonable 
disagreement about what is the right verdict. The normative lesson is simply that 
these cases are not cut and dried and therein lies the deficiency of naked statistical 
evidence: Some reasonably find the evidence sufficiently probative for an unfavour-
able verdict; others reasonably do not.

The above may be unsatisfying for those who think that legal standards of proof 
should yield a single verdict that accommodates what is, after all, reasonable, dis-
agreement. Assuming we are right that such disagreement can be represented by 
a set of probability functions over the relevant hypotheses, this would require a 
greater departure from the standard interpretation of burdens of proof under legal 
probabilism. The ‘threshold test’ would not be a simple matter of whether some pre-
cise probability estimate for guilt/liability is greater than the threshold probability. 
Rather, the test would concern a range or set of reasonable probabilities. There are 
two salient ways such a threshold test might go, in terms of what is necessary and 
sufficient for a guilty/liable verdict: (i) when at least one of the reasonable probabil-
ity judgements surpasses the relevant threshold, and (ii) when all of the reasonable 
probability judgements surpass the relevant threshold.35 The second clearly amounts 
to a more stringent standard of proof; it would plausibly not be met in most cases of 
naked statistical evidence due to reasonable meta-uncertainty doubts. This interpre-
tation thus fits better with misgivings about naked statistical evidence. It is not that 
no reasonable probability, given the evidence, is sufficiently high for guilt/liability. 
It is simply that there exist reasonable probabilities of guilt/liability that are not suf-
ficiently high. And the lesson would be that in these circumstances, a guilty verdict 
is not justified.

Let us take stock, then, of the normative lesson we propose to take away from 
the widespread misgivings about guilty/liable verdicts based on naked statistical 
evidence. Our claim is that the probative value of this evidence can be reasonably 
contested, since it is difficult to effectively remove the meta-uncertainty, or find 
“back-ups” for all the crucial links in the evidence’s inferential chain. At the very 
least further checks on the meta-uncertainty and hence the probative value of the 
evidence are in order. In most cases, we suggest, the remaining reasonable disagree-
ment will be such that on at least some reasonable assessments, the probability of 
guilt/liability is below the relevant threshold. Hence guilty/liable verdicts based on 
naked statistical evidence will generally not be uniquely justified. We leave open 
how legal probablism should be spelled out in cases where the set of probability 
estimates for the probability of guilt/liability—our representation of reasonable dis-
agreement—“straddles” the relevant threshold. Either an innocent/non-liable verdict 

35  I.e. subvaluate and supervaluate, respectively.
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is uniquely justified, or else both this verdict and the opposing verdict can be justi-
fied. That is a broader issue that goes beyond the scope of this discussion.

6 � Concluding remarks

In closing, we return briefly to how our diagnosis of the problem of “naked statistical 
evidence” compares with other proposals in the literature. As mentioned, most authors 
seek a qualitative difference between statistical and other kinds of evidence, and see 
pairs of toy cases like Blue Bus and Blue Bus Testimony as successfully isolating this 
difference. Some authors argue that the difference concerns some epistemic property 
(whether “causal connection” (e.g., Thomson, 1986, Colyvan & Regan, 2007), “sen-
sitivity” (e.g., Enoch et al., 2012), “safety” (e.g., Pritchard, 2018), or the like) that is 
important for legal proof, over and above high probability. Others argue that the differ-
ence concerns the moral costs of inferential error—that the costs surprisingly depend 
on the type of supporting evidence (e.g., Bolinger, 2020). These proposals regarding 
the problem of statistical evidence are orthogonal to the one we propose in this paper 
(i.e., our proposal is not inconsistent with there being further problems of statistical 
evidence along any of these lines). We claim just that these proposals do not capture 
the most basic or primary lesson to be learnt from misgivings about real cases of naked 
statistical evidence in the law. The primary lesson is one of refining our ordinary prob-
abilistic reasoning in the legal setting to take proper account of meta-uncertainty.

Our meta-uncertainty diagnosis does not suppose that naked statistical evidence 
is a distinctive form of evidence. This evidence rather lies at one end of a contin-
uum, with respect to the extent of mismatch between prima facie probative power 
and redundancy or “back up” in the evidence. Naked statistical evidence is striking 
because it typically suggests a high probability of guilt or liability (as the case may 
be) despite being a single line of evidence. It is moreover puzzling because it is 
based on a model that is perceived to be objective. But whenever there is a single 
line of evidence—e.g., testimony from a single eye-witness—similar issues of meta-
uncertainty arise and one should have similar reservations about the reliability of the 
evidence. Our account is thus partially revisionary, since some scholars, at least, see 
misgivings about naked statistical evidence as indication that it is a special class of 
evidence that requires special consideration in the law.

Despite our account of naked statistical evidence being somewhat revisionary, it 
is worth noting that our proposal sits well with important aspects of standard legal 
practice. The law usually asks after means, motive, and opportunity. On the account 
we’re advancing here, such requests can play an important role in shoring up naked 
statistical evidence. Providing plausible accounts of means, motive, and opportu-
nity need not be thought of as extra requirements taking priority over the statisti-
cal evidence; rather, they’re basic checks that things are in order with the statistical 
model.36 More generally, we can look for ways to “triangulate” on a legal verdict. 

36  Other informal checks might take the form of plausible causal stories underwriting the statistical find-
ings (Colyvan et al., 2003).
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We can’t always guard against mistakes in the laboratory or contamination of the 
crime scene but we can check that the accused had the opportunity to commit the 
crime in question. This, in turn, gives us indirect evidence that the statistical model 
is reliable.
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