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Abstract
International comparative assessments of student achievement are constructed to assess
country-level differences and change over time. A coherent understanding of the
international trends in educational outcomes is strongly needed as suggested by
numerous previous studies. Investigating these trends requires long-term analysis, as
substantial changes on the system level are rarely observed regarding student outcomes
in short periods (i.e., between adjacent international assessment cycles). The present
study aims to link recent and older studies conducted by the International Association
for the Evaluation of Educational Achievement (IEA) onto a common scale to study
long-term trends within and across countries. It explores the comparability of the
achievement tests of the Trends in International Mathematics and Science Study and
previous IEA studies on mathematics in grade eight. Employing item response theory,
we perform a concurrent calibration of item parameters to link the eight studies onto a
common scale spanning the period from 1964 to 2015 using data from England, Israel,
Japan, and the USA.

Keywords Item response theory . Linking study . Achievement . International large-scale
assessment . FIMS . SIMS

1 Introduction

For more than half a century, international large-scale assessments (ILSAs) have
provided a large body of data on student achievement from a vast number of educa-
tional systems all over the world. ILSAs are constructed to compare educational
systems and assess country-level change (Strietholt and Rosén 2016). The results of
ILSAs are presented in different ways outside the research community, fueling political
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discussion on for example school reforms (e.g., Braun and Singer 2019). Without a
doubt, the country rankings based on ILSA results have gained considerable attention
in many countries. Klemenčič and Mirazchiyski (2018) argue that league tables should
not be perceived as the ultimate product of ILSAs and the responsibility for interpre-
tation lies with the researchers’ working on the ILSA data. While the results of ILSAs
may be used as snapshots for countries’ performances, the longitudinal component on
the country level warrant analyses with a larger scope. However, to facilitate analyses
of quasi-longitudinal designs (e.g., fixed effects) for causal inference as well as
adequate cross-country comparisons, data must be made comparable both within and
between countries.

Data gathered by the IEA provides a rich source for further secondary analyses.
Many countries lack sufficient national evaluation or monitoring systems that facilitate
comparisons over time. Such countries may use international trend data to evaluate
whether certain national educational reforms were effective or not because it is possible
to track changes in student achievement on the national level from a longitudinal
perspective. Furthermore, international trend data are of great value for comparative
studies. Because many features of educational systems and policies vary only at the
country level, international comparative studies provide a unique approach to analyze
the impact of specific educational policies on educational outcomes (Hanushek and
Wößmann 2011). For example, comparative studies can be used to investigate global
phenomena, such as trends towards a “world curriculum” (Rutkowski and Rutkowski
2009; Johansson and Strietholt 2019) or the longitudinal examinations of the “socio-
economic achievement gap” (Broer et al. 2019; Chmielewski 2019).

2 Background

There is extensive research on linking cognitive outcomes in ILSAs (e.g., Afrassa
2005; Altinok et al. 2018; Chmielewski 2019; Hanushek and Wößmann 2012;
Strietholt and Rosén 2016; Johansson and Strietholt 2019). For example, Strietholt
and Rosén (2016) demonstrated how to link the achievement tests from recent and
older IEA studies of reading literacy onto the same measurement scale with item
response theory (IRT) modeling. Johansson and Strietholt (2019) used overlaps in
the assessment material to equate five cycles of the Trends in International Mathematics
and Science Study (TIMSS). They applied a common-item nonequivalent group design
and IRT modeling. An attempt to link older and recent IEA studies on mathematics has
been made by Afrassa (2005), who used the Rasch model equating procedures on data
from the first three IEA studies (between 1964 and 1995) of students in Australia. We
extend the scope of the above examples by discussing the degree of similarity across
the IEA assessments on mathematics, including more educational systems, and pro-
posing a different linking method. In all, the above examples are similar to our
approach in terms of using IRT linking methods, which require item-by-item overlap
across tests among other preconditions. There are several attempts to link test scores
from different regional, national, or international assessments over a long period that
rely on IRT within the studies and classical test theory across them because of the
limited amount of overlapping items (e.g., Altinok et al. 2018; Chmielewski 2019;
Hanushek and Wößmann 2012).
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Chmielewski (2019) combined 30 international large-scale assessments over
50 years, including 100 countries and about 5.8 million students. She used standardized
scores of a mean of 0 and a standard deviation of 1 within each country-study-year-
subject to calculate the socioeconomic achievement gap. Hanushek and Wößmann
(2012) presented a longitudinal analysis of changes in cognitive skills and growth rates.
They also directly calculated standardized scores for all countries on all assessments by
combining the adjustments in levels based on the US National Assessment of Educa-
tional Progress (NAEP) scores and the adjustment in variances based on the Organi-
zation for Economic Co-operation and Development (OECD) Standardization Group.
Altinok et al. (2018) present a large panel database of 163 countries and regions, 32 of
which are from Sub-Saharan Africa, over 1965–2015. They constructed the outcomes
by linking standardized international and regional achievement tests, using multiple
linking methods, including pseudo-linear linking (a fusion of mean and linear linking)
and equipercentile linking of test scores.

2.1 The TIMSS scale

The metric of the TIMSS reporting scales for mathematics achievement was established
in 1995 by setting the mean of the national average scores for all participating countries
to 500 and the standard deviation to 100 (Foy and Yin 2016). To enable measurement
of trends over time, achievement data from successive TIMSS assessments were
transformed to these same metrics by concurrently scaling the data from each succes-
sive assessment with the data from the previous assessment and applying linear
transformations to place the results on the same scale. This procedure enables TIMSS
to measure trends across all six assessment cycles to present.

2.2 The present study

Linking the first two international mathematics studies with the TIMSS studies has a
number of challenges. First, the documentation of the old studies is more difficult to
access and to study than the documentation of the recent assessments. Second, changes
in the target populations and sampling imply comparability issues. Third, sample
weights are not available for all assessments. Another challenge is the number of
anchor items between the first three studies. There were 37 items out of 70 in the First
International Mathematics Study (FIMS) that were repeated in the Second International
Mathematics Study (SIMS), nine of which were repeated in TIMSS 1995, and 18 items
in SIMS out of a pool of 199 items that were repeated in TIMSS 1995. According to
Wingersky and Lord (1984), good linking may be achieved with as few as five
common items or less with concurrent calibration. They studied the sampling errors
of maximum likelihood estimates of IRT parameters in the case when both people and
item parameters are estimated simultaneously. Furthermore, they investigated the effect
of varying sample size, test length, the shape of the ability distribution, and the effect of
anchor-test length on the standard error of item. These results encouraged the use of
concurrent calibration in the present study.

We believe that despite the above challenges, the first two international mathematics
studies provide rich data for secondary analyses and that it is relevant to evaluate the
possibilities of linking these studies with the recent ones. It is important to highlight
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that the present undertaking is exploratory. Arguably, comparing studies administered
decades apart is challenging, and involving multiple countries “is in several aspects an
exercise in comparing the incomparable” (Husén 1983, as cited by Kaiser 1999, p. 3).
Even if the maxim “to measure change do not change the measure” introduced by
Beaton (1990, p. 10) is fulfilled, it is questionable whether, for instance, the measured
constructs carry the same meaning over several decades. In our attempt to tackle these
challenges, we take the following steps.

We investigate the degrees of similarity of ILSAs in mathematics from FIMS
administered in 1964 to the most recent cycle of TIMSS in 2015. Meaningful compar-
isons across different assessments require comparable data. Kolen and Brennan (2014)
proposed four criteria to evaluate the degree of similarity between tests: inferences,
populations, constructs, and measurement characteristics. First, we use this scheme to
explore similarities and differences in the assessment material of the studies before
discussing the consequences of linking the tests. Second, the results of the evaluation of
similarity guide the concurrent calibration of test items onto a common scale. The
scores estimated with the use of linking models provide an empirical basis for inves-
tigations of long-term trends in mathematics achievement to study the long-term effects
of educational policy and policy-related issues on educational outcomes.

3 Method

3.1 Data

The present study focuses on grade eight (or equivalent) student achievement data in
eight IEA studies on mathematics, thus, all (six) cycles of TIMSS from 1995 to 2015
and the two older studies administered in 1964 and 1980. Data are drawn from
achievement tests completed by students. The data of FIMS and SIMS were gathered
from the Center for Comparative Analyses of Educational Achievement website
(COMPEAT1). Data and documentation ofthe TIMSS studies from 1995 to 2015 were
downloaded from the IEA Study Data Repository.2

3.2 Selected countries

All participating educational systems in the selected populations are shown in Table 7,
Appendix A. Eighty-three countries have participated in at least one study, with an
average of 36 educational systems per time point. It is worth noting that participation is
much lower in FIMS and SIMS than in the TIMSS cycles. Due to the large sample size
(N = 1,550,261) but also a considerable amount of missing information due to non-
participation, in the present study, we decided to focus on the four educational systems
that participated in all studies: England, Israel, Japan, and the USA. The sample sizes of
these countries by years of schooling are shown in Table 1. The mean age and
their standard deviations were not considerably different over time. The US
FIMS sample consisted of less than 2% extreme values of the age variable,

1 https://ips.gu.se/english/Research/research_databases/compeat
2 https://www.iea.nl/data
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hence the large standard deviations. It is difficult to trace back whether those
are coding errors or not, therefore we kept those cases in the analysis.

Table 1 Sample sizes and mean age in the selected educational systems for proficiency estimation

Years of schooling Sample size Mean age Standard deviation

FIMS 1964 Israel 8 3335 13.97 .49

Japan 8 2051 13.44 .28

US 7 2230 13.44 2.65

8 6551 14.06 2.25

England 8 2456 13.48 .30

9 2778 14.29 .36

SIMS 1980 Israel 8 3692 14.03 .39

Japan 7 7784 13.46 .29

US 8 6783 14.13 .50

England 9 2653 14.13 .32

TIMSS 1995 Israel 8 1415 14.08 .39

Japan 7 5130 13.39 .30

8 5141 14.38 .29

US 7 3886 13.24 .55

8 7087 14.22 .53

England 8 1803 13.07 .31

9 1776 14.05 .31

TIMSS 1999 Israel 8 4195 14.03 .42

Japan 8 4745 14.38 .29

US 8 9072 14.17 .57

England 9 2960 14.21 .35

TIMSS 2003 Israel 8 4311 14.02 .46

Japan 8 4853 14.40 .32

US 8 8901 14.23 .46

England 8 2790 14.29 .33

TIMSS 2007 Israel 8 3267 14.01 .43

Japan 8 4306 14.47 .28

US 8 7354 14.27 .48

England 8 4000 14.25 .32

TIMSS 2011 Israel 8 4696 14.00 .45

Japan 8 4408 14.46 .29

US 8 10,441 14.23 .48

England 9 3828 14.24 .32

TIMSS 2015 Israel 8 5506 13.95 .37

Japan 8 4738 14.45 .28

US 8 10,213 14.24 .48

England 8 4805 14.07 .30
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The overall number of cases used for score estimation was N = 175,939. It is
noticeable how the shift from age-based sampling (FIMS) to grade-based sampling
(SIMS) affected the data. For comparability reasons, we kept data of students who were
attending the 7th–9th year of schooling at the time of testing in all time points. The
FIMS data varied across countries, the samples of England and the US contained cases
indicating to be studying in other years of schooling than 7–9, whereas those of Israel
and Japan did not. Therefore, this step was only necessary in the case of England and
the USA, and involved excluding 5.85 and 5.36% of the samples, respectively. We
discuss the implications of this heterogeneity in the next sections. What follows is the
evaluation of the preconditions for linking the studies by investigating the degrees of
similarity across the assessments.

3.3 Preconditions for the analyses

The following analytic steps were employed to evaluate the preconditions for linking.
First, document analysis was conducted using the international reports of the respective
studies to evaluate the degrees of similarity by employing the previously mentioned
scheme of Kolen and Brennan (2014). Second, we explored overlaps in the instruments
by identifying anchor items of the student achievement tests.

Inferences According to Robitaille (1990), “FIMS was not, strictly speaking, a study of
mathematics education, but rather a study of schools and schooling, with mathematics
serving as a surrogate for achievement” (p. 396). Husén (1967) lists several reasons for
choosing mathematics as the subject matter of the first international comparative
assessment. The countries involved agreed that learning mathematics is the basis of
improving their scientific and technical education and the “New Mathematics” repre-
sented an international agreement upon aims, contents, and methods of teaching
mathematics. Criticisms of FIMS pointed out problems with the measurement of
opportunity to learn and the involvement of mathematicians and mathematics teachers
as well as the lack of operationalizing curriculum (Robitaille 1990). Such critiques led
to structural changes in SIMS and the development of contextual variables such as
curricular emphases, pedagogical practices, and school organization (Robitaille 1990).

The types of inferences that can be drawn from the different mathematics studies are
essentially the same. All mathematics studies are effectively low-stake assessments,
even though this might have changed at the country level, for example, due to the
increasing number of international studies, as well as an intensified policy discussion
around these. Overall, the studies have had the same purpose over time, to compare the
performance of different educational systems.

Populations Several different populations have been tested across the years, i.e.,
primary school, secondary school, and upper secondary school. We have selected the
populations that were attending secondary school in our study, typically in the 7-9th
year of schooling, i.e., 13–14 year-olds. One reason for this is that these grades/ages
participated in all the conducted assessments. Thereby, the selected assessments
addressed students in the secondary school years. Thus, the target population is
quite similar across all studies. However, in ILSAs, it is not possible to define
the target population in such a way that both age and grade are balanced across
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all countries because of their different school entry ages. A comparison of the
target sample definitions presented in Table 2 shows that the study designers
employed different approaches but there is a possibility for adjustment given
the samples of adjacent grades in 1995. In the report of the changes in
achievement between the FIMS and SIMS studies, Robitaille and Taylor
(1989) argue that the populations targeted in FIMS and SIMS should be
considered equivalent because all students in the assessed educational systems
around the age of 13 would be studying the same levels of mathematics.

In the 1980s, IEA changed the definition of target populations from an age-based to
a grade-based definition for all their studies of student achievement (Strietholt et al.
2013). Arguably, any sampling strategy changes result in a violation of the assumption
of comparable samples. Strietholt et al. (2013) developed a correction model to
improve comparability across countries and IEA studies on reading in terms of age
and schooling. They hypothesized that grade-based sampling strategies result in more
comparable samples across countries. In the present study, we do not develop extensive
corrections for the sampling composition differences. As mentioned earlier, we have
decided to keep the years of schooling in the FIMS datasets corresponding to the
further cycles, i.e., 7–9 years, to improve comparability.

Constructs Mathematics consists of several different content areas that together form
the construct of mathematics. These domains are, for instance, arithmetic, algebra, and
probability. In the mathematics studies of IEA, the content domains have varied slightly
between the different studies. Tables 3 and 4 overview the assessment cycles in terms
of the proportion of items in the different mathematical content areas as well as the
terminology applied for the processes of comprehension. It is noticeable that the studies
used different terms for the processes and contents. However, often such differences are
not substantive but rather terminological.

For instance, the content area Statistics in SIMS was refined to Data representation,
analysis, and probability in the early TIMSS cycles and in 2015, Data and chance have
been used since 2007. The cognitive domains were described in more detail in the old
studies and early TIMSS cycles, whereas three domains: knowing, applying, and
reasoning have been used consistently since 2007.

Concerning the proportion of items from the various content areas, it is noticeable
that in the most recent cycles of TIMSS, the terminology and the proportion of the
items in the different content areas are more aligned. However, the differences in the
earlier studies are rather small and in most cases are a result of restructuring the areas
based on curricula analyses of the participating education systems. Given the extent of
overlaps in the content areas, we conclude that the tests were intended to measure the
same construct over time.

Measurement characteristics In all studies, several mathematics tests were adminis-
tered to the students, who completed these in a given time. The studies investigated in
the present study used a matrix sampling design except for FIMS. In FIMS, the 13-
year-olds received three booklets with 70 items in total and a complete range of content
areas varying in difficulty level in each of them (Thorndike 1967), and 60 min were
given for each of these tests (see Tables 3 and 4 for more details). In SIMS, the
mathematics test consisted of five different tests. A scheme of matrix sampling was
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applied with a core test and four rotated tests (Schmidt et al. 1992). The core test was
the same for all students and comprised 40 items. The other four tests (A-D)
were comprised of 34 tasks each and were constructed through stratified
randomization of the remaining items.

In TIMSS 1995, the test conditions were somewhat different from the previous
assessments in that students also took a test consisting of science items. Another
difference was that TIMSS 1995 used a complex matrix sampling. The test items were
allocated to 26 different clusters, labeled A through Z. Then the 26 clusters were
assembled into eight booklets. Each student completed one booklet, for which students
were given 90 min. Of the 26 clusters, eight take 12 min, 10 take 22 min, and eight take
10 min. All students took the core cluster (cluster A), comprising six mathematics and
six science multiple-choice items. The seven focus clusters appear in at least three
booklets, and the ten breadth clusters appear in only one booklet. The eight free-
response clusters, each containing 10 min of short-answer and extended-response
items, were each assigned to two booklets. The overall pool of items contained
151 mathematics items, including 125 multiple-choice items, 19 short-answer
items, and 7 extended-response items. In total 198 unique testing minutes were
needed for mathematics.

In further TIMSS studies, the test approach was similar to that used in 1995. TIMSS
uses a matrix-sampling approach that involves packaging the entire assessment pool of
mathematics and science items at each grade level into sets of student achievement
booklets, with each student completing just one booklet. The number of booklets has
varied slightly over the years. Each item appears in two booklets, providing a mech-
anism for linking together the student responses from the various booklets. Booklets are
distributed among students in participating classrooms so that the groups of students
completing each booklet are approximately equivalent in terms of student ability. To
assemble a comprehensive picture of the achievement for the entire student population,
TIMSS uses IRT scaling methods which allow for taking advantage of individual
students’ responses to the booklets that they are assigned. This approach reduces the
testing time that would otherwise be an impossible student burden.

Finding anchor items For FIMS, data were downloaded from the study website3 to
determine the item IDs, while the test documentation available was used to study the
specific questions comprising the items. The datasets alongside the test instrument of
SIMS were gathered from the study website.4 To obtain information about the TIMSS
studies the available datasets, as well as the accompanying documentation, were
downloaded from the IEA Study Data Repository.5

Each item has an associated content category (e.g., Algebra), and sometimes a more
specific topic (e.g., Equations and formulas), and a cognitive domain (e.g., Reasoning).
For every item, there might be several of these categories, as every study employed
different sets of categories. Items in SIMS are listed in Travers and Westbury (1989).
To find the linked items, however, for each item of the FIMS study, a short description
was used to map it to the items in the SPSS file of the SIMS study. To verify the

3 http://www.ips.gu.se/english/Research/research_databases/compeat/Before_1995/FIMS/
4 https://ips.gu.se/english/Research/research_databases/compeat/Before_1995/SIMS
5 https://www.iea.nl/data

Educational Assessment, Evaluation and Accountability (2021) 33:71–103 81

http://www.ips.gu.se/english/Research/research_databases/compeat/Before_1995/FIMS/
https://ips.gu.se/english/Research/research_databases/compeat/Before_1995/SIMS
https://www.iea.nl/data


validity of the links in some cases the original phrasing of the items was used to
compare the items. To find the links between the items used in SIMS and TIMSS 1995,
SPSS item descriptions of the TIMSS studies were used. Furthermore, the item
descriptions of the already published items were used to check single items for overlap.
The TIMSS studies employ a unified set of variable IDs for the items in the SPSS files.
It was therefore easy to map the anchoring items.

For every item, we checked its type: multiple-choice or constructed-response, the
maximally reachable points, and in the case of multiple-choice items, the number of
response categories. Four items used in both FIMS and SIMS required a constructed
response in FIMS but were multiple choice-items in SIMS. These items have been
treated as different items in further analysis. To conclude, we have found that there
were 37 items out of 70 in FIMS that were repeated in SIMS, nine of which were
repeated in TIMSS 1995, and 18 items in SIMS out of a pool of 199 items that were
repeated in TIMSS 1995.

3.4 Missing data

It is useful to distinguish three types of missing responses in the respective datasets:
not-administrated, omitted, and not-reached items. In the datasets of the older studies,
the various types of missing data were not distinguished. The average omission rate per
item was below 10% in all the four countries in FIMS, with Israel having the highest
average of 9%. According to the documentation of the study, the omission rate in SIMS
was less than 5% in England, Japan, and the USA; however, in Israel, the average
omission rate per item was 19% (Robitaille 1989). Detailed item statistics for all
TIMSS cycles are reported in the documentation of the respective studies.6 Table 5
shows the proportion of students who did not finish the respective TIMSS mathematics
tests, which varied considerably between countries and studies.

Not-administrated answers were treated as missing responses, while omitted re-
sponses were treated as incorrect answers both when estimating item parameters and
scoring. We have chosen to treat the not-reached items at the end of the tests as if they
were not administrated, i.e., missing for item calibration to avoid comparability issues
between the assessment cycles (see Gustafsson and Rosén 2006). In contrast, not-
reached items were treated as incorrect responses when student proficiency scores were
generated. This approach is in line with the procedures of handling missing responses
in the TIMSS studies (see, e.g., Foy and Yin 2016). Cases and items with all missing
responses were excluded from the calibration.

3.5 Design

The present study uses a nonequivalent groups with anchor test (NEAT; Von Davier
and Von Davier 2007) design for linking. The NEAT design is based on three
assumptions. First, there are different populations of examinees, each of which can
take one of the tests and the anchor test. Second, the samples are independently and
randomly drawn from the populations. Third, the tests to be linked are all

6 https://www.iea.nl/publications/study-reports/other-reports
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unidimensional and the local independence assumption holds (Hambleton et al. 1991).
These assumptions are assumed to be fulfilled based on the procedures described in the
documentation of the respective studies.7

The item parameter estimation was conducted by concurrent calibration (Wingersky
and Lord 1984) of all items in all studies, thus the parameters for all tests are
automatically put on the same scale, and therefore, no linear transformation is neces-
sary. We have chosen the concurrent procedure for three main reasons. This method
provides smaller standard errors and involves fewer assumptions than other IRT
procedures, and good linking may be achieved with as few as five common items or
less (Wingersky and Lord 1984). The third benefit was particularly important because
of the relatively small number of anchor items (18) between SIMS and TIMSS 1995.
Kolen and Brennan (2014) have reviewed a number of simulation studies for compar-
ing IRT scale transformation methods. They concluded that the concurrent calibration
procedure was more accurate than separate estimation when the data fit the IRT model
but it might be less robust to violations of the IRT assumptions than separate estimation
methods. Moreover, in contrast to the TIMSS concurrent calibration procedure, we
pooled all data from all cycles and performed the item calibration. Hence, we used
more information, i.e., responses for anchor items that typically span over more than
two cycles as shown in Fig. 1.

Table 5 Proportion of students who did not finish the respective test (%)

TIMSS 1995 TIMSS 1999 TIMSS 2003 TIMSS 2007 TIMSS 2011 TIMSS 2015

Israel 16.89 15.47 3.47 17.61 11.39 9.69

Japan 2.77 1.75 1.05 4.17 2.95 1.94

US 6.43 3.98 1.47 5.26 5.45 7.29

England 4.89 3.82 1.27 3.93 4.97 4.01
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Item parameters were estimated simultaneously while the parameters of the anchor
items were assumed identical in each sample. We used Angoff’s delta plot method
(Angoff and Ford 1973) for the detection of differential item functioning (DIF) to
investigate the fulfillment of this assumption, i.e., the item parameter drift between
cycles using the deltaPlotR package (Magis and Facon 2014). It is a score-based and
relative DIF method that compares the proportions of correct responses in the reference
group and the focal group and DIF items are flagged concerning the set of all items in
the test (Magis and Facon 2014). Magis and Facon (2014) argue that the main benefit
of relative DIF methods is that the identification of DIF items relies on the particular
items themselves, in contrast with traditional DIF methods, which use fixed detection
thresholds arising only from asymptotic statistical distributions.

Data management was done with SPSS 25; IRT analyses were performed with the R
package TAM (Robitzsch et al. 2019), employing an expectation-maximization algo-
rithm to achieve marginal maximum likelihood estimates of the item parameters
outlined by Bock and Aitkin (1981). The latent normal distribution of student profi-
ciency was assumed.

3.6 IRT modeling

First, we compared three models, in which different IRT models were used for different
item types. In model 1, dichotomous items, i.e., multiple-choice items and constructed-
response items that were scored as either correct or incorrect were modeled using the
Rasch model that gives the probability that a student s with the unobserved mathemat-
ics ability θs gives the correct answer to item i as follows:

Pis xis ¼ 1jθs; bið Þ ¼ exp θs−bi½ �
1þ exp θs−bi½ � ð1Þ

in which

& xis is the response of student s to item i (0 or 1 if correct),
& θs is the ability of student s, and
& bi is the location/difficulty parameter of item i.

For polytomous items, i.e., constructed response items requiring an extended response
were scored for partial credit, with 0, 1, and 2 as the possible score levels, and were
scaled using the partial credit model (pcm; Masters 1982) that gives the probability that
a student with proficiency θs will have, for item i, a response xis that is scored in the lth

of mi ordered score categories as:

Pis xis ¼ ljθs; bi; di;l;…; di;mi−1
� � ¼

exp ∑1
y¼0 θs−bi þ di;v

� �h i

∑mi−1
g¼0 exp ∑g

y¼0 θs−bi þ di;v
� �h i ð2Þ

in which
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& mi is the number of response categories for item i, and
& di, l is the category l threshold parameter of item i.

In model 2, for dichotomous items, we used a 2-parameter logistic (2PL) model that
gives the probability that a student s with the unobserved mathematics ability θs gives
the correct answer to item i as follows:

Pis xis ¼ 1jθs; bi; aið Þ ¼ exp ai θs−bið Þ½ �
1þ exp ai θs−bið Þ½ � ð3Þ

in which ai is the slope/discrimination parameter of item i.
Polytomous items were calibrated using a generalized partial credit model (gpcm;

Muraki 1992). The fundamental equation of this model gives the probability that a
student with proficiency θs will have, for item i, a response xis that is scored in the lth of
mi ordered score categories as:

Pis xis ¼ ljθs; bi; ai; di;l;…; di;mi−1
� � ¼

exp ∑1
y¼0ai θs−bi þ di;v

� �h i

∑mi−1
g¼0 exp ∑g

y¼0ai θs−bi þ di;v
� �h i ð4Þ

in which

& mi is the number of response categories for item i, and
& di, l is the category l threshold parameter of item i.

In model 3, we followed a similar modeling approach to that in modern IEA studies,
i.e., for multiple-choice items, we used the 3-parameter logistic (3PL) model, which
accommodates guessing by adding a lower-asymptote parameter (Eq. 5), and for
dichotomous constructed response items the 2PL model, and for polytomous items
the gpcm model (see Eq. 4).

Pis xis ¼ 1jθs; bi; ai; cið Þ ¼ ci þ 1−ci
1þ exp ai θs−bið Þ½ � ð5Þ

in which ci is the lower asymptote/guessing parameter of item i.
We assessed the fit of the above-described three models. Based on model fit and

model comparison results, we selected one of the models for item calibration and
person scoring.

3.7 Concurrent calibration

The calibration of the item parameters and the estimation of students’ abilities were
done in two steps. First, we calibrated the item parameters according to the chosen
model onto the same IRT scale using data from all studies and countries using senate
weights, thus, each country contributed equally. Senate weights that sum to 500 for
each country’s student data were applied (stratum weights in SIMS were rescaled to
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sum to 500). There were no weight variables in the FIMS 1964 datasets; therefore,
individuals within a country were weighted equally, to sum up to 500. Where two
grades were sampled, senate weights were rescaled so that each grade weighted equally
within a country. The second step was to use the estimated item parameter estimates
with the recoded dataset for person scoring. The recoding concerned the not reached
items as described previously.

Based on the item parameter estimates, we fitted the model on the recoded dataset
and computed students’ mathematics ability scores by drawing five plausible values
(PVs) using the expected a-posteriori method. The estimated abilities were converted to
scale scores; thus, we transformed each PV on a metric with a mean of 500 and a
standard deviation of 100 points across time. We used the transformed scores to
compute the mean mathematics achievement for the respective country per study
following Rubin’s (1987) rules.

4 Results

4.1 Linking

The number of common and bridging mathematics items of the achievement scales is
shown in Fig. 1. Travers and Westbury (1989) list 41 items in SIMS that have been
used in FIMS, whereas Robitaille (1990) refers to 35 anchor items. The anchor items
between FIMS and SIMS are also listed in the Swedish report on SIMS with a total
number of 40 (Murray and Liljefors 1983). We identified 37 items for bridging these
studies (i.e., first bridge). The 199 SIMS items listed by Travers and Westbury (1989)
were successfully identified. However, not every educational system used all 199
items: England used 185, Israel 186, Japan 185, and the USA 189. Eighteen items
are common in SIMS and TIMSS 1995 (i.e., second bridge). Seven out of these items
were repeated in TIMSS 2003.

We applied the delta plot method on all seven bridges between adjacent time points.
As shown in Fig. 2, a total number of three items were flagged for DIF in the first two
bridges, i.e., from FIMS to SIMS, and from SIMS to TIMSS 1995, respectively. No
DIF items were detected in the rest of the bridges. We have decided to exclude these
items from the calibration. Twelve non-anchor items were excluded due to missing
answers in all countries. Overall, we used 893 items in the concurrent calibration. The
descriptive statistics of the anchor items are shown in Table 8, Appendix B. We can
observe that the proportion of correct answers ranges from 0.11 to 0.92; thus, the
anchor items have a wide range of difficulty among test-taker across time.

Model fit and comparison results are presented in Table 6. First, the standardized
root mean square root of squared residuals (SRMSR; Maydeu-Olivares 2013), which is
based on comparing residual correlations of item pairs were calculated for each model.
Second, the Akaike information criteria (AIC; Akaike 1974) and the Bayesian infor-
mation criteria (BIC; Schwarz 1978) were calculated alongside the pairwise likelihood
ratio tests. The smaller criteria measures are preferred. In addition, for item fit, root
mean square deviance (RMSD) statistics were calculated. RMSD ranges from 0 to 1,
with larger values representing poorer item fit. The results range between 0.005 and
0.170 for model 1, between 0.002 and 0.096 for model 2, and between 0.004 and 0.103
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Table 6 Model fit and model comparison results

SRMSR AIC BIC

Model 1 .057 7,848,113 7,857,597

Model 2 .038 7,727,623 7,746,106

Model 3 .038 7,715,877 7,740,679
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for model 3. We conclude that model 2 fits the data better than model 1 and well
enough to choose it over the more complicated model 3.8 Therefore, we have chosen
the 2PL model for the purpose of parsimony i.e. the 3PL model did not provide
considerable improvement in fitting the data.

4.2 Trends

Trends of the mean achievement of the educational systems are represented in Fig. 3.
We compared the results within countries using the z statistic. The z statistic to test
whether the means differ can be calculated as follows:

z ¼ θS2−θS1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
se2S2 þ se2S1

p ð3Þ

where θS2 and θS1 are the country means, seS2 and seS1 are the standard errors of the
means in two adjacent studies/cycles. The comparisons revealed that the average
performance between adjacent cycles in England significantly changed over time,
except in 1999 and 2003. In Japan, the average performance change was significant
across time except in 1999, 2007, and 2011. In the USA, the average performance
changed significantly only in the assessment cycles between 1995 and 2003. In the case
of Israel, according to the accompanying documentation of TIMSS 2015, the data is
only comparable for measuring trends from 2011 to 2015, due to changes in transla-
tions and increasing population coverage. Therefore, we cannot compare the whole
trend line with those reported by the IEA (Mullis et al. 2016). In our analyses, the
change between the average levels of performance was not significant from 2011 to
2015, while all the other changes were statistically significant.

We compared the trends of the new IRT scores with those of the original tests,
hereinafter referred to as old scores and scale. The reports of these two studies
contained number-correct scores overall but noticeably more emphasis was put on
reporting by content areas. Therefore, we constructed the scales of FIMS and
SIMS by standardizing the number-correct scores and scaling them to a metric
with a mean of 500 and a standard deviation of 100 points. The TIMSS scales
were obtained using the original PVs.

The country performance changes over time showed similar trends as observed with
the newly estimated scale described above. There are quite substantial country differ-
ences in changes from FIMS to SIMS as shown in Fig. 3. Robitaille (1990) analyzed
the achievement change from FIMS to SIMS and reported the country’s average
percent correct by three major areas of the curriculum: arithmetic, algebra, and geom-
etry and measurement (p. 403). We calculated the average achievement across these
content areas and the decline in the case of England and Israel was similar to each other,
8 and 9%, respectively, while Japan’s average achievement increased by 1%, and there
was a 1% decrease in the US. Our results are in line with this comparison in terms of
magnitude. In the more recent studies, we found small deviations in the trends on three

8 Item parameter estimates are available along with the documentation upon request from the corresponding
author.
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occasions, England in 2003 and 2011, and the US in 2015, i.e., the statistical signif-
icance of the mean changes between adjacent cycles differed from those in the new
scale. The combined trend lines by country are shown in Fig. 4.
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Concerning the position of the countries in the rank orders by year, we can observe
minor deviations between the old and the newly estimated scales in the first two
studies. The only case, where this deviation is significant, is Israel’s position in SIMS.
A possible explanation is that both the omission rate and the proportion of students who
did not finish the test was considerably higher in Israel than in the other countries.
Country means of the average achievement of the old scales are shown in Fig. 5.

5 Discussion and conclusions

The main purpose of the present study was to construct comparable trend
measures of mathematics achievement as assessed by IEA, i.e., TIMSS and
its predecessors. In order to achieve this aim, we investigated the degree of
similarity of all eight studies on mathematics from the First International
Mathematics Study (FIMS) administered in 1964 to the most recent cycle of
TIMSS in 2015. In contrast to a previous attempt by Afrassa (2005), we used a
different linking method to explore the old IEA studies on mathematics in
relation to the TIMSS cycles. We were able to link mathematics achievement
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for the population of grade 8 students for the four countries that participated in
all ILSAs. Thereby we achieved scores that can be compared from 1964 up to
2015. The trends revealed in the present study are largely in line with the
originally reported trends with the advantage of being put on the same scale.

We evaluated the stability of this scale with respect to four criteria: (1)
trends are not influenced by different purposes of the various assessments
because the respective assessments were designed to compare the performance
of different educational entities; and (2) comparable target samples exist for
secondary and upper secondary schools but not in primary school. With respect
to the test conditions (3) and the constructs (4), our review revealed a high
degree of similarity as the earlier studies served as a model for the later studies.
Overall, our analyses indicate a sufficient degree of similarity across the
assessments.

Several challenges were encountered and further research is needed to ex-
plore the robustness of the linking. A possible limitation of the study lies in the
within-country comparability because of the populations sampled in FIMS and
subsequent studies. The IEA shifted from age-based to grade-based sampling
with TIMSS. In contrast, the OECD applies an age-based sampling method in
the Programme for International Student Assessment (PISA; Adams and Wu
2003) of 15-year-old students. These differences show that attempts to achieve
comparability in terms of age and schooling have been approached differently.
Between-country comparability difficulties add further complexity because of
school entry age differences. It is not possible to define the target population in
such a way that both age and grade are balanced across all countries. The IEA
sampling strategy change is an unsolvable issue but we tried to tackle it with as
good approximations of homogenous samples over time as possible.

Another limitation of our study is that we did not take sample characteristics
into account in person scoring. As reported in the documentation of the TIMSS
studies (see, e.g., Martin and Mullis 2000), to enhance the reliability of the
student scores, their scaling approach uses a process known as conditioning.
Thus, all available background data are included in the model, thereby account-
ing for the relationships between background variables, such as gender and
ethnicity, to provide an accurate representation of these underlying
relationships.

Finally, further research including more countries could reveal more trend
information, as well as more possibilities to investigate cross-cultural differ-
ences. A possibility for expanding to more countries is to scale the data from
all countries in each assessment separately and link the results onto the scale
estimated in the present study.
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Appendix 1. Participating educational systems

Table 7 Participating educational systems in the respective studies on mathematics

FIMS SIMS TIMSS

1964 1980 1995 1999 2003 2007 2011 2015

Algeria x

Armenia x x x x

Australia x x x x x x x

Austria x

Bahrain x x x x

Belgium x

Belgium (Flemish) x x x x

Belgium (French) x x

Bosnia and Herzegovina x

Botswana x x x x

Bulgaria x x x x

Canada x x x

Canada (Britsh Colombia) x

Canada (Ontario) x

Chile x x x x

Chinese Taipei (Taiwan) x x x x x

Colombia x x

Cyprus x x x x

Czech Republic x x x

Denmark x

Egypt x x x

El Salvador x

England - GBR x x x x x x x x

Estonia x

Finland x x x x

France x x x

Georgia x x x

Germany x x

Ghana x x x

Greece x

Honduras, Republic of x

Hong Kong-CHN x x x x x x x

Hungary x x x x x x x

Iceland x

Indonesia x x x x

Iran, Islamic Republic of x x x x x x

Ireland x x

92 Educational Assessment, Evaluation and Accountability (2021) 33:71–103



Table 7 (continued)

FIMS SIMS TIMSS

1964 1980 1995 1999 2003 2007 2011 2015

Israel x x x x x x x x

Italy x x x x x x

Japan x x x x x x x x

Jordan x x x x x

Kazakhstan x x

Korea, Republic of x x x x x x

Kuwait x x x

Latvia x x x

Lebanon x x x x

Lithuania x x x x x x

Luxemburg x

Macedonia, Republic of x x x

Malaysia x x x x x

Malta x x

Moldova, Republic of x x

Mongolia x

Morocco x x x x x

Netherlands x x x x x

New Zealand x x x x x x

Nigeria x

Norway x x x x x

Oman x x x

Palestinian Nat’l Auth. x x x

Philippines x x

Portugal x

Qatar x x x

Romania x x x x x

Russian Federation x x x x x x

Saudi Arabia x x x x

Scotland - GBR x x x x x

Serbia x x

Singapore x x x x x x

Slovak Republic x x x

Slovenia x x x x x x

South Africa x x x x x

Spain x

Swaziland (Eswatini) x

Sweden x x x x x x x

Switzerland x

Syrian Arab Republic x x x
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Appendix 2. Descriptive statistics of the anchor items

Table 8 Descriptive statistics of the anchor items

Item N Missing Proportion correct Variance

RM1PTI2 24,099 151,840 0.79 0.17

RM1PTI3 34,255 141,684 0.82 0.15

RM1PTI4 46,312 129,627 0.66 0.22

RM1PTI5 23,350 152,589 0.53 0.25

RM1PTI6 34,263 141,676 0.57 0.25

RM1PTI8 33,167 142,772 0.54 0.25

RM1PTI10 23,488 152,451 0.30 0.21

RM1PTI11 28,051 147,888 0.73 0.20

RM1PTI12 25,754 150,185 0.44 0.25

RM1PTI14 28,591 147,348 0.45 0.25

RM1PTI22 23,149 152,790 0.26 0.19

RM1PTI23 23,627 152,312 0.63 0.23

RM1PTI24 39,401 136,538 0.74 0.19

RM1PTI25 24,103 151,836 0.75 0.19

RM1PTI26 27,294 148,645 0.59 0.24

RM1PTI27 34,104 141,835 0.62 0.23

RM1PTI28 23,869 152,070 0.62 0.23

RM1PTI30 28,364 147,575 0.38 0.24

RM1PTI31 74,519 101,420 0.80 0.16

RM1PTI32 22,955 152,984 0.52 0.25

RM1PTI33 41,435 134,504 0.73 0.20

RM1PTI34 33,566 142,373 0.54 0.25

RM1PTI36 26,880 149,059 0.67 0.22

RM1PTI37 23,102 152,837 0.40 0.24

RM1PTI38 44,172 131,767 0.47 0.25

Table 7 (continued)

FIMS SIMS TIMSS

1964 1980 1995 1999 2003 2007 2011 2015

Thailand x x x x x x

Tunisia x x x x

Turkey x x x x

Ukraine x x

United Arab Emirates x x

US x x x x x x x x

Total number 12 20 42 38 47 50 45 40
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Table 8 (continued)

Item N Missing Proportion correct Variance

RM1PTI39 23,750 152,189 0.63 0.23

RM1PTI40 23,284 152,655 0.55 0.25

RM1PTI46 32,959 142,980 0.49 0.25

RM1PTI48 24,193 151,746 0.75 0.19

RM1PTI49 39,011 136,928 0.66 0.22

RM1PTI53 33,558 142,381 0.65 0.23

RM1PTI55 39,182 136,757 0.53 0.25

RM1PTI66 20,790 155,149 0.30 0.21

RM1PTI67 43,759 132,180 0.51 0.25

RM1PTI69 36,928 139,011 0.54 0.25

ys002 36,025 139,914 0.58 0.24

ys021 16,812 159,127 0.48 0.25

ys069 13,187 162,752 0.85 0.13

ys097 25,647 150,292 0.53 0.25

ys109 13,173 162,766 0.78 0.17

ys135 54,781 121,158 0.61 0.24

ys143 28,132 147,807 0.66 0.22

ys162 22,381 153,558 0.73 0.20

M012001S 50,140 125,799 0.61 0.24

M012002S 50,241 125,698 0.76 0.18

M012004S 50,279 125,660 0.54 0.25

M012005S 49,680 126,259 0.61 0.24

M012007S 23,327 152,612 0.75 0.19

M012009S 22,941 152,998 0.67 0.22

M012010S 23,285 152,654 0.52 0.25

M012011S 23,246 152,693 0.70 0.21

M012012S 23,268 152,671 0.75 0.19

M012013S 20,909 155,030 0.59 0.24

M012014S 20,952 154,987 0.81 0.16

M012015S 20,738 155,201 0.68 0.22

M012016S 20,710 155,229 0.55 0.25

M012018S 17,409 158,530 0.71 0.20

M012019S 17,418 158,521 0.59 0.24

M012020S 17,246 158,693 0.75 0.19

M012021S 17,549 158,390 0.77 0.18

M012022S 17,397 158,542 0.56 0.25

M012023S 17,484 158,455 0.81 0.15

M012024S 17,534 158,405 0.82 0.15

M012025S 21,015 154,924 0.79 0.17

M012026S 20,927 155,012 0.48 0.25

M012027S 21,025 154,914 0.63 0.23

M012028S 20,830 155,109 0.73 0.20
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Table 8 (continued)

Item N Missing Proportion correct Variance

M012029S 20,810 155,129 0.68 0.22

M012030S 21,054 154,885 0.45 0.25

M012032S 17,563 158,376 0.60 0.24

M012033S 17,539 158,400 0.71 0.21

M012034S 17,542 158,397 0.41 0.24

M012035S 17,551 158,388 0.53 0.25

M012040S 20,935 155,004 0.75 0.19

M012041S 21,011 154,928 0.68 0.22

M012044S 17,368 158,571 0.85 0.13

M012045S 17,522 158,417 0.92 0.08

M012046S 17,250 158,689 0.58 0.24

M012047S 17,424 158,515 0.60 0.24

M012048S 17,449 158,490 0.82 0.15

M022002S 6010 169,929 0.27 0.20

M022004S 6021 169,918 0.55 0.25

M022005S 6003 169,936 0.38 0.24

M022010S 6038 169,901 0.67 0.22

M022016S 5998 169,941 0.48 0.25

M022021S 5595 170,344 0.47 0.25

M022043S 10,557 165,382 0.78 0.17

M022049S 10,550 165,389 0.67 0.22

M022050S 10,498 165,441 0.39 0.24

M022057S 10,528 165,411 0.72 0.20

M022062S 10,546 165,393 0.40 0.24

M022066S 10,534 165,405 0.54 0.25

M022097S 10,535 165,404 0.78 0.17

M022101S 10,540 165,399 0.81 0.15

M022104S 10,528 165,411 0.80 0.16

M022105S 10,520 165,419 0.46 0.25

M022108S 10,512 165,427 0.60 0.24

M022127S 6046 169,893 0.27 0.20

M022135S 6023 169,916 0.45 0.25

M022139S 6018 169,921 0.39 0.24

M022142S 5984 169,955 0.51 0.25

M022144S 6017 169,922 0.54 0.25

M022146S 6015 169,924 0.64 0.23

M022154S 6018 169,921 0.59 0.24

M022181S 10,521 165,418 0.86 0.12

M022185S 6000 169,939 0.57 0.25

M022188S 6023 169,916 0.46 0.25

M022189S 6028 169,911 0.81 0.15

M022191S 6024 169,915 0.64 0.23
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Table 8 (continued)

Item N Missing Proportion correct Variance

M022194S 6012 169,927 0.59 0.24

M022196S 6016 169,923 0.63 0.23

M022198S 5993 169,946 0.46 0.25

M022199S 5897 170,042 0.45 0.25

M022251S 5988 169,951 0.31 0.21

M022252S 6022 169,917 0.76 0.18

M022257S 10,525 165,414 0.54 0.25

M032047S 7777 168,162 0.50 0.25

M032094S 7751 168,188 0.65 0.23

M032097S 4427 171,512 0.33 0.22

M032100S 7750 168,189 0.62 0.24

M032116S 7750 168,189 0.46 0.25

M032132S 7751 168,188 0.63 0.23

M032142S 4424 171,515 0.51 0.25

M032160S 4427 171,512 0.24 0.18

M032163S 4424 171,515 0.56 0.25

M032166S 7776 168,163 0.74 0.19

M032198S 4424 171,515 0.48 0.25

M032205S 4424 171,515 0.63 0.23

M032273S 4427 171,512 0.79 0.17

M032294S 4427 171,512 0.61 0.24

M032295S 7778 168,161 0.84 0.14

M032324S 7751 168,188 0.39 0.24

M032331S 7778 168,161 0.32 0.22

M032352S 7778 168,161 0.71 0.21

M032397S 7751 168,188 0.58 0.24

M032398S 7778 168,161 0.51 0.25

M032402S 7751 168,188 0.47 0.25

M032416S 4426 171,513 0.32 0.22

M032419S 7751 168,188 0.56 0.25

M032424S 7778 168,161 0.61 0.24

M032477S 7750 168,189 0.57 0.25

M032507S 7778 168,161 0.45 0.25

M032523S 7925 168,014 0.37 0.23

M032525S 6201 169,738 0.62 0.24

M032529S 4427 171,512 0.43 0.24

M032540S 4427 171,512 0.71 0.21

M032575S 4427 171,512 0.53 0.25

M032579S 7925 168,014 0.66 0.22

M032595S 7776 168,163 0.64 0.23

M032623S 7778 168,161 0.46 0.25

M032626S 7776 168,163 0.52 0.25
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Table 8 (continued)

Item N Missing Proportion correct Variance

M032662S 7751 168,188 0.29 0.20

M032673S 7776 168,163 0.62 0.23

M032679S 7777 168,162 0.65 0.23

M032698S 4427 171,512 0.49 0.25

M032701S 6201 169,738 0.87 0.12

M032704S 6201 169,738 0.67 0.22

M032721S 7776 168,163 0.45 0.25

M032738S 7778 168,161 0.78 0.17

M042015S 9634 166,305 0.79 0.17

M042016S 6006 169,933 0.56 0.25

M042024S 6006 169,933 0.73 0.20

M042031S 5998 169,941 0.55 0.25

M042032S 5998 169,941 0.72 0.20

M042041S 6006 169,933 0.79 0.17

M042049S 9647 166,292 0.70 0.21

M042052S 9646 166,293 0.73 0.20

M042060S 9677 166,262 0.69 0.21

M042067S 6006 169,933 0.41 0.24

M042076S 9647 166,292 0.56 0.25

M042077S 6006 169,933 0.60 0.24

M042100S 9647 166,292 0.72 0.20

M042109S 9636 166,303 0.49 0.25

M042112S 9636 166,303 0.48 0.25

M042120S 9677 166,262 0.74 0.19

M042132S 9636 166,303 0.34 0.22

M042150S 6006 169,933 0.51 0.25

M042152S 5998 169,941 0.52 0.25

M042158S 9636 166,303 0.69 0.22

M042177S 5997 169,942 0.65 0.23

M042179S 5998 169,941 0.76 0.18

M042182S 9646 166,293 0.69 0.21

M042183S 9677 166,262 0.70 0.21

M042196S 9634 166,305 0.72 0.20

M042202S 9647 166,292 0.67 0.22

M042203S 9677 166,262 0.63 0.23

M042234S 9677 166,262 0.67 0.22

M042235S 6006 169,933 0.68 0.22

M042236S 5998 169,941 0.63 0.23

M042240S 9646 166,293 0.63 0.23

M042243S 9677 166,262 0.57 0.24

M042245S 5998 169,941 0.37 0.23

M042252S 9636 166,303 0.53 0.25
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Table 8 (continued)

Item N Missing Proportion correct Variance

M042255S 9677 166,262 0.71 0.21

M042257S 9636 166,303 0.47 0.25

M042260S 6005 169,934 0.80 0.16

M042261S 9636 166,303 0.74 0.19

M042268S 9647 166,292 0.30 0.21

M042269S 5998 169,941 0.69 0.21

M042271S 9647 166,292 0.62 0.24

M052006S 6937 169,002 0.49 0.25

M052016S 6937 169,002 0.46 0.25

M052017S 6214 169,725 0.65 0.23

M052021S 6962 168,977 0.90 0.82

M052024S 6949 168,990 0.61 0.24

M052034S 6953 168,986 0.59 0.24

M052035S 6937 169,002 0.58 0.24

M052036S 6954 168,985 0.44 0.25

M052039S 7009 168,930 0.58 0.24

M052041S 6937 169,002 0.21 0.17

M052042S 6962 168,977 0.40 0.24

M052044S 6962 168,977 0.51 0.25

M052046S 6949 168,990 0.36 0.23

M052047S 6962 168,977 0.44 0.25

M052048S 7009 168,930 0.26 0.19

M052057S 6937 169,002 0.64 0.23

M052058AS 6949 168,990 0.74 0.19

M052058BS 6949 168,990 0.32 0.22

M052063S 6949 168,990 0.52 0.25

M052064S 6937 169,002 0.58 0.24

M052066S 6937 169,002 0.60 0.24

M052067S 7009 168,930 0.68 0.22

M052068S 7009 168,930 0.31 0.21

M052072S 6949 168,990 0.63 0.23

M052073S 6954 168,985 0.54 0.25

M052078S 6953 168,986 0.44 0.25

M052079S 7009 168,930 0.65 0.23

M052082S 6949 168,990 0.59 0.24

M052083S 6949 168,990 0.43 0.25

M052087S 7009 168,930 0.28 0.20

M052090S 6962 168,977 0.48 0.25

M052092S 6949 168,990 0.41 0.24

M052094S 6962 168,977 0.33 0.22

M052095S 6962 168,977 0.48 0.25

M052103S 6937 169,002 0.59 0.24
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Table 8 (continued)

Item N Missing Proportion correct Variance

M052105S 6954 168,985 0.32 0.22

M052110S 6954 168,985 0.42 0.24

M052115S 7009 168,930 0.60 0.24

M052117S 6954 168,985 0.17 0.14

M052121AS 6962 168,977 0.56 0.25

M052121BS 6962 168,977 0.11 0.10

M052125S 6949 168,990 0.54 0.25

M052126S 6937 169,002 0.22 0.17

M052130S 6954 168,985 0.42 0.24

M052131S 6962 168,977 0.50 0.25

M052134S 6953 168,986 0.78 0.17

M052142S 6937 169,002 0.48 0.25

M052146AS 6949 168,990 0.50 0.25

M052146BS 6949 168,990 0.24 0.18

M052147S 7009 168,930 0.49 0.25

M052161S 6949 168,990 0.75 0.19

M052170S 6936 169,003 0.51 0.25

M052174AS 6954 168,985 0.55 0.25

M052174BS 6954 168,985 0.33 0.22

M052204S 7009 168,930 0.49 0.25

M052208S 7009 168,930 0.23 0.18

M052209S 6937 169,002 0.77 0.18

M052215S 7009 168,930 0.65 0.23

M052217S 6962 168,977 0.43 0.25

M052229S 6949 168,990 0.51 0.25

M052364S 7009 168,930 0.65 0.23

M052407S 6954 168,985 0.67 0.22

M052410S 6936 169,003 0.59 0.24

M052413S 6953 168,986 0.75 0.19

M052417S 6936 169,003 0.53 0.25

M052418AS 6949 168,990 0.43 0.24

M052418BS 6949 168,990 0.56 0.25

M052419AS 7009 168,930 0.76 0.18

M052419BS 7009 168,930 0.85 0.13

M052421S 7009 168,930 0.54 0.25

M052422AS 6962 168,977 0.79 0.17

M052422BS 6962 168,977 0.65 0.23

M052426S 6954 168,985 0.79 0.17

M052501S 6937 169,002 0.38 0.24

M052502S 6954 168,985 0.69 0.21

M052505S 6962 168,977 0.86 0.12
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