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#### Abstract

We consider the posets of equivalence relations on finite sets under the standard embedding ordering and under the consecutive embedding ordering. In the latter case, the relations are also assumed to have an underlying linear order, which governs consecutive embeddings. For each poset we ask the well quasi-order and atomicity decidability questions: Given finitely many equivalence relations $\rho_{1}, \ldots, \rho_{k}$, is the downward closed set $\operatorname{Av}\left(\rho_{1}, \ldots, \rho_{k}\right)$ consisting of all equivalence relations which do not contain any of $\rho_{1}, \ldots, \rho_{k}$ : (a) well-quasi-ordered, meaning that it contains no infinite antichains? and (b) atomic, meaning that it is not a union of two proper downward closed subsets, or, equivalently, that it satisfies the joint embedding property?
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## 1 Introduction

Embedding orderings of different types of combinatorial structures have over the years proved a fruitful field of research with a pleasing mix of combinatorics and order theory. R. Fraïssé was the most notable pioneer of this interface between combinatorics and model theory, and his monograph [8] remains an excellent introduction. The most prominent structures that have been investigated in this context include graphs, different types of digraphs, permutations and words. By considering all finite structures of a given type up to isomorphism, and fixing an appropriate notion of what it means for one structure to embed into another, one is faced with a countably infinite poset which typically has a very complex structure. The challenge then is to try and gain insights into this infinite poset. One way of doing this is by investigating downward closed subsets, which can be equivalently described as avoidance sets, i.e. sets of all structures which do not contain any of a (finite or infinite) list of structures. By restricting

[^0]to those sets defined by finitely many forbidden substructures one can phrase questions as algorithmic decidability problems.

Thus, fixing a collection of finite combinatorial structures $\mathcal{C}$ and a property $\mathcal{P}$, one can ask whether the following problem is algorithmically decidable: given finitely many structures $A_{1}, \ldots, A_{k} \in \mathcal{C}$ does the downward closed set $\operatorname{Av}\left(A_{1}, \ldots, A_{k}\right)$, which consists of all members of $\mathcal{C}$ which do not contain any of the $A_{i}$, satisfy property $\mathcal{P}$.

Two properties that have been much investigated are well quasi-order and atomicity. The former means absence of infinite antichains (as well as infinite descending chains, but this is automatic for collections of finite structures); the latter is equivalent to the joint embedding property - for any two members in the poset there is a member that contains them both.

Over the years there has been considerable variance in nomenclature in literature for these two properties. Well quasi-order has been called finite basis property in Higman's seminal paper [9], where he also states that partial well-order was used by Erdös and Rado. Atomic sets were called ideals in [8], as well as ages and directed sets. We have selected the term well quasi-order as it seems to have become common in recent literature, and atomicity as it expresses the structural significance of this property as can be seen in [15, Section 3.3] in the case of permutations.

There are many papers dealing with this subject matter, most notably on well quasi-order in graphs. For example, the wqo problem for the ordinary subgraph ordering is decidable as an immediate consequence of [5]. The Graph Minor Theorem [14] asserts that under the minor ordering (which is, strictly speaking not an embedding ordering) the set of all graphs is wqo (and hence the wqo problem is trivially decidable). By way of contrast, the wqo problem is wide open for some other natural orderings, notably the induced subgraph ordering. The same is true for some special classes or variations of graphs, such as bipartite graphs, digraphs and tournaments, as well as for other combinatorial structures, notably permutations. One further exception is provided by the case of words over a finite alphabet under the (scattered) subword ordering, where the entire poset is wqo due to the so-called Higman's Lemma [9], which we will briefly review in Section 2, and hence the wqo problem for downward closed classes in this case is trivially decidable. We refer the reader to the first half of [4] for a motivational survey; [11] takes a more comparative-combinatorial viewpoint, and [12] is the most up to date survey focussing on graphs. Turning to the atomicity problem, a good introduction into the concept and its structural significance is given in [15]. A recent major result shows that the property is undecidable for the induced subgraph ordering [2]. The problem is still open for permutations, but [3] shows that atomicity is undecidable for '3-dimensional' permutations, i.e. sets with three linear orders.

An embedding ordering that has recently come to prominence is the so-called consecutive ordering. For words, this would be the usual consecutive subword (sometimes called factor) ordering. In permutations, this ordering arises when the entries are required to embed consecutively in one (out of the two available) dimensions/linear orders. We refer the reader to [6] for a survey of this ordering for permutations, and [7] for some recent insights into the structure of the resulting poset. In general, to be able to define consecutive ordering, one requires the presence of a linear order in the language for our combinatorial structures. In [1] it is proved that the wqo problem is decidable for the consecutive embedding ordering on words over a finite alphabet. This was taken further in [13], where it was proved that wqo is also decidable for the consecutive embedding ordering on permutations, and that atomicity is decidable for consecutive embedding orderings on both words and permutations. In all these cases the key idea is to re-interpret the problem in terms of subpath ordering on the set of all paths in a finite digraph.

Motivated by these similarities and the desire to gain more understanding into the general behaviour of consecutive orderings, in this paper we take another type of very elementary combinatorial structure, namely equivalence relations. Of course, they do not come naturally equipped with a linear order, so to be able to consider consecutive orderings we add one to the signature for our structures. In order to fill a somewhat surprising gap in literature, we also consider the (non-consecutive) embedding ordering for equivalence relations.

Thus we arrive at the topic and content of the present paper: we investigate the collection of all equivalence relations on finite sets under two orderings - the standard (or non-consecutive) embedding ordering and the consecutive embedding ordering. We will consider decidability of the well quasi-order and atomicity problems under each ordering. Our first result proves that the collection is well quasi-ordered under the non-consecutive embedding order; therefore, the well quasi-order problem is trivially decidable. For the remaining cases, we will find equivalent conditions to well quasi-order or atomicity, and decidability will follow by showing these conditions to be testable. The condition for atomicity under the non-consecutive embedding order can be stated now, whereas the conditions for the consecutive embedding order need more introduction and so are not given at this stage. Hence our main theorems are:

- The collection of equivalence relations under the non-consecutive embedding order is well quasi-ordered (Theorem 3.4);
- A collection defined by finitely many forbidden equivalence relations under the nonconsecutive embedding order is atomic if and only if, for each forbidden equivalence relation, all of its classes have the same size (Theorem 4.4); in particular, the atomicity problem is decidable for such collections (Theorem 4.5);
- The well quasi-order problem is decidable for collections defined by finitely many forbidden equivalence relations under the consecutive embedding order (Theorems 9.3, 9.4);
- The atomicity problem is decidable for collections defined by finitely many forbidden equivalence relations under the consecutive embedding order (Theorems 10.6, 10.8).

The paper is organised as follows. We begin by giving some necessary preliminary results and notation in Section 2. Following this we look at wqo and atomicity for equivalence relations under the non-consecutive embedding order. In Section 3 we show that the poset of finite equivalence relations under the non-consecutive embedding order is wqo (Theorem 3.4). Then in Section 4 we answer the atomicity problem for the poset of equivalence relations under the non-consecutive embedding order (Theorem 4.5).

Sections 5-10 tackle the well quasi-order and atomicity problems for the poset of finite equivalence relations under the consecutive embedding order. We will relate the poset of equivalence relations in an avoidance set to the poset of paths in certain finite digraphs. We rely on results from [13] which give criteria for these posets of paths to be well quasi-ordered or atomic; these are introduced in Section 5. Section 6 introduces the technical tools needed to apply these to equivalence relations, and we utilise these tools in Section 7 to give criteria for wqo in two particular cases. To tackle the remaining case, in Section 8 we introduce a new poset of coloured equivalence relations; combining these results enables us to answer the wqo problem in general in the affirmative (Theorem 9.4). Finally, in Section 10 we answer the atomicity problem for the poset of equivalence relations under the consecutive embedding ordering (Theorem 10.8). The paper concludes with some remarks and open problems in Section 11.

## 2 Preliminaries

An equivalence relation, considered as a relational or combinatorial structure, is simply a pair ( $X, \rho$ ), where $X$ is a set and $\rho \subseteq X \times X$ is a binary relation which is reflexive, symmetric and transitive.

Often we will denote an equivalence relation $(X, \rho)$ as a list of its equivalence classes, separated by vertical bars. For example, $|1| 2|\ldots| n \mid$ is the equality relation on $\{1, \ldots, n\}$, whereas $|12 \ldots n|$ is the full relation. The equivalence class of an element $x \in X$ is denoted $\rho_{x}$.

We will consider two posets of equivalence relations; the first of them will use the standard embedding ordering on relational structures:

Definition 2.1 The (non-consecutive) embedding ordering on equivalence relations is given by $(X, \rho) \leq(Y, \sigma)$ if and only if there is an injective function $f: X \rightarrow Y$ such that $(x, y) \in \rho$ if and only if $(f(x), f(y)) \in \sigma$ for all $x, y \in X$. We also say that $(X, \rho)$ is a sub-equivalence relation of $(Y, \sigma)$, and that $f$ is an embedding of $(X, \rho)$ into $(Y, \sigma)$.

Associated with this definition of embedding is the following definition of isomorphism. Two equivalence relations $(X, \rho)$ and $(Y, \sigma)$ are isomorphic if there is a bijection $f: X \rightarrow Y$ such that for all $x, y \in X$ we have $(x, y) \in \rho$ if and only if $(f(x), f(y)) \in \sigma$, and we will write $(X, \rho) \cong(Y, \sigma)$; this is equivalent to $\rho$ and $\sigma$ having the same number of equivalence classes of any size. Observe that if $X, Y$ are finite, then $(X, \rho) \cong(Y, \sigma)$ if and only if $(X, \rho) \leq(Y, \sigma)$ and $(Y, \sigma) \leq(X, \rho)$. We will consider isomorphic equivalence relations to be equal, and gather the finite ones into a set $\mathcal{E q}$. It can be seen that every equivalence relation on a finite set is isomorphic to an equivalence relation on a subset of $\mathbb{N}$ so, without loss of generality, from now on we limit our considerations to equivalence relations of this form. In fact, we will almost always work with equivalence relations on the set $[n]=[1, n]=\{1, \ldots, n\}$ for some $n \in \mathbb{N}$. With these conventions, the set of equivalence relations is an infinite poset under the non-consecutive embedding order, denoted by ( $\mathcal{E q}, \leq$ ).

Our second poset will use a consecutive embedding ordering, for which we will need our underlying sets to be linearly ordered.

Definition 2.2 Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and $Y=\left\{y_{1}, \ldots, y_{m}\right\}$, and let $\leq_{X}$ and $\leq_{Y}$ be linear orders on $X$ and $Y$ respectively so that $x_{1} \leq_{X} \quad x_{2} \leq_{X} \quad \cdots \leq_{X} \quad x_{n}$ and $y_{1} \leq_{Y} \quad y_{2} \leq_{Y}$ $\cdots \leq_{Y} y_{m}$. A mapping $f: X \rightarrow Y$ is contiguous (or consecutive) if there exists $k$ such that $f\left(x_{i}\right)=y_{k+i-1}$ for all $i \in[1, n]$.

Note that contiguous maps are always injective.
Definition 2.3 Let $(X, \rho),(Y, \sigma)$ be equivalence relations, and let $\leq_{X}$ and $\leq_{Y}$ be linear orders on $X$ and $Y$. We say that ( $X, \rho$ ) embeds consecutively in $(Y, \sigma)$ if there is a consecutive embedding $f: X \rightarrow Y$. This is written $(X, \rho) \leq_{\text {cons }}(Y, \sigma)$, and we say that $(X, \rho)$ is a consecutive sub-equivalence relation of $(Y, \sigma)$.

As with the non-consecutive embedding ordering, we have a notion of isomorphism under the consecutive embedding ordering. Two equivalence relations ( $X, \rho$ ) and $(Y, \sigma)$ are isomorphic if there is a contiguous bijection $f: X \rightarrow Y$ such that for all $x, y \in X$ we have $(x, y) \in \rho$ if and only if $(f(x), f(y)) \in \sigma$; this is written $(X, \rho) \cong_{\text {cons }}(Y, \sigma)$. If $X, Y$ are finite, then $(X, \rho) \cong_{\text {cons }}(Y, \sigma)$ if and only if $(X, \rho) \leq_{\text {cons }}(Y, \sigma)$ and $(Y, \sigma) \leq_{\text {cons }}(X, \rho)$. Again, we will consider isomorphic relations to be equal and gather the finite ones into a set $\overline{E q}$. And again note that every equivalence relation on a finite set is isomorphic to an
equivalence relation on a finite subset of $\mathbb{N}$, where we take the linear order to be the natural order. Again, without loss of generality, we will restrict our considerations to equivalence relations of this type, and we will almost always work with equivalence relations with underlying set $[1, n]$ for some $n \in \mathbb{N}$. With these conventions, the set of equivalence relations is an infinite poset under the consecutive embedding order, denoted by ( $\overline{\mathcal{E q}}, \leq$ cons ).

If $(X, \rho)$ is an equivalence relation on $n$ points, we will define the length of $\rho$ to be $|\rho|=n$.
Example 2.4 We have $|12| 3\left|\leq_{\text {cons }}\right| 1|23| 4 \mid$ via the contiguous embedding $1 \mapsto 2$, $2 \mapsto 3,3 \mapsto 4$; therefore $|12| 3|\leq|1| 23| 4 \mid$ as well. Similarly, $|12| 3|\leq|1| 24| 3 \mid$, via the embedding $1 \mapsto 2,2 \mapsto 4,3 \mapsto 3$. This embedding is clearly not contiguous, and it is easy to check that neither of the two possible contiguous mappings [3] $\rightarrow$ [4] are embeddings; therefore $|12| 3 \mid \not \leq$ cons $|1| 24|3|$. Finally, $|12| 3|\not \subset| 1|2| 3|4| 5 \mid$ since it is not possible to map the class of size two injectively to a class of size one.

We will be interested not only in the two posets ( $\mathcal{E q}, \leq$ ) and ( $\bar{E} q, \leq$ cons ), but also their downward closed subsets, for which we establish the basic terminology now.

Definition 2.5 Let $(X, \leq)$ be a poset and $Y \subseteq X$. We say that $Y$ is downward closed if whenever $x \in Y$ and $y \leq x$ we have that $y \in Y$.

Definition 2.6 Let $(X, \leq)$ be a poset and $B \subseteq X$. The avoidance set of $B$ under the order $\leq$ is the downward closed set

$$
\operatorname{Av}(B)=\{x \in X: y \not \leq x \quad \forall y \in B\}
$$

the set of elements which avoid B.
If $C \subseteq X$ is downward closed, then it can be expressed as an avoidance set $C=\operatorname{Av}(B)$ for some set $B$, e.g. $B=X \backslash C$. Moreover, if $X$ has no infinite descending chains, as is the case with ( $\mathcal{E q}, \leq$ ) and ( $\overline{\mathcal{E q}}, \leq$ cons ), we can take $B$ to be the set of minimal elements of $X \backslash C$; this choice of $B$ is the unique antichain such that $C=\operatorname{Av}(B)$, and will be called the basis of $C$. In this case, if $B$ is finite, we say that $C$ is finitely based.

Example 2.7 In $(\mathcal{E q}, \leq)$ the downward closed set $\operatorname{Av}(|12|)$ consists of all identity equivalence relations, whereas in $\left(\overline{\mathcal{E q}}, \leq_{\text {cons }}\right)$ the set $\operatorname{Av}(|12|)$ consists of all equivalence relations in which no two consecutive elements belong to the same equivalence class. By way of contrast, $\mathrm{Av}(|1| 2 \mid)$ consists of all full relations in each of the posets.

We will be investigating two structural, order theoretic properties for the posets ( $\mathcal{E q}, \leq$ ) and ( $\overline{E q}, \leq_{\text {cons }}$ ) and their downward closed sets, namely well quasi-order and atomicity. The latter is quicker to introduce, so we do this first.

Definition 2.8 A downward closed set $C$ in a poset $(X, \leq)$ is atomic if $C$ cannot be expressed as a union of two downward closed, proper subsets.

The following equivalent formulation is well-known, and easy to prove directly; see [8, Section 2.3.11] or [10, Theorem 7.1]:

Proposition 2.9 A downward closed set $C$ in a poset $(X, \leq)$ is atomic if and only if $C$ satisfies the joint embedding property (JEP): for every pair of elements $x, y \in C$ there is an element $z \in C$ such that $x \leq z$ and $y \leq z$.

As mentioned in the Introduction, atomic sets have appeared in literature under several different names, in addition to the JEP, with terms such as ideals, ages and directed sets all used in [8]. Examples of atomic sets include the avoidance set of any single relation of arity $\geq 2$ ( $[8$, Section 8.1.2]), the avoidance set of a single word under the subword ordering, or the avoidance set of a single permutation under the subpermutation ordering.

Example 2.10 Consider the poset ( $\mathcal{E q}, \leq$ ). The entire poset is atomic. To see this, we check the JEP. So let $(X, \rho)$ and $(Y, \sigma)$ be arbitrary. Without loss assume that $X$ and $Y$ are disjoint. On the set $X \cup Y$ define a relation $\rho \oplus \sigma$ by

$$
(x, y) \in \rho \oplus \sigma \quad \Leftrightarrow \quad(x, y \in X \text { and }(x, y) \in \rho) \text { or }(x, y \in Y \text { and }(x, y) \in \sigma)
$$

and it is clear that $(X \cup Y, \sigma \oplus \rho)$ embeds both $(X, \sigma)$ and $(Y, \rho)$. On the other hand consider the downward closed set $\operatorname{Av}(|12| 3 \mid)$. If $(X, \rho)$ belongs to this set, and if $\rho$ has a non-singleton class, then $\rho$ cannot have another class. Therefore $\operatorname{Av}(|12| 3 \mid)=\operatorname{Av}(|12|) \cup$ $\operatorname{Av}(|1| 2 \mid)$, and so $\operatorname{Av}(|12| 3 \mid)$ is not atomic.

Definition 2.11 The atomicity problem for finitely based downward closed sets of a poset $(X, \leq)$ is the algorithmic decidability problem, which takes as its input a finite set $B \subseteq X$ and asks whether or not $\operatorname{Av}(B)$ is atomic.

As indicated in the introduction, in this paper we are going to prove that the atomicity problem is decidable in both $(\mathcal{E q}, \leq)$ (Theorem 4.5) and ( $\bar{E} q, \leq$ cons $)$ (Theorem 10.8).

We now move to the property of being well quasi-ordered.
Definition 2.12 A poset ( $X, \leq$ ) is well quasi-ordered (or wqo) if it contains no infinite antichains and no infinite descending chains.

Note that because embedding orderings respect size, and we are dealing with finite structures, the non-existence of infinite descending chains is automatic, and so the wqo property is equivalent to the absence of infinite antichains. Also note that even though we are working with partially ordered sets, we will use the term well quasi-ordered, rather than well partially ordered or partially well ordered, in order to keep with the prevailing usage in the literature.

Example 2.13 In Section 3 we prove that ( $\mathcal{E q}, \leq$ ) is wqo. The poset of equivalence relations under the consecutive embedding order is not well quasi-ordered; an infinite antichain is given by the set $\{|1 n| 2|\ldots| n-1 \mid: n=1,2, \ldots\}$.

Definition 2.14 The wqo problem for finitely based downward closed sets of a poset ( $X, \leq$ ) is the algorithmic decidability problem, which takes as its input a finite set $B \subseteq X$ and asks whether or not $\operatorname{Av}(B)$ is wqo.

We make the following straightforward observations:

## Lemma 2.15 (i) Any subset of a wqo set is also wqo.

(ii) If $X$ is a poset and $Y$ is a finite subset of $X$, then $X$ is wqo if and only if $X \backslash Y$ is wqo.

Since ( $\mathcal{E q}, \leq$ ) is wqo, it follows that all its downward closed subsets are also wqo, and the wqo problem is trivial in this case. In the case of ( $\overline{\mathcal{E q}}, \leq$ cons $)$ the problem is non-trivial, and we will prove it is decidable in Section 9.

A key tool in establishing wqo in different contexts is the so-called Higman's Lemma. The result was originally proved in a general context of universal algebra, but we only give a specialisation to free semigroups and an immediate corollary that will be of use to us.

Definition 2.16 Let $\left(X, \leq_{X}\right)$ be a poset and $X^{*}$ be the set of words over $X$. We define the domination order $\leq_{X^{*}}$ on $X^{*}$ by

$$
x_{1} x_{2} \ldots x_{k} \leq X^{*} y_{1} y_{2} \ldots y_{l}
$$

if and only if there is a subsequence $j_{1}<j_{2}<\ldots<j_{k}$ of $[1, l]$ such that $x_{t} \leq x y_{j_{t}}$ for $t=1, \ldots, k$.

Lemma 2.17 [Higman's Lemma, [9]] Let $\left(X, \leq_{X}\right)$ be a poset and $\left(X^{*}, \leq_{X^{*}}\right)$ be the poset of words over $X$ with the domination order. If $X$ is wqo under $\leq_{X}$ then $X^{*}$ is wqo under $\leq_{X^{*}}$.

Corollary 2.18 The set of finite sequences of natural numbers is wqo under the ordering given by

$$
\left(x_{1}, \ldots, x_{k}\right) \leq\left(y_{1}, \ldots, y_{l}\right) \Leftrightarrow x_{i} \leq y_{j_{i}} \text { for some } 1 \leq j_{1}<\cdots<j_{k} \leq l .
$$

## 3 WQO Under the Non-Consecutive Embedding Ordering

The purpose of this section is to show that the poset of equivalence relations under the nonconsecutive embedding order is wqo. To do this we need to show that this poset contains no infinite antichains.

We begin by introducing another ordering on finite sequences of natural numbers, the prefix domination order. We then express the non-consecutive embedding order on equivalence relations in terms of both the prefix domination order and the usual domination order on the sizes of its classes. These results will allow us to tackle the wqo and atomicity problems for our poset by looking at the domination order and prefix domination order respectively.

Definition 3.1 Let $\sigma=\left(\sigma_{1}, \ldots, \sigma_{k}\right), \tau=\left(\tau_{1}, \ldots, \tau_{l}\right)$ be finite sequences of natural numbers. We say that $\sigma$ is related to $\tau$ under the prefix domination order, written $\sigma \leq_{p} \tau$, if and only if $k \leq l$ and $\sigma_{i} \leq \tau_{i}$ for $i=1, \ldots, k$.

In what follows we will use the term 'decreasing' for a sequence in which each entry is less than or equal to the entry preceding it.

Lemma 3.2 If $\sigma, \tau$ are finite decreasing sequences of natural numbers then $\sigma \leq \tau$ under the domination ordering if and only if $\sigma \leq_{p} \tau$.

Proof $(\Leftarrow)$ This direction follows immediately from the definitions. $(\Rightarrow)$ Let $\sigma \leq \tau$ under the domination order and suppose $\sigma=\left(\sigma_{1}, \ldots, \sigma_{k}\right), \tau=\left(\tau_{1}, \ldots, \tau_{l}\right)$. Then there is a sequence $j_{1}<\cdots<j_{k}$ from $[1, l]$ such that $\sigma_{i} \leq \tau_{j_{i}}$ for each $i$. Since $j_{i} \geq i, \tau_{j_{i}} \leq \tau_{i}$ for each $i$. This means that $\sigma_{i} \leq \tau_{j_{i}} \leq \tau_{i}$ for each $i$, so it is true that $\sigma \leq_{p} \tau$.

Given an equivalence relation $(X, \rho)$ with equivalence classes $C_{1}, \ldots, C_{N}$ in decreasing size order, we will assign to $(X, \rho)$ the sequence of natural numbers $\left(\left|C_{1}\right|,\left|C_{2}\right|, \ldots\left|C_{N}\right|\right)$ and denote this sequence $\pi(X, \rho)$, or just $\pi(\rho)$.

Lemma 3.3 If $(X, \rho),(Y, \sigma)$ are equivalence relations, the following are equivalent:
(i) $(X, \rho) \leq(Y, \sigma)$ under the non-consecutive embedding order;
(ii) $\pi(X, \rho) \leq \pi(Y, \sigma)$ under the domination order;
(iii) $\pi(X, \rho) \leq_{p} \pi(Y, \sigma)$ under the prefix domination order.

Proof Let $(X, \rho),(Y, \sigma)$ have equivalence classes $C_{1}, \ldots, C_{n}$ and $K_{1}, \ldots K_{m}$ respectively, listed in order of decreasing size.
(iii) $\Rightarrow$ (ii) If $\pi(X, \rho) \leq_{p} \pi(Y, \sigma)$ then by Lemma 3.2 we have that $\pi(X, \rho) \leq \pi(Y, \sigma)$ under the domination order.
(ii) $\Rightarrow$ (i) Suppose $\pi(X, \rho) \leq \pi(Y, \sigma)$ under the domination order, so there is a sequence $j_{1}<j_{2}<\ldots<j_{n}$ of $[1, m]$ such that $\left|C_{t}\right| \leq\left|K_{j_{t}}\right|$ for $t \in[1, n]$. This means that we can define an injective mapping $f$ from the set of equivalence classes of $\rho$ to those of $\sigma$ by sending $C_{t}$ to $K_{j_{t}}$ for each $t$. This is an injective function $f: X \rightarrow Y$ such that if $x, y \in X$ then

$$
x \leq_{\rho} y \Leftrightarrow f(x) \leq_{\sigma} f(y) .
$$

Therefore, $(X, \rho) \leq(Y, \sigma)$ as required.
(i) $\Rightarrow$ (iii) Suppose $(X, \sigma) \leq(Y, \rho)$, so there is an injective function $f: X \rightarrow Y$ that preserves equivalence classes. It is clear that $n \leq m$ and $f$ induces an injective mapping $f^{\prime}:[1, n] \rightarrow[1, m]$ such that $f$ maps $C_{i}$ to $K_{f^{\prime}(i)}$ for $i=1, \ldots, n$. Note that $\left|C_{i}\right| \leq\left|K_{f^{\prime}(i)}\right|$ for $i=1, \ldots, n$. Consider an arbitrary $t \in[1, n]$. If $t \leq f^{\prime}(t)$ then $\left|C_{t}\right| \leq\left|K_{f^{\prime}(t)}\right| \leq\left|K_{t}\right|$ as required. If $t>f^{\prime}(t)$ then there exists $j<t$ such that $f^{\prime}(j) \geq t$. Then we have that $\left|C_{t}\right| \leq\left|C_{j}\right| \leq\left|K_{f^{\prime}(j)}\right| \leq\left|K_{t}\right|$, so $\pi(X, \rho) \leq_{p} \pi(Y, \sigma)$, completing the proof.

Theorem 3.4 The poset of equivalence relations on finite sets under the non-consecutive embedding order is well quasi-ordered.

Proof Aiming for a contradiction, suppose that there is an infinite antichain of equivalence relations $\left(X_{1}, \rho_{1}\right),\left(X_{2}, \rho_{2}\right), \ldots$ Applying $\pi$ to each element of this antichain gives the sequence $\pi\left(X_{1}, \rho_{1}\right), \pi\left(X_{2}, \rho_{2}\right), \ldots$ of finite sequences of natural numbers. By Corollary 2.18, finite sequences of natural numbers are well quasi-ordered, so $\pi\left(X_{i}, \rho_{i}\right) \leq$ $\pi\left(X_{j}, \rho_{j}\right)$ for some $i$ and $j$. Then by Lemma 3.3, $\left(X_{i}, \rho_{i}\right) \leq\left(X_{j}, \rho_{j}\right)$, a contradiction. We conclude that the poset of equivalence relations under the non-consecutive embedding order is wqo.

For completeness we record the following immediate result, obtained by combining Theorem 3.4 and Lemma 2.15i:

Corollary 3.5 All finitely based avoidance sets of equivalence relations under the nonconsecutive embedding order are wqo.

## 4 Atomicity Under the Non-Consecutive Embedding Ordering

Now we will consider atomicity for equivalence relations under the non-consecutive embedding ordering, and all avoidance sets in this section will be under this order. We begin with a couple of illustrative examples and then come to the main results of this section.

Example 4.1 Consider the avoidance set $C=\operatorname{Av}(|123| 456 \mid)$; it consists of all equivalence relations with at most one class of size $\geq 3$. Take two elements $\sigma, \rho \in C$ with equivalence classes $C_{1}, \ldots, C_{m}$ and $K_{1}, \ldots, K_{n}$ respectively, listed in order of decreasing size. Let $p=\max \left\{\left|C_{1}\right|,\left|K_{1}\right|\right\}$ and $t=\max \{m, n\}$. Now let $\theta$ be an equivalence relation with $t-1$ classes of size 2 and one class of size $p$, so $\pi(\theta)=(p, 2,2, \ldots, 2)$. Clearly $\theta \in C$, and by Lemma 3.3 we also have that $\sigma, \rho \leq \theta$. This means that $C$ satisfies the JEP and therefore is atomic by Proposition 2.9.

Example 4.2 Consider the avoidance set $C=\operatorname{Av}(|12| 3 \mid)$, which contains the equivalence relations $\sigma=|1| 2 \mid$ and $\rho=|12|$. Any equivalence relation containing both $\sigma$ and $\rho$ must contain | $12|3|$ and so cannot be in $C$. Hence $C$ does not satisfy the JEP and therefore by Proposition 2.9, $C$ is not atomic.

Definition 4.3 An equivalence relation is uniform if all its equivalence classes are the same size.

Theorem 4.4 If $C=\operatorname{Av}(B)$ is a finitely based avoidance set with basis $B$, then $C$ is atomic under the non-consecutive embedding order if and only if all elements of $B$ are uniform.
$\operatorname{Proof}(\Rightarrow)$ We prove the contrapositive, that if there is a non-uniform element $\sigma \in B$ then $C$ is not atomic. Suppose such a non-uniform element $\sigma$ exists with equivalence classes $C_{1}, \ldots, C_{m}$, listed in order of decreasing size. Let $\left|C_{1}\right|=k>1$ and suppose that $\sigma$ has $n$ classes of size $k$, so $\left|C_{1}\right|=\cdots=\left|C_{n}\right|=k$. Let $\alpha$ be a uniform equivalence relation consisting of $n$ classes $D_{1}, \ldots, D_{n}$ of size $k$. Let $\beta$ be an equivalence relation identical to $\sigma$ but with all classes of size $k$ replaced by classes of size $k-1$, and let the equivalence classes of $\beta$ be $E_{1}, \ldots, E_{m}$ in decreasing size order. Since $\alpha, \beta \npreceq \sigma$ and $B$ is a basis, we have that $\alpha, \beta \in C$.

Suppose there is an equivalence relation $\theta \in C$ such that $\alpha, \beta \leq \theta$. Say the equivalence classes of $\theta$ are $F_{1}, \ldots, F_{l}$ in decreasing size order. Since $\alpha \leq \theta$, by Lemma 3.3, $\left|F_{i}\right| \geq\left|D_{i}\right|=\left|C_{i}\right|$ for $i=1, \ldots, n$. Similarly, since $\beta \leq \theta$, Lemma 3.3 gives that $\left|F_{i}\right| \geq\left|E_{i}\right|=\left|C_{i}\right|$ for $i=n+1, \ldots, m$. Therefore $\left|F_{i}\right| \geq\left|C_{i}\right|$ for all $i$ and so $\sigma \leq \theta$ by Lemma 3.3, which is a contradiction, so $C$ does not satisfy the JEP and so is not atomic.
$(\Leftarrow)$ Now suppose that all the elements of $B=\left\{\rho_{1}, \ldots, \rho_{n}\right\}$ are uniform. Take two relations $\alpha, \beta \in C$. Suppose $\pi(\alpha)=\left(a_{1}, \ldots, a_{k}\right)$ and $\pi(\beta)=\left(b_{1}, \ldots, b_{l}\right)$. Without loss of generality, assume $k \geq l$. Let $\gamma$ be an equivalence relation with $\pi(\gamma)=\left(c_{1}, \ldots, c_{k}\right)$, where

$$
c_{i}= \begin{cases}\max \left\{a_{i}, b_{i}\right\}, & i \leq l \\ a_{i}, & i>l\end{cases}
$$

Lemma 3.3 immediately gives that $\alpha, \beta \leq \gamma$. To give atomicity, we will show that $\gamma \in C$. Aiming for a contradiction, suppose that $\rho_{j} \leq \gamma$ for some $j$. Suppose $\pi\left(\rho_{j}\right)=(p, p, \ldots, p)$, with length $q$; by Lemma 3.3, we have that $p \leq c_{i}$ for $i=1, \ldots q$. Without loss of generality, suppose $c_{q}=a_{q}$. Then, since $\pi(\alpha)$ is decreasing, for every $i=1, \ldots, q$ we have that $p \leq c_{q}=a_{q} \leq a_{i}$. This implies $\rho_{j} \leq \alpha$, a contradiction. Hence, $\gamma \in C$ is an equivalence relation containing both $\alpha$ and $\beta$, so $C$ satisfies the JEP and therefore is atomic by Proposition 2.9.

Theorem 4.5 It is decidable whether an avoidance set $C=\operatorname{Av}(B)$ of equivalence relations under the non-consecutive embedding order is atomic.

Proof Firstly, if $B$ is not a basis, we can reduce it to a basis by removing non-minimal elements. Then it easy to check whether all the basis elements are uniform, meaning that the condition of Theorem 4.4 is decidable and hence atomicity is decidable for avoidance sets of equivalence relations under the non-consecutive embedding order.

## 5 Digraphs: Definitions and Some Useful Results

In this section we state some necessary definitions related to digraphs and give two results from [13] which will be used in later sections. In the terminology of this paper, a digraph is
a structure with a single binary relation. However, to help the intuition and visualisation we will use terminology more familiar from graph theory, which we introduce now.

Definition 5.1 A digraph $G$ is a pair $(V, E)$, where $V$ is a set of vertices and $E$ is a set of edges, which are ordered pairs of vertices. If $(u, v) \in E$, we say that $u$ and $v$ are neighbours and that $u$ and $v$ are incident to the edge $(u, v)$.

Definition 5.2 A path in a digraph $(V, E)$ is an ordered sequence of vertices, written $v_{1} \rightarrow v_{2} \rightarrow \cdots \rightarrow v_{n}$, where $\left(v_{i}, v_{i+1}\right) \in E$ for $i=1, \ldots n-1$. The length of such a path is $n-1$. The start vertex and end vertex are $v_{1}$ and $v_{n}$ respectively. A simple path is a path whose vertices are all distinct. A cycle is a path of length at least one with $v_{1}=v_{n}$. A simple cycle is a cycle $v_{1} \rightarrow v_{2} \rightarrow \cdots \rightarrow v_{n}$ in which $v_{1}, \ldots, v_{n-1}$ are distinct.

Definition 5.3 Let $\pi=v_{1} \rightarrow v_{2} \rightarrow \cdots \rightarrow v_{n}$ and $\eta=u_{1} \rightarrow u_{2} \rightarrow \cdots \rightarrow u_{k}$ be paths in a digraph and suppose $v_{n}=u_{1}$. Then $\pi$ and $\eta$ can be concatenated to produce a new path

$$
\pi \eta=v_{1} \rightarrow v_{2} \rightarrow \cdots \rightarrow v_{n}=u_{1} \rightarrow u_{2} \rightarrow \cdots \rightarrow u_{k}
$$

If $\xi$ is a cycle, we will write the concatenation of $\xi$ with itself $m$ times as $\xi^{m}$.
Definition 5.4 The in-degree of a vertex $v$ in a digraph $G$ is the number of vertices $u$ such that $(u, v)$ is an edge in $G$. Similarly, the out-degree of $v$ is the number of vertices $u$ such that $(v, u)$ is an edge in $G$.

Definition 5.5 A cycle in a digraph is an in-cycle if at least one vertex has in-degree two or more but all vertices have out-degree one. A cycle is an out-cycle if all vertices have in-degree one but at least one vertex has out-degree two or more. A cycle is an in-out cycle if it contains at least one vertex of in-degree two or more and at least one vertex of out-degree two or more.

Definition 5.6 A digraph $G$ is strongly connected if there is a path between any pair of vertices in $G$.

Definition 5.7 A digraph is a bicycle if it consists of two disjoint simple cycles connected by a simple path, where only the start and end vertices of the path are in either cycle. We refer to the first cycle as the initial cycle and to the last cycle as the terminal cycle. Either of the cycles can be empty, and if one cycle is empty then the connecting path may be absent as as well. However, if neither cycle is empty then the connecting path must have length at least one.

Definition 5.8 A subpath of a path $v_{1} \rightarrow v_{2} \rightarrow \cdots \rightarrow v_{n}$ is any path $v_{i} \rightarrow v_{i+1} \rightarrow \cdots \rightarrow v_{k}$ with $1 \leq i \leq k \leq n$.

Definition 5.9 Let $G$ be a digraph. We define the subpath order on the set of paths in $G$ as follows. If $\pi, \eta$ are paths in $G$ then $\pi \leq \eta$ if and only if $\pi$ is a subpath of $\eta$.

The set of paths in a digraph forms a poset under the subpath order. The next two propositions from [13] give criteria for the poset of paths in a digraph to be well quasi-ordered and atomic.

Proposition 5.10 ([13, Theorem 3.1]) The poset of paths in a finite digraph $G$ under the subpath order is wqo if and only if $G$ contains no in-out cycles.

Proposition 5.11 ([13, Theorem 2.1]) The poset of paths in a digraph $G$ under the subpath order is atomic if and only if $G$ is strongly connected or a bicycle.

## 6 The Factor Graph of an Avoidance Set

We have already seen that the poset of equivalence relations under the non-consecutive embedding order is wqo. Now we look at the consecutive embedding order, and from now on all avoidance sets will be under this order so it will be written as $\leq$, rather than $\leq$ cons , and isomorphisms will be written $\cong$, rather than $\cong$ cons.

In Example 2.13 we saw that the poset of equivalence relations under the consecutive embedding order is not wqo, so now we are working towards showing decidability of wqo for avoidance sets. This section introduces the equivalence relation factor graph of an avoidance set $C$ and explores the relationship between the poset of paths in this graph and $C$. The ideas from this section will then be applied in Section 7 towards showing decidability of wqo for avoidance sets in general, and in Section 10 to establish decidability of atomicity.

Since we will be working under the consecutive embedding order, recall that all equivalence relations are equipped with a linear order - the natural order on $\mathbb{N}$. Given $(X, \rho)$, if $S \subseteq X$, we will denote the restriction of $\rho$ to points in $S$ by $\rho \upharpoonright_{s}$. It can be seen that the restriction of $(X, \rho)$ to $S$ yields a consecutive sub-equivalence relation, and any consecutive sub-equivalence relation of $(X, \rho)$ can be expressed as a restriction of $\rho$ to a subset of $X$. We will write $\rho \downarrow$ to denote the equivalence relation obtained from $\rho$ by changing the smallest element into a 1 , the second smallest into a 2 , and so on. In other words, $\rho \downarrow$ is the unique equivalence relation isomorphic to $\rho$ whose underlying set is [ $1,|\rho|]$. For example, if $\rho=|0| 23611|4550|$ and $S=\{3,4,5,6\}$ then $\rho \upharpoonright s=|36| 45 \mid$ and $\rho \downarrow=|1| 2367|458|$.

In what follows, $B$ will be a finite set of equivalence relations, $C=\operatorname{Av}(B)$, and $b=\max \{|\rho|: \rho \in B\}$. Note that we are not assuming that $B$ is necessarily the basis for $C$ (i.e. that it is an antichain). However, if $B$ is not a basis it can easily be reduced to one by removing the non-minimal elements. If $S \subseteq \mathbb{N}$ then $C_{S}$ will denote the set $\{\sigma \in C:|\sigma| \in S\}$.

We begin with the following easy observation, which relates wqo in an avoidance set $C$ to wqo in the subset $C_{[b, \infty)}$.

Lemma 6.1 A finitely based avoidance set $C$ is wqo if and only if $C_{[b, \infty)}$ is wqo.
Proof This follows immediately from Lemma 2.15(ii), taking $X=C$ and $Y=C_{[1, b-1]}$.
In [13] de Bruijn graphs are used to show decidability of wqo and atomicity for avoidance sets of words under the contiguous subword ordering. Furthermore, certain modifications of de Bruijn graphs are used to show decidability of wqo and atomicity for avoidance sets of permutations under the contiguous subpermutation ordering. Similarly, now we will introduce the equivalence relation factor graph, another modification of de Bruijn graphs, which we use to tackle the wqo and atomicity problems for our poset of equivalence relations.

We define $\bar{E} q_{b}$ to be the set of equivalence relations on the set $[1, b]$. We define $G_{b}$ to be the digraph with vertex set $\overline{\mathcal{E q}}_{b}$ and an edge from vertex $\mu$ to vertex $v$ if and only if $\mu\left\lceil_{[2, b]} \cong v{ }_{[1, b-1]}\right.$. We will define the equivalence relation factor graph $\Gamma_{B}$ of an avoidance set $C=\operatorname{Av}(B)$ to be the induced subgraph of $G_{b}$ with vertex set $C_{b}=C \cap \bar{E} q_{b}$. From now on we will use the shortening factor graph to refer to the equivalence relation factor graph. Now we give two examples of factor graphs.

Example 6.2 Let $B=\{|12| 3 \mid\}$ and consider $C=\operatorname{Av}(B)$. The factor graph of this avoidance set is shown in Fig. 1. Since the maximum length of an element of $B$ is $b=3$, the vertices are all equivalence relations on 3 points in $C$ :

$$
|1| 2|3|, \quad|13| 2|,|1| 23|, \quad|123| .
$$



Fig. 1 The factor graph of $\operatorname{Av}(|12| 3 \mid)$

There is an edge from $\sigma=|1| 2|3|$ to $\rho=|13| 2 \mid$ because

$$
\sigma \upharpoonright_{\{2,3\}}=|2| 3|\cong| 1|2|=\rho \upharpoonright_{\{1,2\}} .
$$

Example 6.3 Let $B=\overline{\mathcal{E q}}_{4} \backslash X$, where

$$
X=\{|1234|,|123| 4|,|1| 24| 3|,|134| 2|,|1| 23|4|,|124| 3 \mid\}
$$

and consider the avoidance class $C=\operatorname{Av}(B)$. The factor graph $\Gamma_{B}$ of $C$ is shown in Fig. 2.
Now we describe the relationship between elements in $C_{[b, \infty)}$ and paths in $\Gamma_{B}$. Let $\rho \in C_{[b, \infty)}$ and without loss of generality assume $\rho$ has underlying set [1, n]. We associate $\rho$ with the path $\Pi(\rho)$ in $\Gamma_{B}$ given by

$$
\begin{equation*}
\rho \upharpoonright_{[1, b]} \rightarrow \rho \upharpoonright_{[2, b+1]} \downarrow \rightarrow \cdots \rightarrow \rho \upharpoonright_{[n-b+1, n]} \downarrow . \tag{1}
\end{equation*}
$$

On the other hand, if $\pi=\mu_{1} \rightarrow \mu_{2} \rightarrow \ldots \rightarrow \mu_{k}$ is a path in $\Gamma_{B}$, we associate it with the set of equivalence relations

$$
\Sigma(\pi)=\left\{\rho \in C_{[b, \infty)}: \Pi(\rho)=\pi\right\} .
$$

Note that while every element of $C_{[b, \infty)}$ is associated with a unique path in $\Gamma_{B}$, a path in $\Gamma_{B}$ may be associated with several equivalence relations in $C_{[b, \infty)}$. The following properties follow directly from the definitions.

## Proposition 6.4 (i) If $\rho \in C_{[b, \infty)}$, then $\rho \in \Sigma(\Pi(\rho))$.

(ii) If $\pi$ is a path in $\Gamma_{B}$ and $\sigma \in \Sigma(\pi)$, then $\Pi(\sigma)=\pi$.

It will be possible to show a close relationship between the subpath order on $\Gamma_{B}$ and the consecutive embedding order on $C=\operatorname{Av}(B)$ which will be key in showing decidability of well quasi-order and atomicity for $C$. Sometimes we will refer to wqo of the poset of paths in a graph $G$ under the subgraph order simply as wqo of $G$.

Proposition 6.5 If $\sigma, \rho \in C_{[b, \infty)}$ and $\sigma \leq \rho$, then $\Pi(\sigma) \leq \Pi(\rho)$ under the subpath order in $\Gamma_{B}$.

Proof From the definition (1) of $\Pi(\rho)$, we have that for a contiguous subset $S \subseteq[1,|\rho|]$ the path $\Pi(\rho \upharpoonright s)$ is a subpath of $\Pi(\rho)$, and since $\sigma$ is on a contiguous subset of $[1,|\rho|]$, the result follows.


Fig. 2 The factor graph of $\operatorname{Av}(B)$ from Example 6.3

We will identify when every path in $\Gamma_{B}$ has a unique associated equivalence relation. It turns out that in this case the converse of Proposition 6.5 is also true, and the wqo problem for $C$ is reduced to that of wqo for $\Gamma_{B}$ under the subpath order, which we know is decidable by Proposition 5.10. We will show that this will be true if and only if $\Gamma_{B}$ does not contain some particular vertices, called ambiguous vertices. Then it will remain to tackle the question of wqo separately for factor graphs containing ambiguous vertices. We will use similar methods to tackle the atomicity problem in Section 10.

Given a path $\pi$ in the factor graph $\Gamma_{B}$, we can think of constructing an associated equivalence relation $\sigma \in \Sigma(\pi)$ by reading the vertices in order and adding to $\sigma$ the entries 1 to $n$ so that each vertex of $\pi$ is a consecutive sub-equivalence relation of $\sigma$. In this way, vertices can be thought of as giving instructions to place the next entry into a particular equivalence class. If $\pi$ is a path in a factor graph and $|\Sigma(\pi)|>1$, there must be at least one vertex in $\pi$ that gives more than one option for the position of the next entry of an equivalence relation in $\Sigma(\pi)$. Any such vertex must have its largest entry $b$ in a class of size one, otherwise the class of this entry would be uniquely determined by the classes of previous entries. This informs the next definition.

Definition 6.6 A vertex in a factor graph is a special vertex if the largest entry is in a class of size one.

Example 6.7 We return to the factor graph of $C=\operatorname{Av}(|12| 3 \mid)$, shown in Fig. 1; the vertex labeled $|1| 2|3|$ is special since 3 is in a class of size one, but the vertex $|1| 23 \mid$ is not special since 3 is in a class of size two.

We will now give an example showing that some, but not all, special vertices give rise to a choice for the next entry of some associated equivalence relations.

Example 6.8 Consider again the avoidance set $C=\operatorname{Av}(B)$ from Example 6.3, where $B=\overline{\mathcal{E q}}_{4} \backslash X$ and

$$
X=\{|1234|,|123| 4|,|1| 24| 3|,|134| 2|,|1| 23|4|,|124| 3 \mid\}
$$

The factor graph $\Gamma_{B}$ of $C$ is shown in Fig. 2. It can be seen that $|123| 4 \mid$ and $|1| 23|4|$ are the only special vertices. The equivalence relations associated with paths ending at | $123|4|$ only have one class, so it is not possible to add the new entry to an existing class at this vertex. This forces a new class to be added at | $123|4|$, meaning that $|123| 4 \mid$ is a special vertex which offers no choice in the position of the new entry. On the other hand, the vertex $|1| 23|4|$ can give a choice in the position of the next entry of an associated equivalence relation, for example the associated equivalence relations of the path

$$
|1| 24|3| \rightarrow|134| 2|\rightarrow| 1|23| 4 \mid
$$

include both | $16|245| 3 \mid$ and $|1| 245|3| 6 \mid$.
We will now address this distinction in special vertices, introducing ambiguous vertices as those which give a choice in the position of the next entry of at least one associated equivalence relation.

Definition 6.9 Suppose $C=\operatorname{Av}(B)$ is an avoidance set, $b$ is the maximum length of an element in $B$ and $\sigma \in C_{[b, \infty)}$. A class of $\sigma$ which does not contain any of the largest $b-1$ elements in $\sigma$ will be referred to as an inactive class.

Example 6.10 Consider the equivalence relation

$$
\sigma=|15| 23|467| \in \operatorname{Av}(|1| 2|3| 4 \mid) .
$$

Here $b=4$ and the largest three elements of $\sigma$ are 7,6 and 5 . The class $\{2,3\}$ does not contain any of these elements so is an inactive class. The class $\{4,6,7\}$ contains both 6 and 7 , so this is not an inactive class.

Definition 6.11 A special vertex $v$ is ambiguous if there is a vertex $\mu$ such that $(\mu, v)$ is an edge and there exists an equivalence relation $\sigma$ such that $\sigma$ has an inactive class and $\Pi(\sigma)$ ends at $\mu$.

Example 6.12 Following the discussion in Example 6.8, the vertex |123|4| in Fig. 2 is not ambiguous since any relation associated with a path ending at | 1234 | can only have one class, so cannot have any inactive classes. On the other hand, the vertex |1|23|4| is ambiguous since the relation $|1| 245|3|$ with associated path $|1| 24|3| \rightarrow|134| 2 \mid$ has an inactive class.

Proposition 6.13 Special vertices in cycles are always ambiguous.
Proof Let $\nu$ be a special vertex in a cycle $\pi$ and let $\mu$ be the vertex preceding $\nu$ in $\pi$. Without loss of generality, assume that $\pi$ starts and ends at $v$. Suppose $v$ has $t$ classes. Let $\eta$ be the concatenation of $\pi^{t}$ and the subpath of $\pi$ from $v$ to $\mu$. Consider any $\rho \in \Sigma(\eta)$ for which each of the $t+1$ visits to $v$ is an instruction to add a new class. Then $\rho$ has at least $t+1$ classes. Since $v$ has precisely $t$ classes, one of which is the singleton $\{b\}$, and since $(\mu, \nu)$ is an edge, $\mu$ has at most $t$ classes. Therefore $\rho$ has more classes than $\mu$, and hence at least one of them must be inactive, proving that $v$ is ambiguous.

Ambiguous vertices are the only vertices which do not necessarily uniquely determine the class of the next entry of an equivalence relation whose associated path contains that vertex. They allow the next entry to be added to an inactive class, if one exists, or to be the first element in a new class. This means that more than one equivalence relation may be associated with a path containing an ambiguous vertex. Therefore, if $\pi$ is a path containing ambiguous vertices, we can describe an equivalence relation $\sigma \in \Sigma(\pi)$ by specifying whether the next entry is added to a new class of $\sigma$ or to an inactive class of $\sigma$ at each ambiguous vertex. In this way, $\sigma$ is fully specified by $\pi$ and the location of the next entry of $\sigma$ for each ambiguous vertex of $\pi$.

Example 6.14 Let $B={\overline{\mathcal{E}} q_{4}}_{\text {S }}$, where

$$
Y=\{|1| 24|3|,|13| 24|,|13| 2| 4 \mid\}
$$

and consider the avoidance set $\operatorname{Av}(B)$, whose factor graph $\Gamma_{B}$ is shown in Fig. 3. Consider the path

$$
\pi=|1| 24|3| \rightarrow|13| 24|\rightarrow| 13|2| 4 \mid
$$

in $\Gamma_{B}$. Initially, the vertex $|1| 24|3|$ determines the classes of the first four entries of any element of $\Sigma(\pi)$. Similarly, the second vertex dictates that the fifth entry of any element of $\Sigma(\pi)$ is in the same class as the third entry. At this point, the class of the first entry is inactive. The third vertex is ambiguous since it is a special vertex in a cycle; on entering it the next entry of an element of $\Sigma(\pi)$ can either be placed in the inactive class or in a new class. This gives two relations in $\Sigma(\pi):|16| 24|35|$ and $|1| 24|35| 6 \mid$.

Lemma 6.15 If $\sigma, \rho \in C_{[b, \infty)}$ and $\Pi(\sigma), \Pi(\rho)$ contain no ambiguous vertices then $\sigma \leq \rho$ if and only if $\Pi(\sigma) \leq \Pi(\rho)$.

Proof $(\Leftarrow)$ Since there are no ambiguous vertices, $|\Sigma(\Pi(\sigma))|=|\Sigma(\Pi(\rho))|=1$, so $\Sigma(\Pi(\sigma))=\{\sigma\}$ and $\Sigma(\Pi(\rho))=\{\rho\}$ by Proposition 6.4. Since each path only has one associated equivalence relation, $\sigma$ must be a sub-equivalence relation of $\rho$ as required. $(\Rightarrow)$ This is immediate from Proposition 6.5.

A consequence of Lemma 6.15 is that there is a one-to-one correspondence between paths with no ambiguous vertices in $\Gamma_{B}$ and their associated equivalence relations in $C_{[b, \infty)}$. The next lemma follows immediately from Lemma 6.15.

Lemma 6.16 If a factor graph $\Gamma_{B}$ contains no ambiguous vertices and $\rho, \sigma \in C_{[b, \infty)}$ then $\sigma \leq \rho$ if and only if $\Pi(\sigma) \leq \Pi(\rho)$.

So far, we have enough information to give the following partial version of our intended result, which considers the special case in which the factor graph of $C=\operatorname{Av}(B)$ contains no ambiguous vertices.

Proposition 6.17 If the factor graph $\Gamma_{B}$ contains no ambiguous vertices then $C=\operatorname{Av}(B)$ is wqo if and only if $\Gamma_{B}$ is wqo.

Proof By Lemma 6.16, the poset of paths in $\Gamma_{B}$ is isomorphic to the poset of equivalence relations in $C_{[b, \infty)}$, and so $C_{[b, \infty)}$ is wqo if and only if $\Gamma_{B}$ is wqo. Then by Lemma 6.1, $C$ is wqo if and only if $\Gamma_{B}$ is wqo.


Fig. 3 The factor graph of $\operatorname{Av}(B)$ from Example 6.14

## 7 Two Types of Cycles Which Imply Non-WQO

The purpose of this section is to show non-wqo for avoidance sets of equivalence relations whose factors graphs contain an in-out cycle or a special vertex in a cycle. We do this by utilising the relationship between the poset of paths in the factor graph and the poset of equivalence relations in an avoidance set explored in Section 6.

The only ambiguous vertices we will need to consider are special vertices in cycles; we state the results in terms of special vertices, though it is their ambiguity (guaranteed by Proposition 6.13) which is key to the outcome. We will need to consider ambiguous vertices more generally in the following sections.

Lemma 7.1 If $\Gamma_{B}$ contains an in-out cycle then $C=\operatorname{Av}(B)$ is not wqo.
Proof Since $\Gamma_{B}$ contains an in-out cycle, it is not wqo by Proposition 5.10 so there is an infinite antichain of paths $\pi_{1}, \pi_{2}, \ldots$ in $\Gamma_{B}$. Aiming for a contradiction, suppose $C$ is wqo. Take equivalence relations $\sigma_{i} \in \Sigma\left(\pi_{i}\right)$ for $i=1,2, \ldots$. Since $C$ is wqo, $\sigma_{j} \leq \sigma_{k}$ for some $j \neq k$. Then by Proposition $6.5 \pi_{j} \leq \pi_{k}$, a contradiction. We conclude that $C$ is not wqo.

Now we turn our attention to avoidance sets whose factor graphs contain special vertices in cycles.

Definition 7.2 An avoidance set $C=\operatorname{Av}(B)$ is unbounded if there is no (finite) upper bound on the number of equivalence classes of its members; otherwise $C$ is bounded.

Lemma 7.3 An avoidance set $C=\operatorname{Av}(B)$ is unbounded if and only if $\Gamma_{B}$ contains a cycle with a special vertex in it.

Proof $(\Rightarrow)$ For any path in $\Gamma_{B}$, the only vertices where a class might be added to an associated equivalence relation are special vertices. Since $\Gamma_{B}$ is a finite digraph, the only way to allow an unbounded number of classes in equivalence relations is for some path to visit a special vertex twice, i.e. if there is a special vertex in a cycle.
$(\Leftarrow)$ Suppose there is a special vertex $v_{a}$ in a cycle $\eta$ in $\Gamma_{B}$, and without loss of generality assume $\eta$ starts and ends at $v_{a}$. Consider the equivalence relations $\theta_{k} \in \Sigma\left(\eta^{k}\right)$, where $k \geq 1$, which add a new class each time an ambiguous vertex is entered (including $v_{a}$ ). Each equivalence relation $\theta_{k}$ has at least $k$ classes. Since this holds for any $k \geq 1, C$ is unbounded.

Lemma 7.4 If an avoidance set is unbounded then it is not wqo.
Proof Suppose $C=\operatorname{Av}(B)$ is unbounded. By Lemma 7.3, $\Gamma_{B}$ contains a cycle $\xi$ with a special vertex $v_{a}$ in it, and $v_{a}$ is ambiguous by Proposition 6.13. Let $\mu$ be the vertex preceding $v_{a}$ in $\xi$.

For $k \geq 3$, let $\pi_{k}$ be the path that starts at $\mu$, proceeds $k$ times around $\xi$ and ends at $v_{a}$. We will look at the equivalence relations $\sigma_{k}$ in each $\Sigma\left(\pi_{k}\right)$ such that for each $k$ :

- $\sigma_{k}$ has underlying set $\left[1, n^{(k)}\right]$.
- $n_{1}^{k}$ is added to an inactive class of $\sigma_{k}$ the second time $v_{a}$ is entered.
- $n_{2}^{k}$ is added to an inactive class of $\sigma_{k}$ the last time $v_{a}$ is entered.
- at all other visits to special vertices, a new class is added to $\sigma_{k}$.

We claim that the set $\left\{\sigma_{k}: k \geq 3\right\}$ forms an infinite antichain.
Aiming for a contradiction, suppose that $\sigma_{i} \leq \sigma_{j}$ for some $j>i \geq 3$. Suppose $f:\left[1, n^{(i)}\right] \rightarrow\left[1, n^{(j)}\right]$ is the underlying embedding. It can be seen that $n_{1}^{i}, n_{2}^{i}, n_{1}^{j}, n_{2}^{j}$
are the only entries added on entering $v_{a}$ which are not the smallest element of their classes. Therefore $f$ must map $n_{1}^{i}$ to $n_{1}^{j}$, and since $i<j$ this forces $f$ to map $n_{2}^{i}$ to an element of $\left[1, n^{(j)}\right]$ which is the smallest element in its class. This is a contradiction, since $n_{2}^{i}$ is not the smallest element of its class, so this prevents $f$ from preserving equivalence classes. Therefore $\sigma_{i} \not \leq \sigma_{j}$, so $\left\{\sigma_{k}: k \geq 3\right\}$ is an infinite antichain and $C$ is not wqo.

## 8 Coloured Equivalence Relations

We have dealt with factor graphs where there is a cycle containing a special vertex or there is an in-out cycle in Section 7. Now we look at the remaining avoidance sets. Since the factor graph of any such avoidance set has no special vertices in cycles, there is a bound on the number of classes members of the avoidance set may have. This motivates the concept of coloured equivalence relations and the coloured factor graphs associated with them; the idea being that we can 'encode' equivalence classes of members of a bounded avoidance set using only a finite amount of additional information.

In this section we introduce these concepts and then explore the relationship between the coloured and uncoloured versions. Unlike the uncoloured case, there will be a one-to-one correspondence between coloured equivalence relations and paths in their coloured factor graphs, bypassing the multiple choices previously arising at ambiguous vertices. This will enable us to tackle the wqo question for the remaining avoidance sets in Section 9.

Definition 8.1 For $k \geq 1$, a $k$-colouring of an equivalence relation $\sigma$ is an injective mapping from the set of equivalence classes of $\sigma$ to $[k]$. In this context we call the elements of [ $k$ ] colours. An equivalence relation $\sigma$ together with a $k$-colouring is called a $k$-coloured equivalence relation.

When the value of $k$ is not important, we will speak of colourings and coloured equivalence relations. An equivalence relation without a colouring will be called an uncoloured equivalence relation. We will distinguish between coloured and uncoloured equivalence relations by writing coloured equivalence relations with their colourings as superscripts. For example, if $\sigma$ is an uncoloured relation and $c$ is a colouring of $\sigma$, the coloured equivalence relation of $\sigma$ with $c$ will be written $\sigma^{c}$. In concrete examples we will underline the equivalence classes and put their colours as subscripts, e.g. see Example 8.4.

Definition 8.2 Let $\sigma^{c_{1}}, \rho^{c_{2}}$ be two $k$-coloured equivalence relations. We say that $\sigma^{c_{1}} \leq{ }_{\mathrm{col}} \rho^{\sigma_{2}}$ if there exists a contiguous embedding $f$ of $\sigma$ into $\rho$ which respects colourings; more specifically, for every equivalence class $C$ of $\sigma$, we require $c_{1}(C)=c_{2}(D)$, where $D$ is the unique equivalence class of $\rho$ such that $f(C) \subseteq D$. We also say that $\sigma^{c_{1}}$ is a coloured sub-equivalence relation of $\rho^{c_{2}}$. We call $\leq_{\mathrm{col}}$ the coloured consecutive embedding order.

From now on we will denote $\leq$ col simply by $\leq$, since it is always clear from the nature of the equivalence relations which order is meant. Also note that $\sigma^{c_{1}} \leq \rho^{c_{2}}$ implies $\sigma \leq \rho$.

Given a coloured equivalence relation $\sigma^{c}$ on a set $X$ and any subset $Y$ of $X$, the restriction of $\sigma^{c}$ to points in $Y$ is denoted $\sigma^{c} \upharpoonright_{Y}$. As with uncoloured equivalence relations, $\sigma^{c} \upharpoonright_{Y}$ is a coloured sub-equivalence relation of $\sigma^{c}$ and any coloured sub-equivalence relation of $\sigma^{c}$ can be expressed as a restriction of $\sigma^{c}$ to a subset of $X$.

Definition 8.3 Two coloured equivalence relations $\sigma^{c_{1}}, \rho^{c_{2}}$ are isomorphic if there exists a contiguous bijection from $\sigma^{c_{1}}$ to $\rho^{c_{2}}$ that preserves equivalence classes and colourings.

We take $\overline{E q}^{\text {col }}$ to be the set of finite coloured equivalence relations (modulo isomorphism), and consider the poset $\left(\overline{\mathcal{E q}}^{\mathrm{col}}, \leq\right.$ col $)$.

Example 8.4 Let $\sigma=|1| 24|3|$ and $\rho=|12| 38|46| 5|7|$ be uncoloured equivalence relations. It is easy to see that $\sigma \leq \rho$. Now consider the colourings

$$
\begin{aligned}
& \sigma^{c_{1}}=|\underline{1}|_{1} \underline{24}_{2}\left|\underline{3}_{3}\right| \\
& \sigma^{c_{2}}=|\underline{1}|_{1}\left|\underline{24}{ }_{4}\right| \underline{3}_{5} \mid \\
& \rho^{c_{3}}=|\underline{12} \underbrace{}_{4} \underline{38} 1 \underline{46} \underline{2}_{2} \underline{5}_{3}| \underline{7}{ }_{6} \mid .
\end{aligned}
$$

It can be seen that $\sigma^{c_{1}} \leq \rho^{c_{3}}$ since the contiguous map $f:[4] \rightarrow$ [7] defined by $f(1)=3$ preserves both equivalence classes and colourings.

On the other hand, $\sigma^{c_{2}} \not \leq \rho^{c_{3}}$ since it is not possible to map the class $\underline{24}_{4} \mid$ of $\sigma^{c_{2}}$ to the class $\underline{12}_{4} \mid$ of $\rho^{c_{3}}$ contiguously.

Suppose $C=\operatorname{Av}(B)$ is a bounded avoidance set of equivalence relations, with bound $k$ on the number of equivalence classes of its elements. We define $C^{\text {col }}$ to be the set of $k$-coloured elements of $C$. If $X \subseteq \mathbb{N}$, we take $C_{X}^{\text {col }}=\left\{\sigma^{c} \in C^{\mathrm{col}}:|\sigma| \in X\right\}$.

Let $C$ and $k$ be as above. Let $\overline{\mathcal{E q}}_{b}^{\text {col }}$ denote the set of all $k$-coloured equivalence relations on the set $[b]$. We take $G_{b}^{\text {col }}$ to be the digraph with vertex set $\overline{\mathcal{E q}}{ }_{b}^{\text {col }}$ and an edge from vertex $\mu^{c_{1}}$ to vertex $\nu^{c_{2}}$ if and only if $\mu^{c_{1}}{ }_{[2, b]} \cong v^{c_{2}}{ }_{[1, b-1]}$. We define the coloured equivalence relation factor graph $\Gamma_{B}^{\mathrm{col}}$ of $C$ as the induced subgraph of $G_{b}^{\mathrm{col}}$ with vertex set $C_{b}^{\mathrm{col}}=\overline{\mathcal{E q}}_{b}^{\mathrm{col}} \cap C^{\mathrm{col}}$; this will be referred to as the coloured factor graph from now on.

Example 8.5 Let $B=\overline{\mathcal{E q}}_{4} \backslash X$ where

$$
X=\{|1| 234|,|123| 4|\}
$$

and consider $C=\operatorname{Av}(B)$. The factor graph $\Gamma_{B}$ is shown in Fig. 4. It is easy to see that $|123| 4 \mid$ is the only ambiguous vertex and that the bound on the number of classes of elements of $C$ is $k=3$. The vertices of the coloured factor graph $\Gamma_{B}^{\mathrm{col}}$ of $C$ are the 3-colourings of vertices of $\Gamma_{B}$. The coloured factor graph is also shown in Fig. 4. There is an edge from vertex $\left|\underline{1}_{1}\right| \underline{234}{ }_{2} \mid$ to vertex $|\underline{123} \underbrace{}_{2}| \underline{4}_{1} \mid$ because

$$
\underline{1}_{1}|\underline{234} 2_{2}\|_{\{2,3,4\}}=|\underline{234} \underbrace{}_{2}| \cong 123 \underbrace{}_{2} \mid=123 \underbrace{}_{2} \underline{4}_{1}\|_{\{1,2,3\}} \text {. }
$$

As there are no cycles in $\Gamma_{B}, C$ is finite and so $C^{\mathrm{col}}$ is also finite. The elements of $C^{\text {col }}$ are all 3-colourings of equivalence relations in $C$; in other words, all 3-colourings of the equivalence relations on $<4$ points and of $|1| 234|,|15| 234|,|1| 234|5|$ and |123|4|.

Let $\sigma^{c} \in C_{[b, \infty)}^{\mathrm{col}}$ be a coloured equivalence relation, and without loss of generality assume its underlying set is $[n]$ for some $n \in \mathbb{N}$. We associate $\sigma^{c}$ with the path $\Pi^{\prime}\left(\sigma^{c}\right)$ given by

$$
\sigma^{c} \Gamma_{[1, b]} \rightarrow \sigma^{c} \upharpoonright_{[2, b+1]} \downarrow \rightarrow \cdots \rightarrow \sigma^{c} \upharpoonright_{[n-b+1, n]} \downarrow
$$

in $\Gamma_{B}^{\mathrm{col}}$. The notation $\rho^{c} \downarrow$ means the unique equivalence relation on $[|\rho|]$ isomorphic to $\rho^{c}$, in line with uncoloured relations, as introduced in Section 6.

On the other hand, we associate a path $\pi$ in $\Gamma_{B}^{\mathrm{col}}$ with the coloured equivalence relation $\Sigma^{\prime}(\pi) \in C_{[b, \infty)}^{\mathrm{col}}$ such that $\Pi^{\prime}\left(\Sigma^{\prime}(\pi)\right)=\pi$. Note that, unlike the analogue for uncoloured equivalence relations, $\Sigma^{\prime}(\pi)$ will always be a single coloured equivalence relation.


Fig. 4 The uncoloured and coloured factor graphs of $\operatorname{Av}(B)$ from Example 8.5

Example 8.6 Consider again the avoidance set from Example 8.5, $C=\operatorname{Av}(B)$ for $B=$ ${\bar{E} q_{4}} \backslash X$ and

$$
X=\{|1| 234|,|123| 4|\} .
$$

The coloured factor graph of $C$ is shown in Fig. 4. Here the path

$$
\left|\underline{1}_{3} \underline{L}_{1}\right| \rightarrow|\underbrace{}_{1}| \underline{4}_{3} \mid
$$

is associated with the coloured equivalence relation $|\underbrace{}_{3}|_{3}\left|234{ }_{1}\right|$.
On the other hand, the coloured equivalence relation $\left.\left|\underline{1}_{1}\right| \underline{234}\right|_{2} \underline{L}_{3} \mid$ is associated with the path

$$
\left|\underline{1}_{1}\right| \underbrace{}_{2} 234{ }_{2}|\rightarrow \underbrace{}_{3}| .
$$

It can be seen that $\Pi^{\prime}$ and $\Sigma^{\prime}$ are mutual inverses, as stated in the following proposition.
Proposition 8.7 (i) If $\sigma^{c} \in C_{[b, \infty)}^{\mathrm{col}}$, then $\sigma^{c}=\Sigma^{\prime}\left(\Pi^{\prime}\left(\sigma^{c}\right)\right)$.
(ii) If $\pi$ is a path in $\Gamma_{B}^{\text {col }}$, then $\pi=\Pi^{\prime}\left(\Sigma^{\prime}(\pi)\right)$.

In this way, there is bijective correspondence between coloured equivalence relations and their associated paths. Moreover, this correspondence respects the coloured consecutive ordering in the following sense.

Proposition 8.8 If $\sigma^{c_{1}}, \rho^{c_{2}} \in C_{[b, \infty)}^{\mathrm{col}}$ then $\sigma^{c_{1}} \leq \rho^{c_{2}}$ if and only if $\Pi^{\prime}\left(\sigma^{c_{1}}\right) \leq \Pi^{\prime}\left(\rho^{c_{2}}\right)$ in $\Gamma_{B}^{\mathrm{col}}$.

Proof $(\Rightarrow)$ This is analogous to the uncoloured version (Proposition 6.5).
$(\Leftarrow)$ Since $\Pi^{\prime}\left(\sigma^{c_{1}}\right) \leq \Pi^{\prime}\left(\rho^{c_{2}}\right)$ and each path is associated with a single coloured equivalence relation, $\sigma^{c_{1}}=\Sigma^{\prime}\left(\Pi^{\prime}\left(\sigma^{c_{1}}\right)\right) \leq \Sigma^{\prime}\left(\Pi^{\prime}\left(\rho^{c_{2}}\right)\right)=\rho^{c_{2}}$.

We note in passing that decidability of the wqo and atomicity problems for avoidance sets of the poset of $k$-coloured equivalence relations under the coloured consecutive embedding order is an immediate consequence of Proposition 8.8

## 9 WQO Under the Consecutive Embedding Order

In this section we establish decidability of wqo for avoidance sets of equivalence relations under the consecutive embedding order. We use the tools introduced in Section 8 to relate wqo in factor graphs to wqo in coloured factor graphs. This will allow us to show that in the remaining cases all avoidance sets are wqo. We finish the section by combining this with the results of Section 7 to show decidability of wqo for avoidance sets of equivalence relations under the consecutive embedding order in general.

Lemma 9.1 If $\Gamma_{B}$ contains no special vertices in cycles and is wqo, then $\Gamma_{B}^{\mathrm{col}}$ is also wqo.
Proof Since $\Gamma_{B}$ is wqo, it has no in-out cycles by Proposition 5.10. Aiming for a contradiction, suppose that $\Gamma_{B}^{\text {col }}$ is not wqo, so has an in-out cycle $\bar{\eta}$. Let $\bar{\eta}$ have in-edge ( $\mu^{c_{1}}, \nu^{c_{2}}$ ) and outedge ( $\sigma^{c_{3}}, \rho^{c_{4}}$ ).

The cycle $\bar{\eta}$ must correspond to a cycle $\eta$ in $\Gamma_{B}$, and by assumption $\eta$ contains no special vertices, so neither does $\bar{\eta}$. Since $\Gamma_{B}$ is wqo, $\eta$ is not an in-out cycle by Proposition 5.10. We split considerations into two cases.

Case 1: $\eta$ is not an out-cycle. The assumption implies that $(\sigma, \rho)$ is the only edge starting at $\sigma$ in $\Gamma_{B}$. On the other hand, in $\Gamma_{B}^{\text {col }}$ there are at least two edges starting at $\sigma^{c_{3}}$ : an edge in $\bar{\eta}$ and the out-edge $\left(\sigma^{c_{3}}, \rho^{c_{4}}\right.$ ). Both of these edges in $\Gamma_{B}^{\mathrm{col}}$ correspond to the edge ( $\sigma, \rho$ ) in $\Gamma_{B}$. This means that there is another colouring $c_{5}$ of $\rho$ such that $\left(\sigma^{c_{3}}, \rho^{c_{5}}\right)$ is an edge in $\bar{\eta}$. Since $\left(\sigma^{c_{3}}, \rho^{c_{4}}\right),\left(\sigma^{c_{3}}, \rho^{c_{5}}\right)$ are edges, we have that $\rho^{c_{4}}{ }_{[1, b-1]} \cong \sigma^{c_{3}}{ }_{[2, b]} \cong \rho^{c_{5}}{ }_{[1, b-1]}$. Therefore, $\rho^{c_{4}}{ }_{[1, b-1]}=\rho^{c_{5}}\left\lceil_{[1, b-1]}\right.$. Since $c_{4}$ and $c_{5}$ are distinct colourings, $b$ is coloured differently under each of these. If $\left|\rho_{b}\right| \neq 1$, the colour of $b$ would be uniquely determined by the colour of other elements in its class, so $c_{4}$ and $c_{5}$ would be identical. Therefore, it must be the case that $\left|\rho_{b}\right|=1$, so $\rho$ is a special vertex in the cycle $\eta$, a contradiction.

Case 2: $\eta$ is not an in-cycle. Now $(\mu, \nu)$ is the only edge ending at $v$ in $\Gamma_{B}$. However, there are at least two edges ending at $\mu^{c_{1}}$ in $\Gamma_{B}^{\mathrm{col}}$ : an edge in $\bar{\eta}$ and the in-edge ( $\mu^{c_{1}}, v^{c_{2}}$ ). Both of these must correspond to $(\mu, v)$ in $\Gamma_{B}$, so there is another colouring $c_{6}$ of $\mu$ such that $\left(\mu^{c_{6}}, v^{c_{2}}\right)$ is the edge in $\bar{\eta}$. Then since $\left(\mu^{c_{1}}, v^{c_{2}}\right),\left(\mu^{c_{6}}, v^{c_{2}}\right)$ are edges, $\mu^{c_{1}} \upharpoonright_{[2, b]} \cong v^{c_{2}} \upharpoonright_{[1, b-1]} \cong \mu^{c_{6}} \upharpoonright_{[2, b]}$, meaning that $\mu^{c_{1}} \upharpoonright_{[2, b]}=\mu^{c_{6}}{ }_{[2, b]}$. If $\left|\mu_{1}\right| \neq 1$, the colour of 1 is determined by the colour of other elements in its class, so $c_{1}$ and $c_{6}$ are not distinct. Therefore, $\left|\mu_{1}\right|=1$, and from this we can see that $\mu$ has one more class than $\nu$. Now consider traversing the subpath of $\eta$ from $v$ to $\mu$. Since $\mu$ has one more class than $v$, at some point in this path there is an edge ( $\nu^{\prime}, \mu^{\prime}$ ) such that $\nu^{\prime}$ has fewer classes than $\mu^{\prime}$; the only way for this to happen is for $\mu^{\prime}$ to be special, a contradiction.

In each of the two cases we obtained a contradiction, and this completes the proof.
Lemma 9.2 If the factor graph $\Gamma_{B}$ has no special vertices in cycles and is wqo, then the avoidance set $C=\operatorname{Av}(B)$ is also wqo.

Proof Aiming for a contradiction, suppose that $\Gamma_{B}$ is wqo but $C_{[b, \infty)}$ is not. Take an antichain $\sigma_{1}, \sigma_{2}, \ldots \in C_{[b, \infty)}$. Since $\Gamma_{B}$ is wqo, so is $\Gamma_{B}^{\mathrm{col}}$ by Lemma 9.1, meaning that for some $i, j$ and colourings $c_{k}, c_{l}$ of $\sigma_{i}, \sigma_{j}$ respectively, we have that $\Pi^{\prime}\left(\sigma_{i}^{c_{k}}\right) \leq \Pi^{\prime}\left(\sigma_{j}^{c_{l}}\right)$. Then by Proposition 8.8, $\sigma_{i}^{c_{k}} \leq \sigma_{j}^{c_{l}}$ and hence $\sigma_{i} \leq \sigma_{j}$, a contradiction. Therefore if $\Gamma_{B}$ is wqo, so is $C_{[b, \infty)}$ and then by Lemma 6.1, $C$ is wqo as required.

We can now prove our main results concerning the wqo question for the consecutive order:
Theorem 9.3 A finitely based avoidance set $C=\operatorname{Av}(B)$ is wqo under the consecutive embedding ordering if and only if $\Gamma_{B}$ has no in-out cycles and no special vertices in cycles.

Proof $(\Rightarrow)$ Suppose $C=\operatorname{Av}(B)$ is wqo. By Lemmas 7.4 and $7.3, \Gamma_{B}$ cannot contain any special vertices in cycles. By Lemma 7.1, $\Gamma_{B}$ cannot contain any in-out cycles.
$(\Leftarrow)$ Suppose $\Gamma_{B}$ contains no in-out cycles or special vertices in cycles. Since $\Gamma_{B}$ contains no in-out cycles, it is wqo by Proposition 5.10 and therefore we can apply Lemma 9.2 to see that $C$ is wqo, completing the proof.

Theorem 9.4 It is decidable whether a finitely based avoidance set $C=\operatorname{Av}(B)$ is wqo under the consecutive embedding ordering.

Proof It is decidable whether $\Gamma_{B}$ is wqo by Proposition 5.10 since we can check for in-out cycles. It is also decidable whether $\Gamma_{B}$ contains special vertices in cycles. Therefore the conditions of Theorem 9.3 are decidable and so the result follows.

Example 9.5 Let $B=\{|123|,|13| 2 \mid\}$ and consider $C=\operatorname{Av}(B)$. Figure 5 shows the factor graph $\Gamma_{B}$. Since $|1| 2|3|$ is a special vertex in a cycle, $C$ is not wqo by Theorem 9.3. In addition, the path

$$
|12| 3|\rightarrow| 1|2| 3|\rightarrow| 1|2| 3|\rightarrow| 1|23|
$$

forms an in-out cycle, breaking the other required condition for wqo. An example of an infinite antichain in $C$ is $\{|1 n| 2|\ldots| n-1 \mid: n \geq 4\}$.

Example 9.6 Let $B=\{|1| 2|3|,|12| 3 \mid\}$ and $C=\operatorname{Av}(B)$. The factor graph $\Gamma_{B}$ can been seen in Fig. 6. This graph is wqo and contains no special vertices, so certainly has none in cycles, meaning that $C$ is wqo.


Fig. 5 The factor graph of $\operatorname{Av}(|123|,|13| 2 \mid)$


Fig. 6 The factor graph of $\operatorname{Av}(|1| 2|3|,|12| 3 \mid)$

## 10 Atomicity Under the Consecutive Embedding Ordering

In this section we show decidability of atomicity for avoidance sets of the poset of equivalence relations under the consecutive embedding order. To do this we use the relationship between the poset of paths in the factor graph and the poset $C_{[b, \infty)}$ discussed in Section 6. Unless otherwise specified, $B$ is understood to be an arbitrary finite set of relations, and $C=\operatorname{Av}(B)$. In one direction the connection is straightforward:

Lemma 10.1 If $C=\operatorname{Av}(B)$ is atomic, then $\Gamma_{B}$ is atomic.
Proof Aiming for a contradiction, suppose that $\Gamma_{B}$ is not atomic. Take two paths $\pi, \eta$ in $\Gamma_{B}$ such that there is no path containing both $\pi$ and $\eta$, and let $\alpha \in \Sigma(\pi)$ and $\beta \in \Sigma(\eta)$. Since $C$ is atomic, there is an equivalence relation $\theta \in C$ which contains both $\alpha$ and $\beta$. Since $b \leq|\alpha| \leq|\theta|, \Pi(\theta)$ is a path in $\Gamma_{B}$. By Proposition 6.5, $\Pi(\alpha), \Pi(\beta) \leq \Pi(\theta)$, in other words $\pi, \eta \leq \Pi(\theta)$. This is a contradiction, and $\Gamma_{B}$ is atomic.

In the reverse direction, the situation is complicated by the fact that a $\Gamma_{B}$ may be atomic for two different reasons - if it is strongly connected or a bicycle (see Proposition 5.11) and also because in general atomicity of $\Gamma_{B}$ is not sufficient for that of $C$.
Lemma 10.2 If $\Gamma_{B}$ is strongly connected then $C_{[b, \infty)}$ is atomic.
Proof Take $\alpha, \beta \in C_{[b, \infty)}$ and let $\eta, \zeta$ be paths such that $\Pi(\alpha)=\eta$ and $\Pi(\beta)=\zeta$. Since $\Gamma_{B}$ is strongly connected there is a path $\xi$ from the end vertex of $\eta$ to the start vertex of $\zeta$. Let $\pi=\eta \xi \zeta$. Consider the equivalence relation $\theta \in \Sigma(\pi)$ which is formed by making the same choices at ambiguous vertices as $\alpha$ when $\eta$ is traversed and the same choices as $\beta$ when $\zeta$ is traversed. This means that $\alpha, \beta \leq \theta$, hence $C_{[b, \infty)}$ satisfies the JEP and so is atomic by Proposition 2.9.

Lemma 10.3 Suppose $\Gamma_{B}$ contains no ambiguous vertices. Then $C_{[b, \infty)}$ is atomic if and only if $\Gamma_{B}$ is atomic.

Proof If $\Gamma_{B}$ contains no ambiguous vertices, we saw in Lemma 6.16 that the poset of paths in $\Gamma_{B}$ is isomorphic to the poset of equivalence relations in $C_{[b, \infty)}$. It follows that $\Gamma_{B}$ is atomic if and only if $C_{[b, \infty)}$ is atomic.
Lemma 10.4 If $\Gamma_{B}$ contains an ambiguous vertex which is not in a cycle, then $C=\operatorname{Av}(B)$ is not atomic.

Proof Let $v$ be such a vertex. Then there is an edge ( $\mu, \nu$ ), and a path $\pi$ ending at $\mu$, such that there exists an equivalence relation $\sigma \in \Sigma(\pi)$ with an inactive class. Let $\xi$ be the concatenation of $\pi$ and the edge $(\mu, \nu)$. Then we can take $\sigma_{1} \in \Sigma(\xi)$ to add a new class to $\sigma$ at $\nu$, and $\sigma_{2} \in \Sigma(\xi)$ to add the new entry to an inactive class at $\nu$. Suppose that there is an equivalence relation $\theta \in C$ containing both $\sigma_{1}$ and $\sigma_{2}$. Note that $\theta \in C_{[b, \infty)}$ since $\left|\sigma_{1}\right|,\left|\sigma_{2}\right| \geq b$. As $v$ is not in a cycle, $\Pi(\theta)$ can only enter it once. Then since both $\sigma_{1}$ and $\sigma_{2}$ are consecutive sub-equivalence relations of $\theta$, in $\theta$ we must both add a new class and add to an inactive class at $v$, a contradiction. Therefore $C$ does not satisfy the JEP, meaning that it is not atomic by Proposition 2.9.

Lemma 10.5 If $\Gamma_{B}$ is a bicycle, but not a cycle, with an ambiguous vertex then $C=\operatorname{Av}(B)$ is not atomic.

Proof Let $v$ be an ambiguous vertex. If $v$ is in neither the initial nor terminal cycle, this is dealt with in Lemma 10.4. Below we consider the case where $v$ is in the initial cycle of $\Gamma_{B}$, and the case where it is in the terminal cycle is almost identical.

Let $\mu$ be the vertex in the initial cycle of $\Gamma_{B}$ that joins the connecting path, let $\gamma$ be the vertex neighbouring $\mu$ on the connecting path. Let $\pi$ be the path that starts at $\mu$, traverses the initial cycle twice, and ends by traversing the edge from $\mu$ to $\gamma$.

Suppose $\sigma$ is the equivalence relation in $\Sigma(\pi)$ that adds a new class each time an ambiguous vertex is entered except for the last time it enters $v$, when it adds to an inactive class. Note that there will definitely be an inactive class the last time $v$ is entered as at least one new class has been added since the path last visited this vertex. Let $\rho$ be the equivalence relation in $\Sigma(\pi)$ that adds a new class every time an ambiguous vertex is entered, including the last visit to $\nu$.

Aiming for a contradiction, suppose that there is an equivalence relation $\theta \in C$ such that $\sigma, \rho \leq \theta$. Consider the path $\Pi(\theta)$, which exists since $|\theta| \geq|\sigma| \geq b$. Since $\Pi(\sigma)=\Pi(\rho)=\pi$, both $\Pi(\sigma)$ and $\Pi(\rho)$ end at $\gamma$. As $\Pi(\sigma), \Pi(\rho) \leq \Pi(\theta)$ and $\gamma$ is not in the initial cycle, the end vertices of $\Pi(\sigma)$ and $\Pi(\rho)$ must coincide in $\Pi(\theta)$. This means that when $\Pi(\theta)$ enters $v$ for the last time the new entry of $\theta$ must be added to both an inactive class and to a new class, a contradiction. Therefore $C$ does not satisfy the JEP and hence is not atomic by Proposition 2.9.

We can now prove the first main result of this section, which is a characterisation of atomicity of $C=\operatorname{Av}(B)$ in terms of $\Gamma_{B}$ :

Theorem 10.6 A finitely based avoidance set $C=\operatorname{Av}(B)$ of equivalence relations under the consecutive embedding ordering is atomic if and only if the following hold:
(i) For each $\sigma \in C_{[1, b-1]}$ there is $\rho \in C_{b}$ such that $\sigma \leq \rho$; and
(ii) The factor graph $\Gamma_{B}$ is strongly connected or is a bicycle with no ambiguous vertices.

Proof $(\Rightarrow)$ Suppose $C$ is atomic. To show that (i) must hold consider an arbitrary $\sigma \in C_{[1, b-1]}$. Take any $\theta \in C_{b}$. Since $C$ is atomic, there must be an element $\gamma \in C_{[b, \infty)}$ containing both $\sigma$ and $\theta$. Since $|\gamma| \geq b$, we can take any $b$ consecutive points, that include those of the embedding of $\sigma$, to obtain a relation of length $b$ containing $\gamma$. Therefore (i) holds.

Now we show that (ii) holds. By Lemma 10.1, $\Gamma_{B}$ is atomic so by Proposition 5.11, either $\Gamma_{B}$ is strongly connected or $\Gamma_{B}$ is a bicycle. Furthermore, in the latter case, either $\Gamma_{B}$ is actually a cycle, in which case it is again strongly connected, or else it has no ambiguous vertices by Lemma 10.5. This completes the proof of the forward direction.
$(\Leftarrow)$ Suppose (i) and (ii) hold. Lemmas 10.2 and 10.3 together imply that $C_{[b, \infty)}$ is atomic. To extend this to $C$, let $\sigma, \rho \in C$ be arbitrary. Then there exist $\sigma^{\prime}, \rho^{\prime} \in C_{[b, \infty)}$ such that $\sigma \leq \sigma^{\prime}$ and $\rho \leq \rho^{\prime}$, where (i) is used if either $\sigma$ or $\rho$ has length $<b$. By atomicity of $C_{[b, \infty)}$, there is an equivalence relation $\theta \in C_{[b, \infty)}$ such that $\sigma^{\prime}, \rho^{\prime} \leq \theta$. Then $\sigma, \rho \leq \theta$ as well, meaning that $C$ satisfies the JEP and so is atomic by Proposition 2.9.

In order to turn the above characterisation into a decidability result, we need the following:
Proposition 10.7 It is decidable whether a special vertex is ambiguous.
Proof Let $v$ be a special vertex in a factor graph $\Gamma_{B}$. Suppose $v$ has $t$ equivalence classes and $\Gamma_{B}$ has $n$ vertices.

Suppose that $v$ is ambiguous. Then there exists an edge $(\mu, v)$ and an equivalence relation $\sigma$ with an inactive class such that $\pi=\Pi(\sigma)$ ends at $\mu$. Suppose that $\pi$ starts at $\rho$, an equivalence relation with $l$ classes. Since $v$ is ambiguous, $\sigma$ must have at least $t$ classes, as if we were to extend $\Pi(\sigma)$ to $v$, there would be an inactive class to which an entry of the associated equivalence relation could be added. This means that a new class is added to $\sigma$ in at least $t-l$ vertices of $\pi$; note that all such vertices must be special. Let $\tau_{1}, \ldots, \tau_{t-l}$ be the first $t-l$ of these vertices.

Now we will describe a path $\pi^{\prime}$ of bounded length ending at $\mu$ such that there is an equivalence relation in $\Sigma\left(\pi^{\prime}\right)$ with an inactive class. We let $\pi^{\prime}$ be the path that starts at $\rho$, visits $\tau_{1}, \ldots, \tau_{t-l}$ in order, and ends $\mu$, always taking the shortest route between these 'stations'. Each time we take the shortest route this path is of length $\leq n-1$, so the length of $\pi^{\prime}$ is $\leq(t-l+1)(n-1) \leq t(n-1)$, which is a constant not dependent on $\sigma$. Any equivalence relation $\sigma^{\prime}$ constructed by traversing $\pi^{\prime}$ and adding a new class at $\tau_{1}, \ldots, \tau_{t-l}$ has at least $t$ classes so must have an inactive class. So $\pi^{\prime}$ is a path of bounded length from which we can see that $v$ is ambiguous.

We have shown that if $\nu$ is ambiguous there is a path of length $\leq t(n-1)$ ending at $\mu$ that has an associated equivalence relation with an inactive class. Therefore, to determine whether $v$ is ambiguous, we can examine all paths of length $\leq t(n-1)$ ending at $\mu$ and see if any have an associated equivalence relation with an inactive class. If so, $\nu$ is ambiguous and, if not, $v$ is not ambiguous. Since we have this bound on the length of paths to check, the decidability result follows.

Theorem 10.8 It is decidable whether a finitely based avoidance set $\operatorname{Av}(B)$ is atomic under the consecutive embedding ordering.

Proof The condition (i) from Theorem 10.6 is decidable since there are finitely many elements in $C_{[1, b-1]}$ and $C_{b}$ and so we can check whether all elements of $C_{[1, b-1]}$ are contained in elements of $C_{b}$. It is also decidable whether $\Gamma_{B}$ is strongly connected or a bicycle, and by Proposition 10.7 it is decidable whether $\Gamma_{B}$ contains ambiguous vertices. Therefore the conditions of Theorem 10.6 are decidable, and the result follows.

Example 10.9 Consider $C=\operatorname{Av}(|123|,|13| 2 \mid)$, as in Example 9.5, whose factor graph is shown in Fig. 5. The equivalence relations in $C_{[1, b-1]}=C_{[1,2]}$ are $|1|,|12|$ and $|1| 2 \mid$. It can be seen that $|1|,|1| 2|,|12| \leq|12| 3| \in C_{3}$ so (i) holds from Theorem 10.6. Since the factor graph of $C$ is strongly connected, Theorem 10.6 gives that $C$ is atomic.

Example 10.10 The avoidance set $C=\operatorname{Av}(|1| 2|3|,|12| 3 \mid)$ from Example 9.6 has a factor graph which is a bicycle, shown in Fig. 6. The equivalence relations in $C_{[1, b-1]}=C_{[1,2]}$ are $|1|,|12|$ and $|1| 2 \mid$. Then condition (i) holds since $|1|,|1| 2|,|12| \leq|1| 23| \in C_{3}$. Moreover, the factor graph contains no special vertices, and therefore no ambiguous vertices, so $C$ is atomic by Theorem 10.6.

Example 10.11 Let $B={\bar{E} q_{4}}^{\text {L }} X X$ where

$$
X=\{|1234|,|123| 4|,|1| 24| 3|,|134| 2|,|1| 23|4|,|124| 3 \mid\}
$$

and consider $C=\operatorname{Av}(B)$. The factor graph of $C$ is shown in Fig. 2; this graph is neither strongly connected nor a bicycle, so $C$ is not atomic by Theorem 10.6.

## 11 Concluding Remarks and Open Problems

A comparison between the main results of our paper, and it predecessor [13] is perhaps somewhat intriguing, and points to possible further investigations. In each paper both the atomicity and wqo problems are shown to be decidable for consecutive embedding orderings by translating them into the appropriate factor graphs. The definition of these factor graphs can be viewed as completely analogous between the two papers. However, the criteria for atomicity ([13, Theorems 5.1, 6.7] and our Theorem 10.6) and wqo ([13, Theorems 5.2, 7.20] and our Theorem 9.3) are all saying slightly different things. Underlying these differences is perhaps an even more intriguing difference in the notion of ambiguity: while in [13] this refers to paths, for us it is a property of vertices.

This, in the authors' opinion, justifies further investigation of these properties for consecutive embedding orderings:

Question 11.1 Are the atomicity and wqo problems decidable for consecutive embedding orderings of: (a) digraphs; (b) tournaments; (c) partial orders.

Question 11.2 Does there exist a general framework encompassing the results of [13] and the present paper, as well as the structures listed in Question 11.1?

Question 11.3 Does there exist a (preferably natural) collection of relational structures for which either the atomicity or wqo problems under the consecutive embeddings are not decidable? Can these structures be chosen to have a single relation in their signature? Or even a single binary relation?
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