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Abstract

We used a Bayesian dynamic factor model (BDFM) to examine the share of variance
explained by the European and country factors for 59 regions in Eurozone countries
in the period from 1992 to 2020. The BDFM output facilitated the construction of
a criterion that enables the assessment of the cost of participation in the European
Monetary Union, which is directly related to the optimum currency area theory. Over
the examined period, we observed business cycle divergence, with 46 regions expe-
riencing a drop in the share of variance explained by the European factor from 1992—
2005 to 2006-2020. However, the analysis over shorter time spans demonstrated that
all the regions decoupled from the European business cycle. The results contradict
the predictions of "The European Commission View". On the one hand, two predic-
tions stemming from "The Krugman View" are supported by the results: the Euro-
pean regions experienced a slight increase in sectoral specialization, and they expe-
rienced business cycle divergence. On the other hand, the data does not support the
notion that the ongoing specialization was the underlying cause of this divergence.

Keywords Business cycle synchronization - Bayesian dynamic factor model -
European region - Euro area - Optimum currency area

1 Introduction

The efficient operation of the European Monetary Union is one of the main issues

on the European economic research agenda. The optimum currency area (OCA)
theory has served as the main guide for delimiting the borders of a domain in
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which a single central bank can implement a common monetary policy effec-
tively. Contemporary research has departed from the original criteria proposed in
Mundell (1961), McKinnon (1963), and Kenen (1969) to focus on business cycle
synchronization at the country level (Frankel and Rose 1998; Alfonso and Furceri
2008; Ductor and Leiva-Leon 2016; Matesanz Gomez et al. 2017).

The shift in focus from the original OCA criteria toward the synchronization
of business cycles has placed significant emphasis on research at the country
level. In contrast to the original concept proposed in Mundell (1961), the implicit
assumptions that a given country is an OCA and that international comparisons
are adequate have become the standard in the literature. The literature mostly
focuses on measuring the degree of synchronization of business cycles and exam-
ining its determinants. Approaches to measurement have evolved from those
based on the bilateral correlation of cyclical components of GDP to more modern
approaches based on Markov-switching regimes or dynamic factor models.

Most research at the regional level still utilizes approaches based on bilateral
correlations with a minority of papers utilizing alternatives (e.g., Leiva-Leon
(2017)). Therefore, we have attempted to fill a gap in the literature by apply-
ing a Bayesian dynamic factor model (BDFM) using data on the real GDP of 59
regions in 10 Euro area countries over the 1992 to 2020 period. We estimated
the share of variance attributable to the European factor and the country factors.
Within this framework, we constructed a synchronization criterion that is directly
related to the OCA theory. We define a region as part of an OCA if the share of
variance explained by the European factor is above 50%, indicating a region in
which the monetary policy designed at the European level is more appropriate
than the monetary policy designed at the country level.

We found that European regions experience significant business cycle diver-
gence with the share of variance explained by the European factor declining
in 46 out of 59 regions from 1992-2005 to 2006-2020. Moreover, the analysis
using rolling windows demonstrated that all 59 Eurozone regions experienced
decoupling from the European business cycle. There is no evidence supporting
the hypothesis of convergence into clubs as the countries that are the most in
line with the European business cycle have experienced the greatest fall in the
share of variance explained by the European factor. Furthermore, the change in
the share of variance explained by the European factor is not related to the level
of regional development measured by GDP per capita. The results we obtained
contradict the predictions of "The European Commission View”, that progress-
ing economic integration is associated with tighter synchronization of busi-
ness cycles. On the one hand, two predictions stemming from "The Krugman
View" are supported by the results. Firstly, the European regions experienced a
slight increase in the degree of sectoral specialization. Secondly, the Eurozone
regions experienced business cycle divergence. On the other hand, the data does
not support the notion that the ongoing specialization was the underlying cause
of this divergence.

The remainder of this paper is organized as follows. Section 2 presents a litera-
ture review. Section 3 describes the data and methods used in this study. Section 4
presents our empirical results and Section 5 concludes this paper.
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2 Literature Review
2.1 Synchronization of Business Cycles at the Country Level

The publication of the seminal work of Frankel and Rose (1998) and populariza-
tion of endogeneity of the OCA criteria hypothesis sparked increased interest
in research on business cycle correlations. The analysis of business cycle syn-
chronization based on the bilateral correlation of the cyclical components of real
GDP has become a standard practice in the field. Below, we summarize a sam-
ple of research that assesses the degree of business cycle comovement based on
bilateral correlations.

A significant number of studies have addressed the effects of establishing the
Economic and Monetary Union (EMU) on the bilateral business cycle synchroni-
zation or degree of business cycle synchronization among EMU members, includ-
ing Darvas and Szapary (2007) and Oman (2019). Both of these studies used the
Hodrick-Prescott (HP) filter (or the Christiano-Fitzgerald (CF) filter, e.g. Oman
(2019)) to extract cyclical components of quarterly GDP. All of these studies used
various bilateral correlation measures to assess the degree of business cycle syn-
chronization. For example, Darvas and Szapary (2007) analyzed five measures
of business cycle synchronization, namely correlation, leads or lags, volatility of
the cycle, persistence, and impulse-response function. Oman (2019) estimated
cycle comovement by using concordance statistics (i.e., a bivariate synchroniza-
tion index computed for each pair of countries) to represent the period of time in
which two series were synchronized.

Most studies consider EMU establishment as a significant factor contribut-
ing to business cycles synchronization, although the estimated magnitude of this
effect is not uniform. Darvas and Szapary (2007) pointed out a greater effect of
synchronization in core EMU members compared to periphery members. Belke
et al. (2017) reported the desynchronizing effect of the recent global financial cri-
sis, particularly on the periphery. Similarly, Oman (2019) indicated the positive
(and heterogeneous) effect of a common currency on business cycle synchroniza-
tion in the Euro area.

Some studies have examined the determinants of business cycle synchroniza-
tion by investigating the factors contributing to business cycle comovement. Jagric
and Ovin (2004) analyzed the monthly indexes of industrial production for Slove-
nia and Germany for the period of January, 1992 to March, 2002 and identified
international trade as a factor fostering business cycle synchronization. Dées and
Zorell (2012) assessed the links between business cycle synchronization, financial
markets, and markets of goods integration, as well as similarities in production
structures based on a sample of OECD and EU countries from the period of 1993
to 2007. The study also reported the positive effects of international trade intensity
on business cycle synchronization, and underlined the role of production struc-
ture similarity. Delgado and Pino (2020) assessed the effects of inflation targeting
credibility in the business cycle synchronization of G7 countries and found that
greater inflation targeting credibility facilitates business cycle synchronization.
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Following a common trend, all of the studies reviewed in this paragraph used
an HP or CF filter for cyclical component extraction and pairwise correlation to
assess the degree of bilateral business cycle synchronization.

However, using correlation coefficients for business cycle synchronization analy-
sis has been criticized for several reasons (Kose et al. 2003a; Lehwald 2013). First,
correlations facilitate only a bilateral analysis of business cycle dependence and
do not allow for common business cycles in many countries simultaneously. Sec-
ond, they only account for temporal comovement while disregarding inter-temporal
comovement, which makes correlation-based models very sensitive to phase shifts
introduced in the filtration process (Christiano and Fitzgerald 2001). Therefore,
dynamic factor models have become increasingly popular in business cycle syn-
chronization research, particularly following the development of the methodological
approach of Otrok and Whiteman (1998).

Kose et al. (2003b) designed a BDFM and decomposed time series of real GDP,
consumption, and investment into global, regional (supranational), and country fac-
tors for a sample of 60 countries over the 1960 to 1990 period. Strong evidence
in favor of a global business cycle was reported, and only a small portion of the
observed comovement could be attributed to regional factors. Kose et al. (2003a)
examined annual data on per capita GDP and private consumption for 76 countries
for the period of 1960 to 1999. Dynamic unobserved factor models were used to
decompose fluctuations in the aforementioned indicators into country-specific and
common factors. It was reported that the weight of the common factor was more
significant in industrial economies than in developing countries.

Kose et al. (2008) applied a BDFM to quarterly time series from 1960 to 2003
for G-7 countries. They documented an increase in the degree of business cycle
comovement during the period of globalization (after 1986). Kose et al. (2012) esti-
mated a BDFM for 106 countries over the 1960 to 2008 period. The business cycle
converged between industrial and emerging economies, but only within groups.
However, divergence was observed between groups of countries.

Kim (2021) analyzed the process of globalization using a DFM that included an
unobserved country factor and global factor. The corresponding dataset included
annual observations collected from 71 countries between 1970 and 2018. The range
of macroeconomic indicators analyzed included real GDP, real imports, real exports,
real exchange rate, private consumption, government consumption, and investments.
Similarly to Kose et al. (2003a), the study demonstrated that global factors account
for a more significant share of the analyzed indicator variance for developed coun-
tries compared to developing countries.

In the European context, Lee (2012) estimated a DFM with time-varying param-
eters for a sample of real GDP data from 25 OECD countries over the 1970 to 2010
period. This model distinguished between global and regional factors (EMU fac-
tor for 17 countries). The author reported that business cycle convergence was pre-
sent during the run-up to the Euro period, but ceased following the introduction of
the Euro. Lee (2013) designed a BDFM for a sample of 25 OECD countries using
quarterly data from the 1970 to 2010 period on real GDP and inflation. The study
demonstrated that in the majority of EU and EMU countries, the degree of business
cycle synchronization increased prior to 1999 and remained stable thereafter.
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Lehwald (2013) applied a BDFM to time series of real GDP data from Euro area
countries for the period before (1991 to 1998) and after (2000 to 2010) the adoption
of the Euro. The author found that the role of the common factor increased only for
Euro area core countries, whereas it decreased for most peripheral economies. Ferroni
and Klaus (2015) examined four European economies using a DFM and found evi-
dence of business cycle decoupling following the financial crisis. Beck (2020) reached
similar conclusions when applying a BDFM to time series of real GDP and inflation
data from 20 European Union countries. In contrast, de Lucas and Delgado Rodriguez
(2016) found evidence of tighter business cycle synchronization following the intro-
duction of the Euro in core and peripheral countries.

Until recently, there have been only a few attempts to examine sectoral sources of
business cycles at both the national (Long and Plosser 1983; Norrbin and Schlagenhauf
1991) and international (Backus et al. 1992; Norrbin and Schlagenhauf 1996) level.
However, BDFMs have become increasingly popular in the literature devoted to the
topic. Karadimitropoulou and Le6n-Ledesma (2013) demonstrated that the national fac-
tor dominates the industry factor in terms of explaining the variation of sectoral value
added of G7 countries. Karadimitropoulou (2018) reported similar results for a sample
of emerging countries. Beck (2021c) demonstrated that the business cycle divergence
observed in the European Union could be attributed to the declining share of manufac-
turing in GDP.

2.2 Synchronization of Business Cycles at the Regional Level

The approach of measuring the synchronization of business cycles based on correla-
tions has been widely applied to regional data. Clark and van Wincoop (2001) inves-
tigated the existence of the so-called "border effect” by comparing the degree of inte-
gration between EU regions and the US states. The authors confirmed their hypothesis
regarding the European border effect by concluding that the degree of within-country
synchronization was lower compared to cross-country correlation. Montoya and de
Haan (2008) analyzed business cycle synchronization in EMU regions (NUTS1) based
on real gross value added (GVA) data. The correlation coefficients between cyclical
components obtained using the HP filter served as a measure of business cycle syn-
chronization. This study reported an increasing degree of regional business cycle syn-
chronization based on the Eurozone benchmark. Panteladis et al. (2011) investigated
regional business cycle synchronization in Greek regions at the NUTS2 level. The
authors extracted cyclical components using an HP filter and assessed synchroniza-
tion using correlation coefficients. The study reported a greater degree of synchroniza-
tion at the NUTS2 level compared to the national level, suggesting the existence of an
intra-country border effect.

Poncet and Barthélemy (2008) addressed the question of whether Chinese
provinces fulfil the OCA criterion by examining the degree of business cycle
synchronization (measured as the pairwise correlation between regional cyclical
components obtained from an HP filter) across the country. The authors reported
a higher degree of synchronization in the interior regions than in the coastal
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regions. They also emphasized the role of trade integration and policy coordina-
tion in facilitating integration at the regional level.

Artis and Okubo (2009) examined the degree of regional synchroniza-
tion between UK NUTSI regions. The degree of regional synchronization was
assessed based on the cross-correlations of HP-filtered GVA series for a specific
sector. The authors reported a significant degree of synchronization between UK
regions and concluded that the UK fulfils the OCA criterion. Beck (2016) consid-
ered a sample of NUTS1, NUTS2, and NUTS3 European Union regions over the
1998 to 2010 period. The author reported that within-country correlations were
higher than the correlations between regions from different countries, as well as
the correlation of national aggregates. Artis and Kholodilin (2011) compared the
degree of regional cycle synchronization in the EMU and the US. The correlation
between regional and national cycles was found to be stable during the 20 years
prior to the study.

Gianelle and Salotti (2017) measured the degree of business cycle syn-
chronization between the EMU regions (NUTS2) as the bilateral correlation
between cyclical GDP components obtained from HP filter. Regions with more
intensive bilateral trade and a higher degree of production structure similarity
exhibited a higher degree of business cycle synchronization. Gadea-Rivas and
Leiva-Leon (2018) used dynamic model averaging to assess the degree of busi-
ness cycle synchronization in EU regions (NUTS2). This study reported that
during the great recession of 2008, the degree of economic cohesion between
EU regions increased.

To the best of our knowledge, there has been only one application of a DFM
to regional data in the context of the synchronization of business cycles. Song
and Xia (2018) combined a DFM with a clustering algorithm and applied it to
the Chinese provinces data. This procedure was initiated by defining the regional
structure of the Chinese economy. Instead of relying on the traditional geographi-
cal division of regions, Song and Xia (2018) defined regions by determining the
optimal number of clusters based on business fluctuation data. Based on four
identified regions (leading, coincident, lagging, and overshooting), the authors
performed variance decomposition analysis based on a multilevel factor model.
The proportion of variance explained by the model based on the cluster-defined
regional nomenclature was significantly higher than the proportion of variance
explained by the model based on the official Chinese regional division.

In summary, the business cycle synchronization literature is dominated by
papers examining the degree of correlation between two series of extracted cycli-
cal GDP components. However, based on the extensive criticism of approaches
based on correlation (see Section 3), other approaches to measuring the synchro-
nization of business cycles have been developed. BDFM models have become
particularly popular for examining the macroeconomic and structural sources of
business cycle comovement. On the other hand, the approach based on correla-
tion is dominating the regional literature on business cycle synchronization. DFM
model has been only applied once in the context of regional data. Therefore, in
this study, we attempted to fill a gap in the literature by applying a BDFM for the
Eurozone regions.
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Status . Analyzed . Omitted

Fig. 1 Euro area regions under investigation

3 Data and Methods
3.1 Data

In our analysis, we used time series of real GDP calculated at the NUTS1 level
for 10 Eurozone countries, namely Austria, Belgium, Finland, France, Greece,
Germany, Italy, the Netherlands, Portugal, and Spain. We excluded countries that
were too small to be divided into NUTSI regions. This sample covers 59 NUTS1
regions, as shown in Fig. 1. The full list of regions is available in Appendix A.
The time series are annual and cover the 1991 to 2020 period. The data were
obtained from the Cambridge Econometrics European Regional Database.

3.2 Bayesian Dynamic Latent Factor Model
Prior to estimation, all time series were logarithmized, first-differentiated, and

demeaned. Our analysis of regional data was conducted using the BDFM proposed
by Otrok and Whiteman (1998) and developed by Kose et al. (2008). The panel of
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demeaned regional real GDP growth time series is denoted as Y;’k, wherei=1,...,59
represents the region, k = 1,.... , 10 represents the country, and r =1, ...,29 repre-
sents time. We assume that Yt”k is described by the following DFM:

Yk = BEFE 4 BHEFCH 4 e, (1)
where F ZE denotes the European factor (common to all time series) and F tC * denotes
the country factor (common to all time series within country 1). ei‘k is the idiosyn-
cratic term gspecific to developments in a specific region plus measurement error)
and E[e;j,e;_’ﬁ] =0 fori#i Vv k#k, while ﬁl’;;k, m=EC)=1,2,..,1+K=11
are the factor loadings. The unobservable factors and idiosyncratic term follow an
autoregression of order p.!

ek = (L), + e, e ~ N(0,07) )

F" = ¢"(L)F", +V",V" ~ N(0,02) 3)

The order of the autoregression process is equal to three; accordingly, the model
captures the degree of temporal and intertemporal comovement within 3 years. All
innovations ¢!’ and o are assumed to be mutually orthogonal.

The model described by Eqgs. (1-3) suffers from rotational indeterminacy, mean-
ing it is impossible to identify the signs and scales of factors and factor loadings
separately. To overcome this limitation, signs were identified based on the require-
ment that one factor loading is positive for each factor. Specifically, the European
factor is positive for the aggregate growth of Germany, which is the largest economy
under scrutiny. The country factor loading is positive for the aggregate of all regions
within one country (i.e., real country value added). Scale identification follows
Stock and Watson (1993) based on the assumption that each 01.2 and afn are constant.

The model defined in Eqgs. (1-3) is estimated using the approach proposed by
Otrok and Whiteman (1998). It utilizes Gibbs sampling, which is a Markov chain
Monte Carlo (MCMC) method for the approximation of marginal and joint distribu-
tions based on sampling from conditional distributions. Because all conditional dis-
tributions are known (parameters given data and factors, and factors given data and
parameters), MCMC can be applied to generate random samples from the joint pos-
terior distribution of unknown parameters and unobserved factors. This algorithm is
summarized in the following three steps.

1. Simulation of AR coefficients and the variance innovation of shocks to (2-3)
conditional on a draw of factors;

2. Draw of factor loadings conditional on the draw of factors;

3. Simulation of factors conditional on all of the above parameters.

I we experimented with different values of the order of autoregression. Values of p = 1,2,3,4 lead to
similar results. The results of these robustness checks are not reported for brevity, but are available upon
request from the authors.
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These steps were repeated 220,000 times to ensure the convergence of the chains
with the first 20,000 Gibbs sampling replications being discarded.

The prior for all factor loadings is N(0, 1), whereas for the autoregressive param-
eters, the prior is N(0, X), where

10 0
=005 0 |[. 4)
0 0 025

The prior for the innovation variances in the observable equation is given by
inverted Gamma (6,0.001), which is relatively diffuse (Kose et al. 2012).

Most of our results focus on the relative importance of the European and the
country factors. Their assessment relies on variance decomposition. With orthogo-
nal factors, the variance of an observable variable Y* can be defined as follows:

var(Yti*k) = (ﬁgk)zvar(Ff) + (ﬂék)zvar(FtC’k) + var(eﬁ’k). 5)

(B var(Fy')

Consequently, the share of volatility attributable to factor m is given by 5
var ['

3.3 Interpretation of the Results

With 59 regions considered, we obtained 59 individual variance decompositions. It
is therefore not feasible for a single study to provide a detailed description of each
variance decomposition. Instead, we provided a summary of the results using a
series of EU regional maps. The construction of these maps utilized criteria based
on the relative variance shares attributable the European factor.

The conventional method for assessing the degree of business cycle synchroni-
zation based on bilateral correlation coefficients is associated with several issues.
First, correlation coefficients are calculated for a particular pair of regions, which
disregards more complex relationships within the overall group of regions, espe-
cially the possibility of a common international business cycles. Second, correla-
tions measure the degree of temporal comovement, meaning they do not account
for intertemporal comovement that could be present in macroeconomic time series.
Finally, correlations do not provide any critical values that can be used to distinguish
between regions (or countries) that should join the monetary union. As a result,
analysis that relies on correlation coefficients does not directly correspond to the
OCA theory.

The prior research aimed at circumventing the first of the aforementioned issues by
incorporating correlations into complex networks analysis (Caraiani 2013; Matesanz
Gomez and Ortega 2016; Matesanz Gomez et al. 2017). However, these networks are
still based on distances between bilateral correlations or Granger causality test between
the examined pairs (see Caraiani (2013)); consequently, the analysis within this frame-
work does not allow for the possibility of a single common business cycle among the
examined countries. To address the second issue, the authors employ pairwise cor-
relations with lag shifts or conduct Granger causality tests on pairs of the examined
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time series (Matesanz Gomez and Ortega 2016; Matesanz Gomez et al. 2017). These
approaches maintain the bilateral nature of the analysis. Moreover, if a phase shift is
present, the analysis conducted within this framework does not allow for identification
of the comovment within the same international business cycles (which could result
from lags in shocks propagation).

The application of a BDFM facilitates solutions to the three key issues listed
above. Firstly, a BDFM allows distinction between the portion of the variation in
the real GVA attributable to a factor common to all series, to all the series within
the same country, and to a given region. Moreover, the same factor can have various
impacts on specific regions through region-specific factor loadings. Therefore, the
model accounts for variations in the experiences of international or national busi-
ness cycles in the regions under examination. Second, the autoregressive nature of
idiosyncratic terms and factors (see Eqgs. 2 and 3) facilitates the examination of both
temporal and intertemporal comovement between time series. In other words, inter-
national or national shocks can propagate and affect regions with varying intensity
over time. Therefore, a BDFM offers a highly flexible framework for examining
international business cycles.

Finally, the application of a BDFM facilitates the introduction of the direct cor-
respondence between the OCA theory and measurement of the degree of synchroni-
zation of business cycles. In the original work on OCAs, Mundell (1961) proposed
an examination of regions. His approach stands in contrast to most of the litera-
ture that assumes (ex ante) that countries are OCAs (e.g., Belke et al. (2017); Beck
(2021b, 2022b)). McKinnon (1963) defined an OCA as a domain in which common
monetary policy and flexible exchange rates can maintain macroeconomic stabil-
ity. According to the insights provided by Mundell and McKinnon, monetary pol-
icy implemented at the country level does not need to be optimal for all individual
regions within a country. The ability of a national central bank to design an optimal
monetary policy relies on the degree of business cycle synchronization between the
regions in a country. If the regional business cycles within a country are not syn-
chronized, then the cost of renouncing independent monetary policy is relatively
low as the central bank is not able to construct a monetary policy that is optimal for
all regions. Therefore, the assumption that a given country is an OCA leads to the
overestimation of the cost of joining a monetary union.

The application of a BDFM to regional data alleviates these issues by providing
information regarding the relative shares of the European factor, country factors, and
idiosyncratic factors. Within this framework, we can distinguish the percentage of
variation in real GVA that can be attributed to each of these factors for each indi-
vidual region. Consequently, we can identify regions in which the European factor
dominates and the adoption of a common monetary policy is the optimal choice.
Similarly, we can identify regions in which the country factor dominates, implying
that maintaining monetary policy at the national level is the optimal choice. Further-
more, because results are provided at the regional level, it is possible for a country to
have certain regions that should optimally abandon independent monetary policy at
the national level, while other regions should not.
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The OCA criterion utilized in this research classifies a region as follows.

1. Part of an OCA if the European factor accounts for more than 50% of the variance
in real GVC;

2. not part of an OCA if the country factor accounts for more than 50% of the vari-
ance in real GVC.

This criterion is directly related to the OCA theory and identifies regions in which
(1) the common monetary policy is optimal and in which (2) the national monetary
policy is optimal. It should be noted that in our results, there are no intermediate
cases and the role of the idiosyncratic factor is marginal (below 5% of the total vari-
ance in each case). Therefore, our results provide a clear indication of regions that
benefit from participation in the Eurozone. As the criterion we have adopted is very
strict, there is a possibility of misrepresentation of the result on the graph, for exam-
ple, in the case of regions that are slightly below or slightly above the established
threshold value. Therefore, we opted for adopting continuous scale on the maps pre-
senting the results, to better depict the nuances in the share of variance explained by
the European factor across countries and regions.

Our results exhibit a high degree of heterogeneity in terms of the extent of rela-
tive prevalence of the European and country factors in the analyzed sample. There-
fore, we added additional maps depicting the share of variance explained by the
European factor at a country level calculated in three different ways. In the main
text we present the version of the maps using simple averages of the share of vari-
ance explained by the European factor at the regional level in a given country. To
ensure the robustness of our results, we used two different methods of construct-
ing additional country maps. In the first version, we weighted the share of variance
explained by the European by region share in country’s Gross Domestic Products. In
the second version, we used the shares of the regional populations among the total
population as weights. In other words, we examined a hypothetical voting process
for joining the monetary union that is conducted in a manner that allows individuals
to vote or money to vote. However, for all three approaches, we obtained results very
similar to those of the first version presented in the main text. Appendix B presents
the results of these robustness checks.

3.4 Measurement of Regional Specialization

In the empirical section, we explore one of the possible explanations of the results
we obtained on the basis of the Krugman View on the relationship between eco-
nomic integration and synchronization of business cycles (see Section 4 for a
detailed explanation). This view connects the prevalence of idiosyncratic shocks
to the degree of specialization at the regional level. Therefore, we calculated three
alternative measure of specialization for each of the examined regions.

We collected the data on sectoral composition of each regions from the European
Commission database. Data covers all 59 examined regions over the 1995-2019
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Table 1 Description of economic sectors according Nomenclature of Economic Activities (NACE) used
in the analysis

Abbreviation General Category NACE code Detailed category

A Agriculture Agriculture

B-E Industry Mining

Manufacturing

lUOD:‘}
m

Electricity and gas supply
F Construction Construction
G-J Non-financial services Wholesale and retail trade
Transportation and storage
Accommodation and food services
Information and communication
K-N Financial and business services Finance and insurance

Real estate

Professional and support services
0O-S Non-market services Public administration
Education

Health

Arts and recreation

IO WO RE"T T QT
Z

Other services

period. The data set is not very detailed and presents division of regional GDP into
six NACE (Nomenclature of Economic Activities) sectors: agriculture (A), industry
(B-E), construction (F), non-financial services (G-J), financial and business services
(K-N), and non-market services (O-S). More detailed description of the sectors is
depicted in Table 1.

We calculated three alternative measures of sectoral specialization for each of the
59 examined regions. The first two are based on the so called Krugman specializa-
tion index. (Krugman 1992). KSI1 measure is defined as:

6
KSI1; = Z Vsi = Yals (6)
s=1
where i indices the region (i =1,...,59), s indices the sector (s =1,...,6). y;

denotes sector s share in the GDP of region i, while yg, denotes denotes sector s
share in the GDP of the Eurozone (all 10 countries under examination). KSI1 com-
pares structural shares to shares for the entire examined area, and consequently, it is
a relative measure of specialization - a comparison between a region i and an entire
analyzed group of countries as a whole. To safeguard against the bias coming from
the changes in the sectoral composition of the entire examined area the next two
measures we calculate two additional measures. The second variation on the KSI we
adopt is based on the differences between the actual shares and the ideal s]hare, the

one we would obtain if all the sectors had equal contribution to GDP (é = g):

@ Springer



Optimum Currency Area in the Eurozone

a) 1992-2020 period b) 1992-2005 period ¢) 2006-2020 period
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Fig.2 The European factor prevalence in the Euro area regions

6
KSI2; = Z [y, — 1/6] @)

s=1

Both KSI1 and KSI2 take values from the range between 0 and 2, where O rep-
resents complete diversification, while 2 complete specialization within one sector.
The final measure of specialization is based on the Herfindahl-Hirschman index
(Herfindahl 1950):

6
HHI, = ) y2. ®)

s=1

The HHI measure takes the values from the range between Land 1. HHI = é
implies complete diversification with equal shares of each sector accounting for GDP
of a given region, HHI = 1 represents complete specialization within one sector.

4 Empirical Results

The estimation results for the 1992 to 2020 period are presented in panel a) of
Fig. 2. Overall, 27 of the 59 examined regions are characterized by a variance share
explained by the European factor above 50%. However, Spain was the only country
in the case of which all the regions where characterized by the shares of variance
explained by the European factor above the 50% threshold. Therefore, it was the only
examined country that could determine that joining the Eurozone was associated
with net benefits from the perspective of every single region.

To assess whether a given country should join the Euro area, we examined the
relative prevalence of the European factor in the regions within that country. The
results obtained using average regional value of the share of variance explained by
the European factor (in line with the description in Section 3.3) are depicted in panel
a) Fig. 3. Spain, with 61%, is the country with the highest average share of variance
explained by the European factor. Austria, Finland, France, the Netherlands, and
Portugal are all above the 50% threshold. Therefore, over the entire examined period,
those countries would benefit from common monetary policy and that the Eurozone
can be considered as an OCA. Italy recorded the lowest results, almost 41%, while
Belgium, Germany, and Greece had between 43% and 49% of variance explained by
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Fig. 3 The European factor prevalence in the Euro area countries

the European factor. Even though, those countries are below the threshold value, the
analysis indicates relatively high degree of comovement of real gross value added
among all examined countries.

Figures 6 and 7 (in Appendix B) present even stronger results in favour of the
common European business cycle in the Euro area. However, regardless of the used
averaging procedure, Italy comes out as a the the country that is the least aligned
with the European business cycle. The results from Figs. 6 and 7 also indicate that
regional economies with the highest populations and gross domestic product are the
most in line with the European business cycle.

The results presented in panel a) of Fig. 2 and panel a) of Fig. 2 cover a period
of 29 years. Over this period European economies experienced the introduction of
the Euro, three major crises (the global financial crisis, sovereign debt crisis, and
COVID pandemic), and various enlargements of both the Eurozone and the Euro-
pean Union. Furthermore, within this period, European economies went through
significant changes that could have contributed to alterations in the pattern of busi-
ness cycle comovement within the Euro area. Therefore, in the second stage of our
analysis, we split the sample into two sub-periods from 1992 to 2005 and 2006 to
2020, and applied our model to each sub-period. The results at the regional level are
presented in panel b) and c) of Fig. 2, whereas those from the perspective of coun-
tries are presented in panel b) and c) of Fig. 3.

a) Change at the regional level b) Change at the country level
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Fig.4 Changes in the European factor prevalence in the Euro area
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During the 1992 to 2005 period, 40 of the 59 examined regions were character-
ized by the share of variance explained by the European factor being above 50%.
The only country with the average share of variance explained by the European fac-
tor below the threshold was France with 42%. This outcome could be explained by
relatively mild response of France to the dot-com burst in comparison with other
European countries (Aviat et al. 2021). Nevertheless, this result for France is rather
close to the threshold value. The share of variance attributable to the European fac-
tor was between 50% and 60% for Belgium, Germany, and Italy, while above 60%
for the remaining countries (Austria, Greece, Finland, Italy, the Netherlands, and
Portugal). This group of nine European countries could be considered an OCA with
the minimal costs stemming from the loss of independent monetary policy. Moreo-
ver, in the case of Austria, Belgium, Finland, Greece, Italy, the Netherlands, and
Portugal, all the regions where above the 50% threshold, which indicates net benefits
of a common monetary policy for those countries. The results depicted in panel b)
of Fig. 3 are corroborated by the results obtained using weighted averages in Figs. 6
and 7 (in Appendix B).

The results are vastly different for the 2006 to 2020 period. There are only 8 of
59 regions in which 50% of the variance could be attributed to the European factor.
There is no country with all the regions meeting the 50% threshold. Spain is the only
country in which the European factor dominated in the case of the simple average,
and Finland in the instances of weighted averages. Therefore, only those two coun-
tries could benefit from common monetary policy. The share of variance explained
by the European factor is especially low in the regions of Austria (on average 36%),
Belgium (on average 33%), Netherlands (on average 29%), and Italy (on average
around 24%). Consequently, there was no group of countries within the Eurozone
that could be considered an OCA.

The case of Spain is especially interesting as it features the highest degree of
synchronization with the European business cycle in all the examined periods. This
can be explained by the fact that factor loadings for Spanish regions are higher than
those of regions in other countries. Therefore, the special standing of Spain can be
attributed to its higher sensitivity to international shocks compared to other Euro-
zone countries. Alvarez et al. (2021) explain this by the pro-cyclical behavior of
Spanish government spending.

The results described above indicate a significant business cycle divergence in
the Euro area. Furthermore, there was a widespread increase in the share of variance
attributable to the country factor at the expense of the European factor. The share of
variance explained by the European factor decreased in 46 out of 59 regions. Panel a)
of Fig. 4 presents regions in which the share of variance explained by the European
factor increased and those in which it decreased. Panel b) of Fig. 4 presents the coun-
tries in which most of the regions experienced an increase in the share of the European
factor (the graphs obtained using GDP and population weighted averages are identical
to panel b) of Fig. 4). The increase in the share of variance explained by the European
factor was experienced in five regions in Spain (on average by 2%), seven in France
(on average by 2%), and one in Germany (by 1%). However, other regions in those
countries experienced drop in the share of variance attributable to the European factor.
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On the other hand, decrease in the European factor’s share was substantial in Austria
(on average by 28%), Belgium (on average by 25%), Finland (on average by 25%),
Greece (on average by 32%), Italy (on average by 35%), the Netherlands (on aver-
age by 38%), and Portugal (on average by 26%. Therefore, there has been extensive
business cycle divergence in the Eurozone over the examined period, and particularly
strong in the smaller European economies.

In the next stage of the analysis, we have estimated BDFM over the examined
period using 13-years rolling window. The results for all the examined regions are
depicted in Figs. 8 to 12 in Appendix C. Interestingly, all the regions ended up with
lower share of the European factor than they started with. However, there is high
level of heterogeneity in the extent of the drop. The highest decline in the share of
variance explained by the European factor taken place in the Netherlands (on aver-
age by 40 percentage points), Italy (on average by 39 percentage points), Austria (on
average by 38 percentage points), Portugal (on average by 32 percentage points),
and Greece (on average by 31 percentage points). Fall in the share of variance was
milder in Belgium (on average by 26 percentage points), Finland (on average by 29
percentage points), and Germany (on average by 21 percentage points). Finally, the
degree of synchronization with the European cycle was the most stable in France
and Spain, where the share of the European factor dropped by 6 and 7 percentage
points, respectively. Despite, such heterogeneity in the degree of change, the results
demonstrate that the Eurozone regions have decoupled form the European business
cycle over the examined period. This conclusion is further corroborated with the
results for countries aggregated using simple averages, in Fig. 5, as well as using
GDP weights, in Fig. 13, and population weights, in Fig. 14 in Appendix C.

There are two major views regarding the behavior of business cycle synchro-
nization and the constituency of an OCA over time. The first view, which is
known as the "European Commission View" and described in the Report of the
EU Commision (1990), states that economic integration reduces barriers to trade
through removal of tariffs, improved harmonization and recognition of standards,
and elimination of exchange rate risk. Consequently, deeper economic integration
facilitates international trade, and especially intra-industry trade. In turn, trade
in general, and intra-industry trade in particular promotes a more symmetrical
distribution of economic shocks and facilitates tighter business cycle synchroni-
zation. Therefore, the European Commission View predicts that tighter economic
integration will bring economies closer to an OCA. This view is strongly sup-
ported by the endogeneity of the OCA criteria hypothesis proposed by Frankel
and Rose (1998) - an empirical finding demonstrating close association between
trade and synchronization of business cycles that has been corroborated in further
research (Baxtera and Kouparitsas 2005; Beck 2019; Fidrmuc 2008). One of the
main implications is that countries can fulfill the OCA conditions ex post. Ergo,
after joining the monetary union, the elimination of the exchange rate risk facili-
tates higher trade, and through trade, business cycle convergence, which brings a
new member closer to fulfilment of the OCA criteria.
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Fig.5 Variance decomposition of the regional real gross value added estimated over a 13-years rolling
window - aggregated at country level (simple averages)

The second view is known as the "Krugman View" and was developed by
Krugman (1993). The Krugman View, starts with a similar observation as the
European Commission View. The economic integration is associated with elimi-
nation of barriers to trade, as well as capital and labor. As he notes, elimination
of these barriers facilitates location of industries in places where they can benefit
the most from comparative advantage and external economies of scale. This, in
turn, results in progressing specialization of regions in the integrating countries.
Krugman (1993), following Kenen (1969), argues that specialization is making
regional economies more prone to asymmetric shocks. Consequently, the degree
of business cycle synchronization at the regional level will decline.

The results reported above do not provide support for the the European Com-
mission View. The decreasing role of the European factor indicates business
cycle divergence, which stands in contrast to the predictions made in the Report
of the Commission. However, the results do not provide unequivocal support for
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the Krugman View. On one hand, the declining share of variance explained by the
European factor is in line with the Krugman View. On the other hand, the Krugman
View predicts intensification of regional specialization, which should be reflected
in the increasing role of the idiosyncratic factor, which is region-specific. However,
the idiosyncratic factor does not play a major role in driving the behavior of real
value added. Therefore, the results presented in this paper cannot be interpreted as
providing a strong support for the Krugman View.

In order to investigate justification of the Krugman View further, we examined
sectoral composition of individual regions, as well as the their degree of struc-
tural specialization. The structural composition of the examined regions over the
1995-2019 period is depicted in Figs. 15 to 19 in Appendix D, while the measures
of sectoral specialization are illustrated in Figs. 20 to 24 in Appendix E. The results
demonstrate that structural composition of the regions was very stable over the exam-
ined period. However, this conclusion should be taken with one reservation. Data on
regional composition includes only six sectors, and there exist a possibility, that there
has been ongoing specialization within those sectors.

Nevertheless, the three measures point to some changes. Firstly, there has been at
least some small degree of specialization. This specialization took place in 50 and
53 regions according to KSI2 and HHI measure, respectively. Using KSI1 measure
we find only 18 instances of specialization. However, this result can be attributed to
slowly progressing specialization of the entire examined Eurozone, that is taken as
a reference point in the case of this measure. On average, the increase in specializa-
tion was relatively mild with KSI2 and HHI increasing by 13% and 5%, respectively.
Those outcomes should be interpreted cautiously because regional composition of
the Eurozone regions was very diversified to begin with, so we can one can expect
strong influence of small base effect. On the other hand, KSI1 on average declined
by 13%, indicating progressing diversification. Again, this outcome can be attrib-
uted to the overall progress in specialization in the Eurozone as a whole. Summariz-
ing, there has been a slight increase in the degree of specialization in the Eurozone
regions, in line with the predictions of the Krugman View.

In the final stage of our analysis, we examined the role of the drivers of the
change in the share of variance attributable to the European factor. This approach
can allow to examine whether this change can be attributed to the changes in the
degree of sectoral specialization of the Eurozone regions. The results of regressions
for changes in the impact of the European factor on the initial share of variance
explained by the European factor (Initial EF), GDP per capita (GDPpc), population
(POP), and the changes in the values of the three measures of specialization in a
given region (dKSI2, dKSI2 and dHHI)* are presented in Table 2.> The coefficient

2 Those changes are calculated as differences in mean values for the 1995-2005 and the 2006-2019
period. We experimented with different periods, as well as values for individual years (e.g., 1995
and 2019), however, none of these changes had any bearing on the results reported in the main text.
The results of these robustness checks are not reported for brevity but available upon request from
the authors.

3 In another robustness check we tried to estimated the impact of KSI1, KSI2, and HHI in levels on
the share of variance explained by the European and country factors. In all the considered specifications
KSI1, KSI2, and HHI turned out to be not statistically significant. We do not report these results here for
brevity, but they are available upon request from the authors.
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Table2 Regression results with changes in the share of variance explained by the European factor as a
dependent variable

Intercept 0.517%%* 0.547%%* 0.5447%%% 0.539%%*%* 0.522%%% 0.530%**

(0.061) (0.072) (0.073) (0.073) (0.075) (0.075)
Initial EF~ —1.203%%%  —]207#%%  —]208%#%  —]2]Q%#x  —]2[2%#x  —] DOQHHE
(0.110) (0.110) ©.111) (0.112) (0.111) (0.112)
GDPpc 0.000 0.000 0.000 0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000)
POP 0.000 0.000 0.000 0.000
(0.000) (0.000) (0.000) (0.000)
dKSI1 -0.271
(0.267)
dKSI2 0.363
(0.296)
dHHI 1.187
(1.324)
R 0.678 0.682 0.682 0.688 0.691 0.687
Adj. R? 0.672 0.670 0.665 0.665 0.668 0.664

* k% denotes significance at 10%, 5%, and 1% levels, respectively; standard errors are in parentheses

of the initial share of variance explained by the European factor is statistically sig-
nificant in all specifications. It has a negative sign and its absolute value is approxi-
mately 1.2. Therefore, regions with initially high shares explained by the European
factor experienced the highest drop in value. An additional percentage point of vari-
ance explained by the European factor is associated with an approximately 1.2 per-
centage point decrease in the value of the factor from period to period.

The estimated coefficients on population and GDP per capita are close to zero
and not significant at any conventional level in all specifications. Inclusion of one
of these variables has minor impact on R2?, while at the same time is associated
with the drop in the adjusted R?. Because GDP per capita does not influence the
phase of business cycle synchronization, the hypothesis of business cycle club con-
vergence cannot be accepted, particularly in light of the fact that the regions with
the highest share of variance attributable to the European factor experienced the
greatest decline.

Finally, none of the measures of structural specialization is statistically signifi-
cant. The inclusion of any of the measures into the model has marginal impact on
R2, and leads to a decline in adjusted R?. Therefore, we find no evidence that the
fall in the degree of business cycle synchronization could be attributed to spe-
cialization within sectors. One the one hand, ongoing economic integration in the
Eurozone is associated with slowly progressing specialization and business cycle
divergence, in line with the prediction of the Krugman View. On the other hand,
we do not find evidence on the link between specialization and synchronization
of business cycles. In other words, the data shows that the prediction is correct,
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however, the channel proposed in the Krugman View is not the cause of business
cycle divergence in the Eurozone.

5 Conclusions

In this study, we estimated a BDFM for a group of NUTSI1 regions in the Euro area
countries for the 1992 to 2020 period to fill a gap in the literature, where a DFM has
only been applied once to regional data in the context of business cycle synchroniza-
tion. Our application of a BDFM solves the problems associated with the application
of pairwise business cycle comovement indicators as a measure of business cycle
synchronization. Furthermore, within the BDFM framework, we developed a crite-
rion directly related to OCAs. Specifically, regions with a variance share explained
by the European factor above 50% will benefit from participation in the Eurozone.

The results of our model indicated that when considering the entire examined period,
nearly half of the regions fulfilled this criterion (27 of 59). The result indicates that
those regions have benefited from participation in a monetary union. However, Spain
was the only country in case of which all the regions where above the 50% threshold;
therefore, it was the only country in the sample that could determine that joining the
Eurozone was associated with net benefits from the perspective of every single region.

The examination of the results in sub-periods shed new light on this issue. Specifi-
cally, we observed a significant drop in the degree of business cycle synchronization.
From 1992 to 2005, 40 regions were characterized by a share of variance attributable
to the European factor above 50%, whereas only 8 regions were characterized in this
manner in the 2006 to 2020 period. In the latter period, there was no single country in
case of which the share of variance explained by the European factor was above 50%
threshold. Moreover, the share of variance explained by the European factor decreased
in 46 regions. Furthermore, the analysis conducted using the rolling windows dem-
onstrated that all the regions experienced a drop in the relative share of the European
factor. Therefore, our results indicate that over the examined period, Euro area experi-
enced business cycle divergence. This result confirms the findings of a growing body
of research on ongoing business cycle divergence in the Eurozone and the European
Union (Ferroni and Klaus 2015; Belke et al. 2017; Beck 2021a, ¢, 2022a, b).

The greatest drop in the share of variance explained by the European factor was
experienced by countries that were characterized by the highest initial values. Addi-
tionally, changes in the degree of business cycle synchronization are not related to
the level of development as measured by the regional real GDP per capita. Taken
together, these two results indicate that there is no convergence into clubs for coun-
tries in terms of core-periphery or rich-poor regions.

Finally, ongoing business cycle divergence at both the national and regional levels
contradicts the predictions of the European Commission View. However, our results
do not provide strong support for the Krugman View either. The divergence predicted
by the Krugman View should result from the increasing role of the regional factor.
However, we found that divergence is a result of the growing importance of the coun-
try factor. On the one hand, two predictions stemming from the Krugman View are
supported by the results. Firstly, the European regions experienced a slight increase

@ Springer



Optimum Currency Area in the Eurozone

in the degree of sectoral specialization. Secondly, the Eurozone regions experienced
business cycle divergence. On the other hand, the data does not support the notion
that the ongoing specialization was the underlying cause of this divergence.
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