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Abstract
Let u be a moment functional associated with the Hermite, Laguerre, or Jacobi clas-
sical orthogonal polynomials. We study approximation by polynomials in Hr (u), the
Sobolev space consisting of functions whose derivatives of consecutive orders up to r
belong to the L2 space associated with u. This requires the simultaneous approxima-
tion of a function f and its consecutive derivatives up to order N � r . We explicitly
construct orthogonal polynomials that achieve such simultaneous approximation and
provide error estimates in terms of En( f (r)), the error of best approximation of f (r)

in L2(u).
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1 Introduction

In recent years, the study of orthogonal polynomials associated with Sobolev inner
products (that is, inner products involving derivatives) have undergone intensive con-
sideration.We refer the interested reader to the survey [28] for the latest presentation of
the state of the art on Sobolev orthogonal polynomials. One of the most useful features
of the Sobolev inner products is that they include terms “controlling” the behavior of
the associated orthogonal polynomials on the boundary of the orthogonality domain.
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In particular, it is sometimes desirable for the corresponding orthogonal polynomials
and their derivatives to have zeros on a set of points, for instance, on one or both end
points of a closed interval [a, b]. This property is important in applications where, for
a suitable function f , it is required that the partial sum of the corresponding Fourier
orthogonal expansion and its derivatives up to some appropriate orderm � 1, coincide
with the values f ( j)(a) and f ( j)(b), 0 � j � m (e.g., solving boundary-value prob-
lems using spectral methods based on representing the solution in terms of Sobolev
orthogonal polynomials, [6, 7, 14, 18, 19, 35]). The Sobolev inner products mostly
studied in the literature to deal with the above problem are mainly of the form (see
[12, 25, 30, 31, 34])

( f , g) =
m−1∑

j=0

∫ ∞

−∞
f ( j)(x) g( j)(x) dμ j (x) +

∫ 1

−1
f (m)(x) g(m)(x) ωα,β(x) dx,

where μ j , 0 � j � m − 1, are discrete Borel measures supported on x = −1 or
x = 1, and ωα,β(x) = (1 − x)α(1 + x)β is the Jacobi weight with α, β > −1.

We note that orthogonal polynomials with respect to a weight function on [a, b]
(or, in general, on a bounded or unbounded interval I ) lack the nice property of
the zeros mentioned above ([33, Section 6.2]), and, moreover, their approximation
behavior in Sobolev spaces give much weaker results than optimal. In spite of this,
the approximating properties of Sobolev orthogonal polynomials is still insufficiently
understood.

The purpose of this paper is to consider simultaneous approximation of a function
and its derivatives by polynomials on an interval in L2 norms associated with Jacobi,
Laguerre, or Hermite weights. In order to explain our results, we need to introduce
some notation.

For n � 0, let �n be the linear space of polynomials of a real variable and real
coefficients of degree at most n, and let � =⋃n�0 �n .

Let �∗ denote the algebraic dual space of �. That is, �∗ is the linear space of
linear functionals defined on �,

�∗ = {u : � → R u is linear} .

We denote by 〈u, p〉 the image of the polynomials p under the moment functional u.
Any linear functional u is completely defined by the values

μn := 〈u, xn〉, n � 0,

and extended by linearity to all polynomials, where μn is called the n-th moment
of u. Therefore, we refer to u as a moment functional. u is called positive definite
if 〈u, p2〉 > 0 for every non-zero polynomial p ∈ �. If u is positive definite, then
there exists an absolutely continuous measure dμ supported in an infinite subset I or,
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equivalently, a real valued non-decreasing function ϕ(x) such that ([9, Theorem 6.3])

〈u, p〉 =
∫

I
p(x) dμ =

∫

I
p(x) dϕ(x).

In this paper we assume that u can be expressed as an integral with respect to a postive
weight function w(x) defined on an interval I , that is,

〈u, p〉 =
∫

I
p(x)w(x)dx .

For a positive definite moment functional u associated with the weight function w(x),
let L2(u) be the linear space of functions given by

L2(u) =
{
C f : f is measurable and

〈
u, f 2

〉
< +∞

}
,

where C f is the class of functions equivalent to f in the following sense:

g ∈ C f if and only if
〈
u, ( f − g)2

〉
= 0.

As usual, we will not distinguish between f and C f .
In L2(u) we can define the inner product

( f , g)u = 〈u, f g〉, f , g ∈ L2(u),

and the norm

‖ f ‖u =
√

〈u, f 2〉, f ∈ L2(u).

The standard error of best approximation by polynomials of degree n is defined as

En,u( f ) := inf
p∈�n

‖ f − p‖u.

For r � 1, let

Hr (u) =
{

f ∈ L2(u) : f (m) ∈ L2(u), 1 � m � r
}

, (1.1)

and we define the norm on Hr (u) as

‖ f ‖Hr (u) =
(

r∑

m=0

‖ f (m)‖2u
)1/2

.

In L2(u), the n-th partial sum of the Fourier orthogonal expansion Sn f in terms of
the orthogonal polynomials associated with u satisfies

En,u( f ) = ‖ f − Sn f ‖u.
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However, the approximating behavior of Sn f in a Sobolev space is weaker. Indeed,
we show that there is a non-zero polynomial φ of degree at most 2, such that for

f ∈ Hr (u) satisfying φ
r−1
2 f (r) ∈ L2(u),

‖ f − S2n f ‖Hr (u) � c En−1,u

(
φ

r−1
2 f (r)

)
, (1.2)

where, hereon after, c denotes a generic positive constant independent of n and f ,
whose valuemayvary from line to line.On the other hand,we show that for f ∈ Hr (u),
there is a polynomial pn ∈ �2n satisfying

p( j)
n (νi ) = f ( j)(νi ), 0 � j � di − 1, 1 � i � s,

where νi ∈ R are distinct and d1 + · · · + ds = r , di ∈ N, such that

‖ f (m) − p(m)
n ‖u � c nm−r+1 En−r ,u

(
f (r)
)

, 0 � m � r , (1.3)

for the Jacobi case, and

‖ f (m) − p(m)
n ‖u � c n(m−r+1)/2 En−r ,u

(
f (r)
)

, 0 � m � r , (1.4)

for the Laguerre and Hermite case. Evidently, (1.2) is weaker than (1.3) and (1.4), and
holds under more restrictive conditions. Estimates of the form

‖ f (m) − p(m)
n ‖u � c nm−r En,u

(
f (r)
)

, 0 � m � r , (1.5)

have been established for the Jacobi case in [34]. We point out that our estimates (1.3)
and (1.4) are coarser than (1.5) since our functional approach encompasses all three
positive definite classical moment functionals at once. Therefore, finer estimates may
be deduced by considering each case separately.

We give explicit expressions for the polynomial pn in (1.3) and (1.4). In fact, it is the
partial sum of the Fourier expansion in terms of orthogonal polynomials associated
with a so-called discrete–continuous Sobolev inner product (see, for instance, [1,
12, 15, 17]). These polynomials are usually given in terms of classical orthogonal
polynomials with non-standard parameters which require delicate extensions ([2, 3,
5, 14, 21, 23, 24, 29, 32]). We provide a more direct definition that holds for such
non-standard parameters.

The paper is organized as follows. In the following section, we provide the basic
facts about classical orthogonal polynomials needed to present our results. In Sect. 3,
we discuss the approximation behavior of partial sums of Fourier expansions in terms
of classical orthogonal polynomials, which give suboptimal results when used in
Sobolev spaces. In Sect. 4, we present a discrete–continuous Sobolev inner product
and construct associated orthogonal polynomials in terms of iterated integrals of clas-
sical orthogonal polynomials. The expressions of the Sobolev orthogonal polynomials

123



Numerical Algorithms (2024) 95:285–318 289

provided there are suitable for studying Fourier expansions in terms of them. Simul-
taneous approximation by polynomials in Hr (u) is studied in Sect. 5, and there we
provide a more elaborate version of (1.3) and (1.4). A numerical example based on
Laguerre polynomials is provided in the last section.

2 Classical orthogonal polynomials

In this section, we collect the basic facts about classical orthogonal polynomials that
we will use throughout the work and which can be found in [13].

Let u be a moment functional. A sequence of polynomials {Pn(x)}n�0 is called an
orthogonal polynomial sequence (OPS) with respect to u if

(1) deg Pn = n,
(2) 〈u, Pn Pm〉 = hn δn,m , with hn 	= 0.

Here δn,m denotes the Kronecker delta defined as

δn,m =
{
1, n = m,

0, n 	= m.

If there is an OPS associated with u, then u is called quasi-definite. Positive definite
moment functionals are quasi-definite.

Observe that an OPS {Pn(x)}n�0 constitutes a basis for �. If for all n � 0, the
leading coefficient of Pn(x) is 1, then {Pn(x)}n�0 is called a monic orthogonal
polynomial sequence (MOPS).

Given a moment functional u and a polynomial q(x), we define the left multipli-
cation of u by q(x) as the moment functional q u such that

〈q u, p〉 = 〈u, q p〉, ∀p ∈ �,

and we define the distributional derivative Du by

〈Du, p〉 = −〈u, p′〉, ∀p ∈ �.

Moreover, the product rule is satisfied, that is,

D(q(x)u) = q ′(x)u + q(x) Du.

Definition 2.1 Let u be a quasi-definite moment functional, and let {Pn(x)}n�0 be an
OPS with respect to u. Then u is classical if there are nonzero polynomials φ(x) and
ψ(x) with degφ � 2 and degψ = 1, such that u satisfies the distributional Pearson
equation

D(φ u) = ψ u. (2.1)

The sequence {Pn(x)}n�0 is called a classical OPS.

The following characterizations of classical moment functionals and OPS will be
useful in the sequel.
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Theorem 2.2 Let u be a quasi-definite moment functional, and {Pn(x)}n�0 its associ-
ated MOPS. The following statements are equivalent:

1. u is a classical moment functional.
2. There are nonzero polynomials φ(x) and ψ(x) with degφ � 2 and degψ = 1

such that, for n � 0, Pn(x) satisfies

φ(x) P ′′
n (x) + ψ(x) P ′

n(x) = λn Pn(x), (2.2)

where λn = n ( n−1
2 φ′′ + ψ ′).

3. There is a nonzero polynomial φ(x) with degφ � 2, such that
{

P ′
n+1(x)

n+1

}

n�0
is the

MOPS associated with the moment functional v = φ(x)u.
4. There are real numbers αn and βn, n � 2, such that

Pn(x) = P ′
n+1(x)

n + 1
+ αn

P ′
n(x)

n
+ βn

P ′
n−1(x)

n − 1
, n � 2. (2.3)

It is well known (see [4] as well as [22]) that, up to affine transformations of
the independent variable, the only families of positive definite classical orthogonal
polynomials are the Hermite, Laguerre, and Jacobi polynomials. The corresponding
moment functionals admit an integral representation of the form

〈u, p〉 =
∫

I
p(x) w(x) dx, p ∈ �,

where I = R andw(x) = e−x2 in the Hermite case, I = (0,+∞) andw(x) = xαe−x

with α > −1 in the Laguerre case, and I = (−1, 1) and w(x) = (1 − x)α(1 + x)β

with α, β > −1 in the Jacobi case. We note that in each case w(x) > 0 in I , and thus
we say that w(x) is a weight function.

In the sequel, we will need the explicit expression of the polynomials φ(x) and
ψ(x), and the parameters that appear in Theorem 2.2, as well as the square of the
norms of the classical orthogonal polynomials, which we summarize in Table 1. We
use [27] and [33] as reference.

Observe that from Theorem 2.2, if u is a classical moment functional satisfy-
ing (2.1), then v = φ(x)u is a classical moment functional satisfying the Pearson
equation

D(φ v) = (ψ + φ′) v.

We point out that if we consider φ(x) and ψ(x) as in Table 1, then a positive definite
classical moment functional u still satisfies (2.1) with −φ(x) and −ψ(x). But then
(−φ)ku is not necessarily a positive definite moment functional. In the sequel, we will
only consider (2.1) with φ(x) given in Table 1 to guarantee the positive definiteness
of v = φ u.

Iterating this idea, we see that the high-order derivatives of classical orthogonal
polynomials are again classical orthogonal polynomials of the same type.
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Theorem 2.3 Let u be a classical moment functional satisfying (2.1), and {Pn(x)}n�0
its corresponding MOPS. For k � 0, let vk = φk(x)u and {Qn,k(x)}n�0 be the
sequence of polynomials given by

Qn,k(x) := 1

(n + k)! P(k)
n+k(x), n � 0, (2.4)

where p(k) is the k-th derivative of p. Then, for each k � 0, {Qn,k(x)}n�0 is an OPS
associated with the moment functional vk , satisfying

D(φ vk) = ψk vk,

where ψk(x) = ψ(x) + k φ′(x). Therefore, vk is a classical moment functional.

Clearly, the polynomials {Qn,k(x)}n�0 defined in (2.4) are notmonic. Nevertheless,
they satisfy the following property: for 0 � r � n, we have

Q(r)
n,k(x) = Qn−r ,k+r (x). (2.5)

Moreover, we can provide a distributional formulation of the differential equation (2.2)
satisfied by these polynomials.

Proposition 2.4 Let u be a classical functional satisfying (2.1), and {Pn(x)}n�0 its
corresponding MOPS. For k � 0, let vk = φk(x)u, and {Qn,k(x)}n�0 be the sequence
of polynomials defined in (2.4). Then,

D[φ(x) Q′
n,k(x) vk] = λn,k Qn,k(x) vk, n � 0,

where λn,k = (n + k) ( n+k−1
2 φ′′ + ψ ′) − k ( k−1

2 φ′′ + ψ ′).

Proof For k � 0, by Theorem 2.3, {Qn,k(x)}n�0 is a sequence of classical OPS and
vk satisfies the Pearson equation D(φ vk) = ψk vk with ψk(x) = ψ(x) + k φ′(x).

Moreover, from Theorem 2.2, we have that Qn,k(x) satisfies the differential equa-
tion

φ(x) Q′′
n,k(x) + ψk(x) Q′

n,k(x) = λn,k Qn,k(x), n � 0,

with

λn,k = n

(
n − 1

2
φ′′ + ψ ′

k

)
= (n+k)

(
n + k − 1

2
φ′′ + ψ ′

)
−k

(
k − 1

2
φ′′ + ψ ′

)
.

Therefore, for n � 0,

D[φ(x) Q′
n,k(x) vk] = φ(x) Q′′

n,k(x) vk + Q′
n,k(x) D(φ(x) vk)

= (φ(x) Q′′
n,k(x) + ψk(x) Q′

n,k(x)
)
vk

= λn,k Qn,k(x) vk .

�
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Remark 2.5 We note that if {Pn(x)}n�0 is a sequence of Hermite or Laguerre polyno-
mials, then

(1) for k � 0, {−λn,k}n�0 is an increasing sequence of non-negative real numbers
(see Table 1),

(2) for n � 0 and 0 � i � k, we have −λn,k � −λn+i,k−i .

In the Jacobi case, (1) and (2) hold when α + β + 2k � 0.

3 Fourier series in terms of classical orthogonal polynomials

Let u be a positive definite classical moment functional satisfying (2.1), and
{Pn(x)}n�0 its corresponding MOPS. For k � 0, let vk = φk(x)u, and {Qn,k(x)}n�0
be the sequence of polynomials defined in (2.4). We note that v0 = u, and vk is a
positive definite moment functional ([26, 27]).

For a function f ∈ L2(vk), we can define the Fourier coefficients of f as

f̂n,k =
〈
vk, f Qn,k

〉

hn,k
and hn,k = ‖Qn,k‖2vk

.

We note that
〈
vk, f Qn,k

〉
is finite by virtue of the Cauchy-Schwarz inequality.

For n, k � 0, let Sn,k denote the projection operator Sn,k : L2(vk) → �n defined
as

Sn,k f (x) =
n∑

j=0

f̂ j,k Q j,k(x), f ∈ L2(vk).

This operator can be characterized in terms of En,vk ( f ).

Theorem 3.1 For n, k � 0 and f ∈ L2(vk), Sn,k f (x) is the unique polynomial in �n

satisfying
En,vk ( f ) = || f − Sn,k f ||vk .

Proof Since {Qn,k(x)}n�0 is a basis of �n , we can write any polynomial p ∈ �n as

p(x) =
n∑

j=0

c j Q j,k(x),

for some real coefficients c j , 0 � j � n. We compute

∂

∂ c j
‖ f − p‖2vk

= ∂

∂ c j

(
‖ f ‖2vk

− 2
n∑

i=0

ci 〈vk, f Qi,k〉 +
n∑

i=0

c2i hi,k

)

= −2〈vk, f Q j,k〉 + 2 c j h j,k .
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Tominimize ‖ f − p‖2vk
we impose

∂

∂ c j
‖ f − p‖2vk

= 0 for 0 � j � n. Since ‖ f − p‖2vk

is a convex function in the variables c j , and taking into account that the Hessianmatrix
is positive definite, we deduce that the minimum of ‖ f − p‖2vk

is unique and is attained
when c j = f̂ j,k . �

It is well known (see [10, Chapter II, §4 – §8]) that for the Hermite, Laguerre, and
Jacobi polynomials, we have

lim
n→∞ ‖ f − Sn,k f ‖2vk

= 0, f ∈ L2(vk),

where vk is the corresponding functional in each case. This means that we are allowed
to write the Fourier expansion of f ∈ L2(vk),

f =
∞∑

j=0

f̂ j,k Q j,k(x),

where the equality holds for almost every point in the support I . By orthogonality, we
obtain the Parseval identity

‖ f ‖2vk
=

∞∑

j=0

∣∣ f̂ j,k
∣∣2 h j,k, f ∈ L2(vk).

It is possible to pass down relation (2.3) to the Fourier coefficients in the expansion
of a function with respect to classical orthogonal polynomials.

Lemma 3.2 Let u be a classical moment functional and {Pn(x)}n�0 be its associated
MOPS. For n, k � 0 and f ∈ L2(vk) ∩ L2(vk+1),

f̂n,k+1 = f̂n,k + αn+k+1

n + k + 1
f̂n+1,k + βn+k+2

(n + k + 1) (n + k + 2)
f̂n+2,k,

where αn+k+1 and βn+k+2 are the real numbers appearing in (2.3).

Proof Differentiating (2.3) and using (2.4), we get {Qn,k(x)}n�0 satisfies

Qn,k(x) = Qn,k+1(x) + αn+k

n + k
Qn−1,k+1(x) + βn+k

(n + k) (n + k − 1)
Qn−2,k+1(x).

(3.1)
Then, we compute

〈
vk+1, f Qn,k+1

〉 =
〈
vk+1,

⎛

⎝
∞∑

j=0

f̂ j,k Q j,k

⎞

⎠ Qn,k+1

〉
=

∞∑

j=0

f̂ j,k
〈
vk+1, Q j,k Qn,k+1

〉
.
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Using (3.1), we obtain

〈vk+1, f Qn,k+1〉
=
(

f̂n,k + αn+1+k

n + k + 1
f̂n+1,k + βn+k+2

(n + k + 1) (n + k + 2)
f̂n+2,k

)
hn,k+1,

and the desired result follows by dividing both sides by hn,k+1. �
The following lemma will be useful often in the sequel.

Lemma 3.3 For each 1 � r � k and f ∈ L2(vk−r ) such that f (r) ∈ L2(vk),

̂f (r)
n,k = f̂n+r ,k−r . (3.2)

Proof Using Q′
n+1,k−1(x) = Qn,k(x) and Proposition 2.4, we get

〈
vk, f (r) Qn,k

〉
= −

〈
D(Q′

n+1,k−1 φ vk−1), f (r−1)
〉

= −λn+1,k−1

〈
vk−1, f (r−1) Qn+1,k−1

〉
.

Then, iterating the result above r − 1 more times, we obtain

〈
vk, f (r) Qn,k

〉
=
(

(−1)r
r∏

i=1

λn+i,k−i

)
〈
vk−r , f Qn+r ,k−r

〉
, (3.3)

where λn,k = (n + k) ( n+k−1
2 φ′′ + ψ ′) − k ( k−1

2 φ′′ + ψ ′).
Setting f (x) = Qn+r ,k−r (x) in (3.3), we get

〈
vk, Q(r)

n+r ,k−r Qn,k

〉
=
(

(−1)r
r∏

i=1

λn+i,k−i

) 〈
vk−r , Q2

n+r ,k−r

〉
.

Since Q(r)
n+r ,k−r (x) = Qn,k(x), we have

(
(−1)r

r∏

i=1

λn+i,k−i

)
=

〈
vk, Q2

n,k

〉

〈
vk−r , Q2

n+r ,k−r

〉 = hn,k

hn+r ,k−r
. (3.4)

Using (3.3) and the equation above, we obtain

̂f (r)
n,k =

〈
vk, f (r)Qn,k

〉

hn,k
=
〈
vk−r , f Qn+r ,k−r

〉

hn+r ,k−r
= f̂n+r ,k−r .

�
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It is possible to describe the behavior of the partial sum Sn,k f under differentiation.

Proposition 3.4 Let n, k � 0and0 � r � n. If f ∈ L2(vk) such that f (r) ∈ L2(vk+r ),
then (

Sn,k f
)(r) = Sn−r ,k+r f (r). (3.5)

Proof Using (2.5), we get

(
Sn,k f

)(r) =
n∑

m=r

f̂m,k Q(r)
m,k(x) =

n∑

m=r

f̂m,k Qm−r ,k+r (x) =
n−r∑

m=0

f̂m+r ,k Qm,k+r (x).

From (3.2), we have f̂m+r ,k = ̂f (r)
m,k+r and therefore

(
Sn,k f

)(r) = Sn−r ,k+r f (r).

Now, we focus our attention on the approximation behavior of Sn,k f . First, we
study the approximation in the Sobolev space

W r
2 (vk) =

{
f ∈ L2(vk) : f (m) ∈ L2(vk+m), 1 � m � r

}
, r � 1.

Hence, for a function f ∈ L2(vk), we study the error of approximation for f (m) in
L2(vk+m).

Theorem 3.5 Let n, k � 0, r � 1. For f ∈ W r
2 (vk),

∥∥∥ f (m) − (Sn,k f )(m)
∥∥∥
vk+m

� (−λn−r ,k+r )
(m−r)/2En−r ,vk+r

(
f (r)
)

, 0 � m � r � n,

or, equivalently,

En−m,vk+m

(
f (m)

)
� (−λn−r ,k+r )

(m−r)/2En−r ,vk+r

(
f (r)
)

, 0 � m � r � n,

(3.6)
holds for k � 0 in the Hermite case, for α + k > −1 in the Laguerre case, and for
α + k, β + k � 0 in the Jacobi case.

Proof First, we prove (3.6) for m = 0. From the Parseval identity, (3.2) and the fact
that r ≤ n, we have

En,vk ( f )2 = ‖ f − Sn,k f ‖2vk
=

∞∑

j=n+1

∣∣ f̂ j,k
∣∣2
〈
vk , Q2

j,k

〉
=

∞∑

j=n+1

∣∣∣̂f (r)
j−r ,k+r

∣∣∣
2〈
vk , Q2

j,k

〉
,

and using (3.4), we get

En,vk ( f )2 =
∞∑

j=n+1

∣∣∣̂f (r)
j−r ,k+r

∣∣∣
2

(−1)r
∏r

i=1 λ j−r+i,k+r−i

〈
vk+r , Q2

j−r ,k+r

〉
.
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By Remark 2.5, we have

(−1)r
r∏

i=1

λ j−r+i,k+r−i � (−λ j−r ,k+r )
r .

Therefore,

En,vk ( f )2 �
∞∑

j=n+1

∣∣∣̂f (r)
j−r ,k+r

∣∣∣
2

(−λ j−r ,k+r )r

〈
vk+r , Q2

j−r ,k+r

〉
,

holds for k � 0. Moreover, in any case (−λ j−r ,k+r )
r is an increasing sequence in j .

Hence,

En,vk ( f )2 � 1

(−λn−r ,k+r )r

∞∑

j=n+1

∣∣∣̂f (r)
j−r ,k+r

∣∣∣
2 〈
vk+r , Q2

j−r ,k+r

〉

= 1

(−λn−r ,k+r )r
En−r ,vk+r

(
f (r)
)2

, 1 � r � n, (3.7)

and, thus, (3.6) holds for m = 0.
Now, let m � 1. From (3.5)

∥∥∥ f (m) − (Sn,k f )(m)
∥∥∥
vk+m

=
∥∥∥ f (m) − Sn−m,k+m f (m)

∥∥∥
vk+m

= En−m,vk+m

(
f (m)

)
.

If we bound En−m,vk+m

(
f (m)

)
using (3.7) with r replaced with r − m, then we get

En−m,vk+m

(
f (m)

)
� 1

(−λn−r ,k+r )(r−m)/2
En−r ,vk+r

(
f (r)
)

, 1 � r � n,

which finishes the proof. �
In order to estimate the error of approximation of Sn,k in Hr (vk) defined in (1.1),

we need the following lemma.

Lemma 3.6 Let u be a classical moment functional and {Pn(x)}n�0 be its associated
MOPS. For n, k � 0,

Qn,k+1(x) =
n∑

j=0

d(k)
n, j Q j,k(x),

with d(k)
n,n = 1,

d(k)
n,n−1 = − αn+k

n + k
, d(k)

n,n−2 = −
(

βn+k

(n + k)(n + k − 1)
− αn+k

n + k

αn+k−1

n + k − 1

)
,
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and

d(k)
n, j = − αn+k

n + k
d(k)

n−1, j − βn+k

(n + k) (n + k − 1)
d(k)

n−2, j , 0 � j � n − 3, n � 3.

where αn+k and βn+k are the real numbers appearing in (2.3).

Proof This result follows from iterating (3.1). �
It is obvious that, for Hermite polynomials, Qn,k(x) = Qn,0(x) for n, k � 0. In the

Laguerre case, it is straightforward to deduce from Table 1 the explicit expression for
the coefficients in Lemma 3.6. For Jacobi polynomials, we can recover the expressions
obtained in [34]. Indeed, for the Laguerre polynomials with parameter α > −1, we
obtain d(k)

n, j = (−1)n+ j . We also recall here the coefficients for Jacobi polynomials
with parameters α, β > −1,

d(k)
n, j = (−1) j+n Aα,β

j,k Bα,β
n,k + Aβ,β

j,k Bβ,α
n,k ,

where

Aα,β
j,k = (α + β + 2k + 2)2 j

(α + k + 1) j
and Bα,β

n,k = (α + k + 1)n+1

(α + β + 2k + 2)2n+1
.

Our main effort lies in establishing the following result, which states the error of
simultaneous approximation of a function and its derivatives by the projection operator
Sn,k .

Theorem 3.7 Let k + r � 1, and f ∈ Hr (vk) such that f ′ ∈ W r
2 (vk+1). Then, for

n � r ,

∥∥∥ f (m) − (Sn,k f
)(m)

∥∥∥
vk

� c (−λn,k)
m/2

(−λn−r ,k+r−1)(r−1)/2
En−r ,vk+r−1

(
f (r)
)

, 0 � m � r ,

(3.8)
holds for k � 1 in the Hermite case, for α + k > 0 in the Laguerre case, and for
α + k, β + k � 1 in the Jacobi case.

Proof We shall consider each case separately.
First, let u be the moment functional associated with the Hermite polynomials. In

this case, u = vk for k � 0, and thus ‖ f ‖u = ‖ f ‖vk . It follows from (3.6) and the
fact that in this case λn,k is independent of the second subindex, that

∥∥∥ f (m) − (Sn,k f
)(m)

∥∥∥
vk

� (−λn−r ,k+r )
(m−r)/2En−r ,vk+r

(
f (r)
)

� c (−λn,k)
m/2

(−λn−r ,k+r−1)(r−1)/2
En−r ,vk+r−1

(
f (r)
)

.
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For the Laguerre case, we start by considering the case m = 0. It is not difficult to
modify the proof of Theorem 3.5 to deduce (3.8) since, by Remark 2.5, we have

(−1)r
r∏

i=1

λ j−r+i,k+r−i � (−λ j−r ,k+r )
r−1.

Now, we consider the case m = 1. By triangle inequality

∥∥∥ f ′ − (Sn,k f
)′∥∥∥

vk
�
∥∥ f ′ − Sn−1,k f ′∥∥

vk
+
∥∥∥Sn−1,k f ′ − (Sn,k f

)′∥∥∥
vk

.

The first term on the right side is En−1,vk ( f ′). In order to bound the second term,
consider the Fourier expansion of f ′. Since f ∈ Hr (vk) and, thus, f ′ ∈ L2(vk),

f ′ =
∞∑

j=0

f̂ ′
j,k Q j,k(x).

Moreover, since f ′ ∈ W r
2 (vk+1), which means that f ′ ∈ L2(vk+1), we can also

write

f ′ =
∞∑

i=0

f̂ ′
i,k+1 Qi,k+1(x) =

∞∑

i=0

i∑

j=0

(−1)i+ j f̂i+1,k Q j,k(x)

=
∞∑

j=0

∞∑

i= j

(−1)i+ j f̂i+1,k Q j,k(x).

where the second equality follows from (3.2) and Lemma 3.6, and the third equality
follows from interchanging the order of the summations. Comparing the two expres-
sions for f ′, we deduce

f̂ ′
j,k =

∞∑

i= j

(−1)i+ j f̂i+1,k .

Using this, together with

(
Sn,k f

)′ =
n−1∑

i=0

f̂i+1,k Qi,k+1(x) =
n−1∑

j=0

n−1∑

i= j

(−1)i+ j f̂i+1,k Q j,k(x),
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we obtain

Sn−1,k f ′ − (Sn,k f
)′ =

n−1∑

j=0

⎛

⎝ f̂ ′
j,k −

n−1∑

i= j

(−1)i+ j f̂i+1,k

⎞

⎠ Q j,k(x)

=
n−1∑

j=0

∞∑

i=n

(−1)i+ j f̂i+1,k Q j,k(x)

= f̂ ′
n,k

n−1∑

j=0

Q j,k(x).

Therefore,

∥∥∥Sn−1,k f ′ − (Sn,k f
)′∥∥∥

2

vk
= ∣∣ f̂ ′

n,k

∣∣2 hn,k

n−1∑

j=0

h j,k

hn,k
.

Using (3.4), we have

h j,k = (−1)k ∏k
i=1 λ j+i,k−i

( j + k)!2
〈
u, P2

j+k

〉
. (3.9)

Moreover, by Table 1, and the fact that −λ j+i,k−i � −λn+i,k−i for 0 � j � n −1,
and 1 � i � k, we can estimate

n−1∑

j=0

h j,k

hn,k
=

n−1∑

j=0

(
(n + k)!
( j + k)!

)2 ∏k
i=1 λ j+i,k−i∏k
i=1 λn+i,k−i

〈
u, P2

j+k

〉

〈
u, P2

n+k

〉

�
n−1∑

j=0

(n + k)!
( j + k)!

(−λ j+k,0)
k

(−λn+1,k−1)k

�( j + k + α + 1)

�(n + k + α + 1)

� c
n−1∑

j=0

(−λ j+k,0)
k

(−λn+1,k−1)k
� c (−λn,k)

Therefore, using (3.6), we obtain

∥∥∥Sn−1,k f ′ − (Sn,k f
)′∥∥∥

vk
� c (−λn,k)

1/2 En−1,vk ( f ′),

and, thus,

∥∥∥ f ′ − (Sn,k f
)′∥∥∥

vk
� En−1,vk ( f ′) + c (−λn,k)

1/2 En−1,vk ( f ′)

� c (−λn,k)
1/2 En−1,vk ( f ′).
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By (3.6), we get

∥∥∥ f ′ − (Sn,k f
)′∥∥∥

vk
� c (−λn,k)

1/2

(−λn−r ,k+r−1)(r−1)/2
En−r ,vk+r−1

(
f (r)
)

.

This proves (3.8) in the Laguerre case for m = 1 and r � 1.
The case m � 2 follows inductively. With this in mind, we start by proving the

following estimate

∥∥∥
(
Sn−1,k f ′ − (Sn,k f )′

)(m)
∥∥∥
2

vk
� c (−λn,k)

m+1

(−λn−r ,k+r−1)r−1 En−r ,vk+r−1

(
f (r)
)2

. (3.10)

Since
(
Sn−1,k f ′ − (Sn,k f )′

)(m) = f̂ ′
n,k

n−1∑

j=m

Q j−m,k+m(x),

then we estimate as follows

∥∥∥
(
Sn−1,k f ′ − (Sn,k f )′

)(m)
∥∥∥
2

vk
= ∣∣ f̂ ′

n,k

∣∣2
∥∥∥∥∥∥

n−1∑

j=m

Q j−m,k+m

∥∥∥∥∥∥

2

vk

�
∣∣ f̂ ′

n,k

∣∣2 hn,k

n−1∑

j=m

h j−m,k+m

hn,k

= ∣∣ f̂ ′
n,k

∣∣2 hn,k

n−1∑

j=m

(
(−1)m

m∏

i=1

λ j−m+i,k+m−i

)
h j,k

hn,k

�
∣∣ f̂ ′

n,k

∣∣2 hn,k (−λn,k)
m

n−1∑

j=m

h j,k

hn,k

� c (−λn,k)
m+1 En−1,vk ( f ′)2

� c (−λn,k)
m+1

(−λn−r ,k+r−1)r−1 En−r ,vk+r−1

(
f (r)
)2

,

where we have used (3.6) and (3.9). This establishes (3.10) for m � 2.
Assuming that (3.8) has been established for a fixed m, we prove that it also holds

for m + 1. By triangle inequality,

∥∥∥ f (m+1) − (Sn,k f
)(m+1)

∥∥∥
vk

�
∥∥∥
(

f ′ − Sn−1,k f ′)(m)
∥∥∥
vk

+
∥∥∥
(
Sn−1,k f ′ − (Sn,k f )′

)(m)
∥∥∥
vk

.
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The second term on the right side is bounded in (3.10). The first term on the right
side can be bounded, by induction with r replaced with r − 1, by a bound that is less
than the above. This completes the proof of the Laguerre case.

The Jacobi case has already been established in [34] in the form

∥∥∥ f (m) − (Sn,k f
)(m)

∥∥∥
vk

� c n−r+2m−1/2 En−r ,vk

(
f (r)
)

, 0 � m � r .

Here, we recast the important points of the proof in [34] in terms of λn,k and
En−r ,vk+r−1( f (r)). Since in the Jacobi case −λn,k ∼ n2, then for m = 1 and r = 1,
we obtain

∥∥∥ f ′ − (Sn,k f
)′∥∥∥

vk
� c n1/2 En−1,vk

(
f ′) � c (−λn,k)

1/2 En−1,vk

(
f ′) .

Then, (3.8) is established for m = 1 and r � 1 by using (3.6). Moreover, for m � 1,
from (2.18) in [34] we have

∥∥∥
(
Sn−1,k f ′ − (Sn,k f )′

)(m)
∥∥∥
vk

� c (−λn,k)
m+1/2En−1,vk ( f ′)

� c (−λn,k)
m+1 En−1,vk ( f ′).

Then (3.8) follows from (3.6) and by induction as in the Laguerre case. �

4 Discrete–continuous Sobolev orthogonal polynomials

This section is devoted to studying sequences of orthogonal polynomials with respect
to a discrete–continuous Sobolev inner product associated with a positive definite
classical moment functional u and a set of s distinct real numbers

ν1 < ν2 < · · · < νs .

More concretely, the inner product that we consider is of the form

( f , g) = (F�
1 , . . . , F�

s )�

⎛

⎜⎝
G1
...

Gs

⎞

⎟⎠+
〈
u, f (N ) g(N )

〉
, (4.1)

where

Fi =
(

f (νi ), f ′(νi ), . . . ,
f ( j)(νi )

j ! , . . . ,
f (di −1)(νi )

(di − 1)!

)�
, 1 � i � s, (4.2)

with d1 +· · ·+ds = N , di ∈ N, and� is a N × N positive definite symmetric matrix.
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In this section, we present two main results:

1. For a given sequence of polynomials (defined below in (4.6)), there is a matrix �

such that the sequence of polynomials is orthogonal with respect to (4.1).
2. For a given matrix �, there is a sequence of orthogonal polynomials associated

with (4.1).

In order to prove these results, we need to introduce a basis of polynomials and its
dual basis associated with the set {νi : 1 � i � s}.

We define the following polynomial associated with (4.1),

ϕ(x) =
s∏

i=1

(x − νi )
di .

Hence, deg ϕ = N . In the sequel, we fix θ ∈ [ν1, νs]. We introduce the basis of �,

Bθ,ϕ = {(x − θ)m ϕn(x) : n � 0, 0 � m � N − 1}, (4.3)

and its associated dual basis;

B′
θ,ϕ = {σm,n : n � 0, 0 � m � N − 1}, (4.4)

such that 〈σ i, j , (x − θ)m ϕn〉 = δi,mδ j,n . Notice that for every p ∈ �,

p(x) =
∞∑

n=0

N−1∑

m=0

am,n (x − θ)m ϕn(x), am,n = 〈σ m,n, p〉,

where am,n = 0 if m + nN > deg p.
Let

�i, j (x) = ϕ(x)
(x − νi )

j−di

j !
ddi − j−1

dxdi − j−1

[
(x − νi )

di

ϕ(x)

]∣∣∣∣
x=νi

,

0 � j � di − 1, 1 � i � s.

For a differentiable function f (x), the Hermite interpolation polynomial Hϕ f (x)

defined as ([11])

Hϕ f (x) =
s∑

i=1

di −1∑

j=0

f ( j)(νi ) �i, j (x),

is the unique polynomial of degree at most N − 1 such that

(Hϕ f
)( j)

(νi ) = f ( j)(νi ), 0 � j � di − 1, 1 � i � s. (4.5)
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We will need to extend the polynomials defined in (2.4) to negative values of the
parameter k. Let {Qn,0(x)}n�0 be the polynomials defined in (2.4) associated with the
classical moment functional u. For N � 1, we define recursively the polynomial

Q0,−N (x) = 1, Qn,−N (x) =
∫ x

θ

Qn−1,−N+1(t)dt, n � 1.

Observe that deg Qn,−N = n, and Q(r)
n,−N (x) = Qn−r ,−N+r (x) for 0 � r � n.

Moreover,
Q(r)

n,−N (θ) = 0, 0 � r � N − 1.

In this way, by Taylor’s theorem, we have the following alternative expression for
Qn,−N (x) with 1 � N � n,

Qn,−N (x) =
∫ x

θ

(x − t)N−1

(N − 1)! Qn−N ,0(t) dt .

We are ready to state our first result.

Theorem 4.1 There is a N × N positive definite symmetric matrix � such that the set
of polynomials {qn(x)}n�0 with

qn(x) =
⎧
⎨

⎩

(x − θ)n, 0 � n � N − 1,

Qn,−N (x) − Hϕ Qn,−N (x), n � N ,
(4.6)

is orthogonal with respect to (4.1). Moreover,

(qn, qn) = 1, 0 � n � N − 1, and (qn, qn) = hn−N ,0, n � N .

Proof First, we prove the existence of a N × N non-singular matrix M such that, for
all polynomials p(x) and q(x),

(P�
1 , . . . , P�

s ) (M−1)� M−1

⎛

⎜⎝
Q1
...

Qs

⎞

⎟⎠ =
N−1∑

j=0

p( j)(θ)

j !
q( j)(θ)

j ! . (4.7)

Then we show that {qn(x)}n�0 is orthogonal with respect to (4.1) with � =
(M−1)� M−1 which is evidently a positive definite symmetric matrix ([20]).

Using the bases Bθ,ϕ and B′
θ,ϕ introduced in (4.3) and (4.4), for each 1 � i � s,

we write
(−1) j

j ! δ( j)(x − νi ) =
+∞∑

n=0

N−1∑

m=0

c(i, j)
m,n σm,n,

where

c(i, j)
m,n =

〈
(−1) j

j ! δ( j)(x − νi ), (x − θ)mϕn
〉
.
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For n � 1, the polynomial ϕ(x)n can be represented as

ϕ(x)n = (x − νi )
ndi ρi (x), where ρi (νi ) 	= 0.

Then,

d j

dt j
ϕ(x)n =

j∑

k=0

j !
k!( j − k)!

(ndi )!
(ndi − k)! (x − νi )

ndi −kρ
( j−k)
i (x).

For 0 � j � di − 1, it follows that

c(i, j)
m,n = 0, n � 1,

which means that

(−1) j

j ! δ( j)(x − νi ) =
N−1∑

m= j

(
m

j

)
(νi − θ)m− j σm,0, 0 � j � di − 1.

Given any polynomial p(x), for each 1 � i � s, we apply both sides of the above
distributional equations to p(x) and obtain

p( j)(νi )

j ! =
N−1∑

m= j

(
m

j

)
(νi − θ)m− j 〈σm,0, p〉, 0 � j � di − 1.

Define the di × N matrices

Mi =

⎛

⎜⎜⎜⎜⎜⎝

1 (νi − θ) (νi − θ)2 (νi − θ)3 . . . . . . (νi − θ)N−1

1 2(νi − θ) 3(νi − θ)2 . . . . . . (N − 1)(νi − θ)N−2

1 3(νi − θ) . . . . . .
(N−1

2

)
(νi − θ)N−3

. . .
. . . . . .

...

1 . . .
(N−1

di −1

)
(νi − θ)N−di

⎞

⎟⎟⎟⎟⎟⎠
. (4.8)

For each 1 � i � s, we have

Pi = Mi

⎛

⎜⎝
〈σ 0,0, p〉

...

〈σ N−1,0, p〉

⎞

⎟⎠ ,

where Pi is the vector defined in (4.2), and, as a consequence,

⎛

⎜⎝
P1
...

Ps

⎞

⎟⎠ =
⎛

⎜⎝
M1
...

Ms

⎞

⎟⎠

⎛

⎜⎝
〈σ 0,0, p〉

...

〈σ N−1,0, p〉

⎞

⎟⎠ = M

⎛

⎜⎝
〈σ 0,0, p〉

...

〈σ N−1,0, p〉

⎞

⎟⎠ . (4.9)
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We now show that the N × N matrix M is non-singular. By construction, (4.9) has
at least one solution (〈σ 0,0, p〉, . . . , 〈σ N−1,0, p〉)�. Suppose that (g0, . . . , gN−1)

� is
another solution of (4.9). Define the polynomials

f (x) =
N−1∑

m=0

〈σm,0, p〉 (x − θ)m and g(x) =
N−1∑

m=0

gm (x − θ)m .

Then, for each 1 � i � s,

f ( j)(νi ) = p( j)(νi )

j ! = g( j)(νi ), 0 � j � di − 1.

Let h(x) = f (x) − g(x). Clearly deg h � N − 1. On the other hand,

h( j)(νi ) = 0, 0 � j � di − 1.

This implies that νi is a zero of h(t) with multiplicity at least di . But this is true
for 1 � i � s. It follows that deg h � N . Therefore, h(x) = 0, or, equivalently,
gm = 〈σm,0, p〉 for 0 � m � N − 1. Hence, M is a non-singular symmetric matrix.

Now, we prove the orthogonality of {qn(x)}n�0 with respect to (4.1) with � =
(M−1)� M−1. For 0 � n � N − 1, q(N )

n (x) = 0. Then, by (4.7),

(qn, qm) =
N−1∑

j=0

q( j)
n (θ)

j !
q( j)

m (θ)

j ! .

If 0 � m � N − 1, then it is clear that (qn, qm) = δn,m . For m � N , by (4.5),
(qn, qm) = 0. Furthermore, for n, m � N ,

(qn, qm) =
〈
u, q(N )

n q(N )
m

〉
= 〈u, Qn−N ,0 Qm−N ,0〉 = hn−N ,0 δn,m .

�
Remark 4.2 It is important to note that (4.9) is equivalent to

⎛

⎜⎜⎜⎝

1
x − θ

...

(x − θ)N−1

⎞

⎟⎟⎟⎠ = M�

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�1,0(x)
...

�1,d1−1(x)
...

�s,0(x)
...

�s,ds−1(x)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (4.10)
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where the matrix M was defined in (4.8)–(4.9). Furthermore, let (·, ·)�N−1 denote the
restriction of (4.1) to �N−1. Then � is the Gram matrix of (·, ·)�N−1 with respect to
the basis {�i, j (x) : 0 � j � di − 1, 1 � i � s} and, thus,

G := M� � M,

is the Grammatrix of (·, ·)�N−1 with respect to the basis {(x −θ)m : 0 � m � N −1}.
Now we deal with the case when � in (4.1) is a prescribed N × N positive definite

symmetric matrix. Recall that in this case there is a unique lower triangular matrix �

with positive real numbers in the main diagonal, such that � = � �� ([20]). In this
way,

G = M� � M = M� � �� M .

Since the factor M� � is a non-singular matrix, we conclude that G is a positive
definite matrix ([20]). We denote by L−1 the unique lower triangular matrix with
positive real numbers in the main diagonal such that G = L−1 (L−1)�.

In this way, we can state our second main result in terms of � and L−1.

Theorem 4.3 For a N × N positive definite symmetric matrix �, the sequence of
polynomials {̃qn(x)}n�0 given by

⎛

⎜⎜⎜⎝

q̃0(x)

q̃1(x)
...

q̃N−1(x)

⎞

⎟⎟⎟⎠ = L

⎛

⎜⎜⎜⎝

1
x − θ

...

(x − θ)N−1

⎞

⎟⎟⎟⎠ , (4.11)

and,
q̃n(x) = Qn,−N (x) − Hϕ Qn,−N (x), n � N ,

is orthogonal with respect to (4.1) with �. Moreover,

(q̃n, q̃n) = 1, 0 � n � N − 1, and (q̃n, q̃n) = hn−N ,0, n � N .

Proof Consider the matrix

H =

⎛

⎜⎜⎜⎜⎝

(q̃0, q̃0) (q̃0, q̃1) . . . (q̃0, q̃N−1)

(q̃1, q̃0) (q̃1, q̃1) . . . (q̃1, q̃N−1)
...

...
. . .

...

(q̃N−1, q̃0) (q̃N−1, q̃1) . . . (̃qN−1, q̃N−1)

⎞

⎟⎟⎟⎟⎠
.

Note that by (4.11), H = L G L�. Therefore, H is the identity matrix of order N . It
follows that

(q̃n, q̃m) = δn,m, 0 � n, m � N − 1.

For n � N , it is clear that (q̃n, q̃m) = hn−N ,0 δn,m , m � 0. �
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Remark 4.4 It is important to note that L and L−1 are both lower triangular matrices
with non-zero real numbers in the main diagonal. Consequently, for q̃n(x) defined in
(4.11), we have deg q̃n = n.

5 Fourier series in terms of Sobolev orthogonal polynomials

In this section, we study the approximation behavior of the Fourier series associated
with the two sequences of orthogonal polynomials (4.6) and (4.11) introduced in the
previous section.

Let u be a positive definite classical moment functional. For f ∈ H N (u), we define
the Fourier orthogonal expansion of f with respect to the orthogonal basis (4.6) as,

f =
∞∑

n=0

fN
n qn(x), fN

n = ( f , qn)

(qn, qn)
,

and with respect to the orthogonal basis (4.11) as,

f =
∞∑

n=0

f̃N
n q̃n(x), f̃N

n = ( f , q̃n)

(q̃n, q̃n)
.

For n � 0, let SN
n and S̃N

n denote the projection operators SN
n : H N (u) → �n and

S̃N
n : H N (u) → �n defined as

SN
n f (x) =

n∑

j=0

fN
j q j (x) and S̃N

n f (x) =
n∑

j=0

f̃N
j q̃ j (x).

For N = 0, the operators S0
n f (x) = S̃0

n f (x) = Sn,0 f (x) is the partial sum of the
usual classical expansion in orthogonal polynomials. These operators satisfy several
simple properties and can bewritten, in particular, in terms of the partial sum Sn−N ,0 f .

Lemma 5.1 For f ∈ H N (u),

(1) fN
n = f (n)(θ)/n! if 0 � n � N − 1, and fN

n = ̂f (N )
n−N ,0 if n � N;

(2)
(SN

n f
)(N ) = Sn−N ,0 f (N ) if n � N;

(3) for n � N,

(
SN

n f
)( j)

(νi ) = f ( j)(νi ), 0 � j � di − 1, 1 � i � s.

Proof As in the proof of Theorem 4.1, it is easy to see that if 0 � n � N − 1,
( f , qn) = f (n)(θ)/n! and (qn, qn) = 1, whereas if n � N ,

( f , qn) =
〈
u, f (N ) Q(N )

n,−N

〉
=
〈
u, f (N ) Qn−N ,0

〉
,
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and (qn, qn) = hn−N ,0. In this way, (1) is proved. The statement (2) follows easily
from (1).

Now, by (4.9) and (4.10),

N−1∑

m=0

f (m)(θ)

m! (x − θ)m =
(

f (θ), f ′(θ), . . . ,
f (N−1)(θ)

(N − 1)!

)
M�(M−1)�

⎛

⎜⎜⎜⎝

1
x − θ

.

.

.

(x − θ)N−1

⎞

⎟⎟⎟⎠

= Hϕ f (x),

where M is the matrix defined in (4.9). Therefore,

SN
n f (x) = Hϕ f (x) +

n∑

j=N

fN
j q j (x), n � N .

Moreover, by (4.6), if n � N , q( j)
n (νi ) = 0, 0 � j � di − 1, 1 � i � s, and, thus

(
SN

n f
)( j)

(νi ) = (Hϕ f
)( j)

(νi ) = f ( j)(νi ), 0 � j � di − 1, 1 � i � s.

This proves (3). �
Lemma 5.2 For f ∈ H N (u),

(1) f̃N
n = ̂f (N )

n−N ,0 if n � N, and

(
f̃N
0 , . . . , f̃N

N−1

)
=
(

f (θ), f ′(θ), . . . ,
f (N−1)(θ)

(N − 1)!

)
L−1;

(2)
(S̃N

n f
)(N ) = Sn−N ,0 f (N ) if n � N;

(3) for n � N,

(
S̃N

n f
)( j)

(νi ) = f ( j)(νi ), 0 � j � di − 1, 1 � i � s.

Proof It is easy to see that (1) follows from (4.11) and that (2) follows from (1). The
proof of (3) is as in Lemma 5.1 after noticing that by (1) and (4.11), we have

(
f̃N
0 , . . . , f̃N

N−1

)
⎛

⎜⎝
q0(x)

...

qN−1(x)

⎞

⎟⎠ =
N−1∑

m=0

f (m)(θ)

m! (x − θ)m .

�
Now we consider the simultaneous approximation by polynomials. First, we estab-

lish estimates for derivatives of order at least N .
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Theorem 5.3 Let r � N + 1 and f ∈ Hr (u) such that f (r) ∈ L2(vr−N−1). Then

∥∥∥∥ f (m) −
(
SN

n f
)(m)

∥∥∥∥
u

� c (−λn−N ,0)
(m−N )/2

(−λn−r ,r−N−1)(r−N−1)/2
En−r ,vr−N−1

(
f (r)
)

, N � m � r ,

holds always in the Hermite case, for α > −1 in the Laguerre case, and for α, β � 0
in the Jacobi case.

Proof For m � N , we have
∥∥∥∥ f (m) −

(
SN

n f
)(m)

∥∥∥∥
u

=
∥∥∥∥
(

f (N ) − Sn−N ,0 f (N )
)(m−N )

∥∥∥∥
u
.

Then, the result follows from Remark 2.5 and Theorem 3.7. �
In order to handle the case of derivatives of lower order, we need to introduce the

following subspace

H N
0 (u) =

{
f ∈ H N (u) : f ( j)(νi ) = 0, 0 � j � di − 1, 1 � i � s

}
.

Observe that for f , g ∈ H N
0 (u),

( f , g) =
〈
u, f (N ) g(N )

〉
.

This means that
〈
u, f (N ) g(N )

〉
is an inner product on H N

0 (u). By the Riesz Represen-
tation Theorem, for each h ∈ H N

0 (u), there is a unique g ∈ H N
0 (u) such that

〈h u, p〉 = (g, p) =
〈
u, g(N ) p(N )

〉
, p ∈ H N

0 (u),

which is equivalent to

(−1)N
[
g(N ) u

](N ) = h u,

g( j)(νi ) = 0 0 � j � di − 1, 1 � i � s.
(5.1)

Moreover, we have the following identity for v ∈ H N (u),

〈
u, v(N ) g(N )

〉
=
〈
(−1)N

[
g(N ) u

](N )

, v

〉
= 〈u, v h〉 . (5.2)

Theorem 5.4 Let r � N + 1 and f ∈ Hr (u) such that f (r) ∈ L2(vr−N−1). Then,

∥∥∥∥ f (m) −
(
SN

n f
)(m)

∥∥∥∥
u

� c (−λn−N ,0)
N/2

(−λn−r ,r−N−1)(r−N−1)/2
En−r ,vr−N−1

(
f (r)
)

, 0 � m � N − 1,
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always holds in the Hermite case, for α > −1 in the Laguerre case, and for α, β � 0
in the Jacobi case.

Proof To prove the casem = 0, we use the well-known duality argument, the so-called
Aubin–Nitsche technique, based on the identity

∥∥∥ f − SN
n f
∥∥∥
u

= sup
‖h‖u 	=0

〈
u, h

(
f − SN

n f
)〉

‖h‖u . (5.3)

Let g ∈ H N
0 (u) be defined as in (5.1). Applying (5.2) with v = f − SN

n f , we
obtain

〈
u, h

(
f − SN

n f
)〉

=
〈
u, g(N )

(
f − SN

n f
)(N )

〉

=
〈
u, g(N )

(
f (N ) − Sn−N ,0 f (N )

)〉
.

By the Cauchy-Schwarz inequality, we have

〈
u, h

(
f − SN

n f
)〉

�
∥∥∥g(N )

∥∥∥
u

∥∥∥ f (N ) − Sn−N ,0 f (N )
∥∥∥
u
,

and ∥∥∥g(N )
∥∥∥
2

u
= 〈u, h g〉 � ‖h‖u ‖g‖u . (5.4)

Observe that

g(N )(x) =
∞∑

j=N

ĝ j,0 Q(N )
j,0 (x) =

∞∑

j=N

ĝ j,0 Q j−N ,N (x).

Using the Parseval identity and (3.4), we get

∥∥∥g(N )
∥∥∥
2

u
=

∞∑

j=0

(
(−1)N

N∏

i=1

λ j+i,N−i

)
∣∣̂g j+N ,0

∣∣2 h j+N ,0 � (−λ1,N−1)
N ‖g‖2u.

It follows from (5.4) that

‖g‖u � 1

(−λ1,N−1)N
‖h‖u and

∥∥∥g(N )
∥∥∥
u

� 1

(−λ1,N−1)N/2 ‖h‖u.

Therefore,

〈
u, h

(
f − SN

n f
)〉

‖h‖u � 1

(−λ1,N−1)N/2

∥∥∥ f (N ) − Sn−N ,0 f (N )
∥∥∥
u
.
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By (5.3) and Theorem 5.3, we get

∥∥∥ f − SN
n f
∥∥∥
u

� c (−λn−N ,0)
N/2

(−λn−r ,r−N−1)(r−N−1)/2
En−r ,vr−N−1

(
f (r)
)

. (5.5)

We handle the intermediate case 1 � m � N − 1 by following the argument found
in [8] (see also [16]): Let T be a function from [0,∞) to L2(u):

T : [0,∞) → L2(u)

t �→ T (t).

Suppose that T has N continuous derivatives and T and T (N ) are bounded on
[0,∞). Then by [8, Theorem I], we have

‖T (m)‖∞ � c ‖T ‖1−m/N∞ ‖T (N )‖m/N∞ , 1 � m � N − 1, (5.6)

where ‖T ‖∞ = supt∈[0,∞) ‖T (t)‖u. In particular, consider the translation operator

At defined by At f (x) = f (t + x), then At can be represented as At = et d
dx . Notice

that ‖At f ‖u � ‖ f ‖u for all t ∈ [0,∞) and f ∈ L2(u). Taking into account the
above, the set {At }t�0 is a contraction semigroup of operators (with infinitesimal
generator d

dx ) on L2(u). Therefore, for v ∈ H N (u), if T (t) := At v, then T is N
times continuously differentiable and

‖T (m)‖∞ = sup
t�0

‖At v(m)‖u = ‖v(m)‖u, 0 � m � N − 1,

where we have used

T (m)(t) = dm

dtm
At v = dm

dtm
et d

dx v = et d
dx

dmv

dxm
= At v(m).

Setting v = f − SN
n f and using (5.6), we obtain

∥∥∥∥ f (m) −
(
SN

n f
)(m)

∥∥∥∥
u

� c
∥∥∥ f − SN

n f
∥∥∥
1−m/N

u

∥∥∥∥ f (N ) −
(
SN

n f
)(N )

∥∥∥∥
m/N

u
.

The result follows from Theorem 5.3 and (5.5).

Remark 5.5 Theorems 5.3 and 5.4 with S̃N
n can be proved with identical proofs.
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6 A numerical example

For α > −1, let Lα
n (x) denote the n-th monic Laguerre polynomial defined as ([33,

Chapter V])

Lα
n (x) = (−1)n n!

n∑

k=0

(−1)k
(

n + α

n − k

)
1

k! xk, n � 0.

These polynomials are orthogonal with respect to the positive definite moment
functional uα defined by

〈uα, p(x)〉 =
∫ +∞

0
p(x) xα e−x dx, ∀p ∈ �.

Moreover, we have

〈
uα, Lα

n Lα
m

〉 = n! �(n + α + 1) δn,m .

By Theorem 2.3, the derivatives

Qα
n,k(x) = dk

dxk

Lα
n+k(x)

(n + k)! , n � 0, k � 0, (6.1)

are orthogonal with respect to uα+k = xk uα; that is,

Qα
n,k(x) = Lα+k

n (x)

n! .

Consider the numbers ν1 = 0, ν2 = 1, θ = 0, and the polynomial

ϕ(x) = x2 (x − 1), N := deg ϕ = 3.

The Hermite interpolation polynomial (associated with ϕ(x)) for a function f is
given by

Hϕ f (x) = f (0) (1 − x2) + f ′(0) (x − x2) + f (1) x2.

Then, by Theorem 4.1, there is a 3 × 3 positive definite symmetric matrix � such
that the set of polynomials {qn(x)}n�0 with

qn(x) =
⎧
⎨

⎩

xn, 0 � n � 2,

Qα+3
n,−3(x) − Hϕ Qα+3

n,−3(x), n � 3,
(6.2)

where

Qα+3
n,−3(x) = 1

2 (n − 3)!
∫ x

0
(x − t)2 Lα+3

n−3(t) dt, n � 3,
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is orthogonal with respect to the discrete–continuous Sobolev inner product

( f , g) = ( f (0), f ′(0), f (1)
)

�

⎛

⎝
g(0)
g′(0)
g(1)

⎞

⎠+
〈
uα+3, f (N ) g(N )

〉
.

Indeed, computing thematrix M in (4.9) and using the fact that� = (M−1)� M−1,
we get

M =
⎛

⎝
1 0 0
0 1 0
1 1 1

⎞

⎠ , and � =
⎛

⎝
2 1 −1
1 2 −1

−1 −1 1

⎞

⎠ .

Using (6.1) and integration by parts, we obtain

Qα+3
n,−3(x) = Lα

n (x)

n! − Lα
n (0)

n! − x
Lα+1

n−1(0)

(n − 1)! − x2

2

Lα+2
n−2(0)

(n − 2)! , n � 3.

Observe that Qα+3
n,−3(0) = (Qα+3

n,−3)
′(0) = (Qα+3

n,−3)
′′(0) = 0, and consequently,

Hϕ Qα+3
n,−3(x) = Qα+3

n,−3(1) x2, n � 3.

Moreover,

(qn, qn) = 1, 0 � n � 2,

(qn, qn) =
〈
uα+3,

(
Lα+3

n−3

(n − 3)!

)2〉
= �(α + n + 1)

(n − 3)! , n � 3.

Now, consider the function
f (x) = x2 e−x .

Table 2 Errors of the expansions r n m = 0 m=1 m=2

8 15 0.04873 0.03472 0.031973

20 0.048483 0.02888 0.036588

25 0.050662 0.030207 0.042135

30 0.051321 0.030592 0.045804

40 0.0500083 0.029841 0.050247

50 0.047100 0.028092 0.052751

70 0.041954 0.025049 0.05557

100 0.036956 0.022062 0.057701

120 0.034110 0.020373 0.058499
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For α = 0, Table 2 shows the values of

∥∥∥ f (m) − (SN
n f
)(m)

∥∥∥
uα

(−λn−N ,0)
N/2

(−λn−r ,r−N−1)(r−N−1)/2
En−r ,vr−N−1

(
f (r)
) ,

whereSN
n denotes the projection operator with respect to the Sobolev orthogonal poly-

nomials (6.2). In this case, λn,k = −n (see Table 1) which happens to be independent
of k. Since f belongs to C∞, we choose r = 8 and observe that the ratio of the above
errors seems to decay as n grows for m = 0 and m = 1. For m = 2, it is likely that
the ratio of the errors behaves similarly to the other two cases; however, it seems that
it does so much slower.

Fig. 1 Simultaneous approximation of f using SN
n f
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Figure 1 depicts the graphs of f , f ′, and f ′′ together with the graphs of SN
n f ,

(SN
n f )′, and (SN

n f )′′ for n = 15, 20, 25. We note that the projection operator SN
25 f

seems to provide an adequately close simultaneous approximation on the interval
shown. We should also remark that f (0) = SN

n f (0), f ′(0) = (SN
n f )′(0), and f (1)

= SN
n f (1) for all values of n.
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