
Nonlinear Dyn (2024) 112:8281–8297
https://doi.org/10.1007/s11071-024-09411-3

ORIGINAL PAPER

Controllability of the time-varying fractional dynamical
systems with a single delay in control

K. S. Vishnukumar · S. M. Sivalingam ·
Hijaz Ahmad · V. Govindaraj

Received: 19 August 2023 / Accepted: 5 January 2024 / Published online: 28 March 2024
© The Author(s) 2024

Abstract In this article, we explored the controlla-
bility of fractional dynamical systems with a single
delay in the control function with the Caputo frac-
tional derivative. It is the first work in which the author
studies the controllability of a time-varying fractional
dynamical system with a delay in the control func-
tion. We develop the necessary and sufficient crite-
ria for the solution representation of controllability of
time-varying fractional linear dynamical systems by
utilizing the Grammian matrix. We use Schauder’s
fixedpoint theorem to establish sufficient conditions for
the controllability of time-varying nonlinear fractional
dynamical systems.With the help of successive approx-
imation techniques, numerical examples validate the
theoretical results.
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1 Introduction

In the last thirty years, fractional calculus is an
advanced area of mathematical analysis that deals
with non-integer orders of differentiation and integra-
tion. This advanced field provides a powerful tool to
model complex systems that exhibit non-linear dynam-
ics, such as those in physics, engineering, and eco-
nomics [1,2]. It is an operator that comprises both
integrals and derivatives of integer order as specific
cases. Matychyn et al. [3] investigated an analyti-
cal solution of linear fractional systems with vari-
able coefficients involving Riemann-Liouville and
Caputo derivatives. Applications of fractional calcu-
lus are pervasive, using many fractional derivatives
such as Caputo derivative, Riemann–Liouville deriva-
tive, Atangana–Baleanu derivative, Caputo–Fabrizio
derivative, Hadamard derivative, and Grünwald–
Letnikov, etc., and a significant number of researchers
conduct research in fractional calculus [4–7]. Idczak
et al. [8] provided the existence and uniqueness for
the solution of Riemann-Liouville fractional Cauchy
problem inRn . When constructing mathematical mod-
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els for a wide range of distinct physical processes, the
category of fractional differential equations of various
forms plays an essential part. Baleanu et al. [9] intro-
duced a Caputo-type fractional model to investigate the
dynamics of COVID-19 pandemic and explore its fun-
damental behaviours. In, Baleanu et al. [10] proposed
a new mathematical model in a generalized fractional
framework for the investigation of an HIV/AIDS trans-
mission dynamics.

The notion of controllability has played a pivotal
role in the development of control theory and engi-
neering. This area of study has a strong connection to
the concepts of structural deconstruction and quadratic
optimum, in addition to other ideas that are conceptu-
ally related [11–13]. In dynamical system theory, con-
trollability has been suggested to be a qualitative fea-
ture [14,15]. This indicates that it is possible to steer
the system from any starting state to any ending state
by employing some admissible control and some short
period of time. The notions of controllability, observ-
ability, stability, and stabilizability are central to the
study of dynamical systems in the field of control the-
ory. Matingon et al. [16] defined the controllability
and observability properties of linear fractional dif-
ferential systems of finite dimension, given either in
state space form or in polynomial representation, and
derived the structural results from both analytic and
algebraic points of view. In 2013, Balachandran et
al. [17] derived a set of sufficient conditions for con-
trollability of nonlinear fractional dynamical system
of order 1 < ζ < 2 in finite dimensional spaces. In
this paper [18], Govindaraj et al. discussed the trajec-
tory controllability of linear and nonlinear fractional
dynamical systems represented by the fractional dif-
ferential equations in the sense of Caputo fractional
derivative by using the Mittag-Leffler function and
Gronwall-Bellman inequality. In 2017, Govindaraj et
al. [19] provided a set of equivalent conditions for
observability and controllability of linear fractional
dynamical systems represented by the fractional differ-
ential equation in the sense of Caputo fractional deriva-
tive of order ζ ∈ (0, 1] are established by functional
approach. In 2023, Selvam et al. [20] investigated the
controllability of dynamical systems in terms of the�-
Caputo fractional derivative. The Grammian matrix is
used to get the necessary and sufficient controllability
requirements for linear systems, which are character-
ized by the Mittag-Leffler functions, while the fixed
point approach is used to arrive at adequate control-

lability criteria for nonlinear systems. The last few
decades have seen an increase in papers discussing var-
ious controllability ideas for dynamical systems [21–
26].

Delaydifferential equations are a specific typeof dif-
ferential equation that differ from the usual ones in that
they incorporate time delays into themodeling process.
This means that the derivative of the unknown function
at a certain time depends not only on the function’s
current value but also on its past values. These kinds of
processes can be discovered, among other locations, in
the systems of rollingmills, communication lines,man-
ufacturing facilities, and even chemical operations. The
representation of these systems is done through delay,
integral, and integro-differential equations. To solve
delay differential equations, one would often use meth-
ods of computing, asymptotic approaches, and visual-
ization techniques. However, the theory that supports
delay differential equations has progressed to a more
advanced stage of development, which is in compar-
ison with the current state of the scientific literature
on fractional delay differential equations, which has
just reached its infancy stage of growth in the modern
world.Many researchers have tried to solve these prob-
lems with state and control function delays [27–29].

Research was done on the controllability of linear
structures with delay, nonlinear structures with delay,
and integro-differential systems with delay. In [30], the
author Wei gave the solution expression for fractional
control systems with control delay, and provided the
necessary and sufficient conditions for the controlla-
bility of fractional control systems with control delay.
Several authors have investigated controllability results
in linear and nonlinear fractional systems with control
delays. In, Zhang et al. [31] discussed the reachabil-
ity and controllability of fractional singular dynamical
systems with control delay and a set of sufficient and
necessary conditions of controllability for such systems
are established based on the algebraic approach. In,
Muni et al. [32] studied the controllability of finite-
dimensional dynamical control systems modelled by
fractional order ζ ∈ (0, 1) semilinear autonomous dif-
ferential equationswith a constant time delay in control
function. Panneer Selvam et al. [33] studied the reach-
ability of linear and non-linear fractional dynamical
systems with multiple delays in control in the sense
of the �-Hilfer pseudo-fractional derivative. Vellap-
pandi et al. [34] investigated the fractional optimal con-
trol problem with a single delay in the state by using
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the operator theoretic approach. In this approach, the
author first reduced the delay fractional dynamical sys-
tem into an equivalent operator equation. Then, by pro-
viding sufficient conditions to the operators, an optimal
pair is proved for the abstract system. In, Panneer Sel-
vam et al. [35] investigated the controllability of linear
and non-linear fractional dynamical systems with dis-
tributed delays in control using the�-Caputo fractional
derivative. The following papers [36–40,42,43] related
to fractional dynamical systems with control delay are
provided here for reference.

The fundamental of linear control theory were esb-
lished in the 1960s in the work of Kalman [44]. Reis-
sig et al. [45] studied novel results on the control-
lability and observability of the linear discrete-time
and continuous-time control system. In [46], Lü et
al. devoted to analyzing the controllability problem
of fractional ordinary and partial differential equations
(ODE/PDE). Davison et al. [47] derived some suffi-
cient conditions for global and local controllability of
nonlinear time-varying systems with control appear-
ing linearly. The controllability of time-varying frac-
tional linear dynamical systems has been the subject
of much research in recent years. This type of system
is characterized by a linear fractional differential equa-
tion with time-varying coefficients, and it has many
applications in various fields, such as aerospace engi-
neering, control systems, and signal processing. The
controllability of such systems is important because it
allows us to design control strategies that can drive the
system to a desired state. In Jolić [48] et al. studied the
controllability and observability of linear time-varying
fractional systems. Bourdin [49] addressed the exis-
tence and uniqueness results for solutions of non-linear
Cauchy problems with vector fractional multi-order.
Finally, Bourdin introduced notions of fractional state-
transition matrices and derived fractional versions of
the classical Duhamel formula. In, Sivalingam et al.
[50] discussed time-varying impulsive fractional dif-
ferential equations using theory of functional connec-
tions and neural network. Also, Sivalingam et al. pro-
vided the existence and uniqueness of the solution of
the impulsive fractional system are proved theoreti-
cally using the Bourdin state transition matrix-based
solution representation and the Banach fixed point the-
orem. However, qualitative characteristics of this study
have not yet been studied. This characteristic inspires
this research, which investigates the controllability of
time-varying fractional dynamical systems with a sin-

gle delay in control by using the Caputo fractional
derivative. In this article, we consider a time-varying
fractional linear dynamical system with a single delay
in control guided by aCaputo fractional dynamical sys-
tem of the form
C
t0D

ζ
t w(t) = P(t)w(t) + Q(t)η(t − γ ),

t ∈ [t0, t1], 0 < ζ ≤ 1,

w(t)|t=t0 = w0,

η(t) = η0(t), t ∈ [t0 − γ, t0).

Also,we consider the time-varying fractional nonlinear
dynamical systemwith single delay in control governed
by Caputo fractional dynamical system of the form
C
t0D

ζ
t w(t) = P(t)w(t) + Q(t)η(t − γ )

+ f (t, w(t), η(t)), t ∈ [t0, t1],
w(t0) = w0,

η(t) = η0(t), t ∈ [t0 − γ, t0),

where expression C
t0D

ζ
t w(t) defines the Caputo frac-

tional derivative of order 0 < ζ ≤ 1. The vectors
w ∈ R

k and η ∈ R
l are denotes the state and con-

trol respectively. The entries of matrices P(t)k×k and
Q(t)k×l are matrices valued continuous function over
R and the function f : [t0, t1]×R

k ×R
l → R

k is con-
tinuous. The aim of this paper is to study control prob-
lems on a finite time interval [t0, t1], in which the goal
is to find a control function η that will steer the solu-
tion of the system from a given initial statew(t0) = w0

to a desired final state w(t1) = w1 during the interval
[t0, t1]. The novelty of this study is that it generalizes
the controllability of fractional dynamical systems. If
we take P(t) = P, Q(t) = Q and ζ ∈ (0, 1), the
controllability of the time-varying fractional dynami-
cal system of equations becomes controllability of the
time-invariant the fractional dynamical system. Also,
if P(t) = P, Q(t) = Q and ζ = 1, the controlla-
bility of the time-varying fractional system of equa-
tions becomes the controllability of the time-invariant
ordinary dynamical system. The need for high control
energy and computational resources limits the appli-
cation of the proposed method to real-world systems.
Currently, the authors are working to overcome this
limitation.

The article’s structure is as follows: In Sect. 2, we
provide several definitions of fractional derivatives to
facilitate the development of the article. Section 3 con-
centrated on the controllability of time-varying Caputo
fractional linear dynamical systemswith a single delay.
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Following that, we used Schauder’s fixed point theorem
to expand our results to include the concept of nonlin-
ear dynamical systems discussed in Sect. 4. The study’s
conclusions are presented in the formof a few examples
that demonstrate the findings of the theory.

2 Preliminaries and basic results

Definition 1 [1] The left and right Riemann–Liouville
fractional integrals of order ζ > 0 for a function q :
[0,∞) → R are defined as

t0 I
ζ
t q(t) = 1

�(ζ )

∫ t

t0
(t − �)ζ−1 q(�)d�, t > t0

and

t I
ζ
t1q(t) = 1

�(ζ )

∫ t1

t
(� − t)ζ−1 q(�)d�, t < t1

respectively.

Definition 2 [1] The left and right Caputo fractional
derivative of order ζ > 0 for a function q ∈
C (ω)([0,∞)) and ω − 1 < ζ ≤ ω, ω ∈ N are defined
as

C
t0D

ζ
t q(t) = 1

�(ω − ζ )∫ t

t0
(t − �)ω−ζ−1 q(ω)(�)d�, t > t0

and

C
t D

ζ
t1q(t) = 1

�(ω − ζ )∫ t1

t
(� − t)ω−ζ−1 q(ω)(�)d�, t < t1

respectively.

Remark 1 Consider the time-varying fractional linear
dynamical system

C
t0D

ζ
t w(t) = P(t)w(t) + Q(t)η(t), 0 < ζ ≤ 1,

w(t)|t=t0 = w0, (1)

where w(t) ∈ R
k is the state vector, η(t) ∈ R

l is the
control vector and P(t) : [t0, t1] → R

k×k, Q(t) :
[t0, t1] → R

k×l are matrix valued continuous function
on [t0, t1]. The solution to (1) expressed as

w(t) = 	(t, t0)w0 +
t∫

t0


(t, φ)Q(φ)η(φ)dφ,

where 	(λ, .) : [λ, t1] → R
k×k , λ ∈ [t0, t1] and


(λ, .) : (λ, t1) → R
k×k are the left Riemann–

Liouville and left Caputo state transition matrix and
are given by the following initial value problem [49]

RL
λ Dζ

t 
(t, λ) = P(t)
(t, λ),

λ I
1−ζ
t 
(t, λ)|t=λ = I,

and

C
λD

ζ
t 	(t, λ) = P(t)	(t, λ),

	(t, t)| = I,

where I represents the n × n identity matrix. The
state transition matrix 
(t, λ) satisfies the following
inequality, whichwill be useful for developing themain
theorem.

Theorem 1 [49] If we assume that t1 > t0, then ∃ a Z
≥ 0� |
i j (t, λ)| ≤ (t−λ)ζ−1Z for almost everywhere
t0 ≤ λ < t ≤ t1 and for every i, j ∈ 1, 2, . . . , n.

Remark 2 IfP(t) = P (constantmatrix), theRiemann-
Liouville state transition matrix and the Caputo state
transition matrix are expressed in the following man-
ner:


(t, λ) = (t − λ)ζ−1
Eζ,ζ (P(t − λ)ζ ),

	(t, λ) = Eζ

(P(t − λ)ζ
)
.

Remark 3 Consider the time-varying fractional nonlin-
ear dynamical system

C
t0D

ζ
t w(t) = P(t)w(t) + Q(t)η(t) + f (t, w(t), η(t)),

t ∈ [t0, t1],
w(t0) = w0, (2)

where f : [t0, t1] × R
k × R

l → R
k is a continuous

function. For a given control η(t), the solution of the
dynamical system (2) is

w(t) = 	(t, t0)w0 +
t∫

t0


(t, φ)Q(φ)η(φ)dφ

+
t∫

t0


(t, φ) f (φ,w(φ), η(φ))dφ.

3 Linear systems

In the following section of the study, we discuss the
controllability of the time-varying Caputo fractional
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linear dynamical systemwith a single delay. Let us look
at the time-varying fractional linear dynamical system

C
t0D

ζ
t w(t) = P(t)w(t) + Q(t)η(t − γ ), 0 < ζ ≤ 1,

w(t)|t=t0 = w0,

η(t) = η0(t) ∀t ∈ [t0 − γ, t0), (3)

where w(t) ∈ R
k is the state vector, η(t) ∈ R

l is the
control vector and P(t) : [t0, t1] → R

k×k, Q(t) :
[t0, t1] → R

k×l are matrix valued continuous function
on [t0, t1], γ > 0 is time control delay and η0(t) the
initial control function.
Assumptions:

• Let γ be a time delay constant in the control func-
tion η(·) which satisfies t0 ≤ γ ≤ t1.

• Let η0(·) be a R
l valued initial control function

which is continuous and bounded on [t0 − γ, t0).
• Let E = {k|k : [t0, t1] → R

k × R
l is continuous}

be a complete normed space with respect to the
norm ‖(k1, k2)‖ = ‖k1‖ + ‖k2‖, where ‖k1‖ =
sup{|k1(t)| : t ∈ [t0, t1]} and ‖k2‖ = sup{|k2(t)| :
t ∈ [t0, t1]}.

The solution of (3) is given by

w(t) = 	(t, t0)w0 +
t0∫

t0−γ


(t, φ + γ )Q(φ + γ )η0(φ)dφ

+
t−γ∫

t0


(t, φ + γ )Q(φ + γ )η(φ)dφ. (4)

The controllability of time-varying fractional lin-
ear dynamical systems with delay in the control func-
tion has applications in various fields such as robotics
[52,53], and aerospace. For instance, it can be used
to ensure precise control over a robot arm’s motion,
ensuring it moves accurately and safely. In the field of
aerospace, this method can be used to stabilize an air-
craft [51], preventing it from losing control. By control-
ling such systems with delays in the control function,
their performance and reliability can be improved. This
improvement leads to more efficient and cost-effective
solutions in these fields.

Definition 3 The system (3) is controllable on [t0, t1],
if for any initial state w0 ∈ Rk and final state w1 ∈ Rk ,
there exists a control vector η(t) such thatw(t1) = w1.

Theorem 2 The time-varying fractional linear dynam-
ical system (3) is controllable over t ∈ [t0, t1] if and

only if the controllability Grammian

�[t0, t1] =
t1−γ∫

t0

(t1 − (φ + γ ))2(1−ζ )
(t1, φ + γ )

×Q(φ + γ )Q∗(φ + γ )
∗(t1, φ + γ )dφ

(5)

is positive definite.

Proof Assume that the controllability Grammian
�[t0, t1] is positive definite. Then, we describe the con-
trol function

η(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(t1 − (t + γ ))2(1−ζ )Q∗(t + γ )
∗(t1, t + γ )

×�−1[t0, t1]
[
w1 − 	(t1, t0)w0

−
t0∫

t0−γ


(t1, φ + γ )Q(φ + γ )η0(φ)dφ

⎤
⎥⎦

i f t ∈ [t0, t1 − γ ],

0 i f t ∈ (t1 − γ, t1].
(6)

By substituting Eqs. (5) and (6) in (4), we get

w(t1) = 	(t1, t0)w0+
t0∫

t0−γ


(t1, φ+γ )Q(φ+γ )η0(φ)dφ

×
t1−γ∫

t0


(t1, φ + γ )Q(φ + γ )η(φ)dφ

= 	(t1, t0)w0+
t0∫

t0−γ


(t1, φ+γ )Q(φ + γ )η0(φ)dφ

+
t1−γ∫

t0


(t1, φ+γ )Q(φ+γ )
(
(t1−(φ+γ ))2(1−ζ )

×Q∗(φ + γ )
∗(φ + γ, t1)�−1[t0, t1]

×
⎡
⎢⎣w1 − 	(t1, t0)w0 −

t0∫

t0−γ


(t1, φ + γ )

× B(φ + γ )η0(φ)dφ
])
dφ

= 	(t1, t0)w0+
t0∫

t0−γ


(t1, φ+γ )Q(φ+γ )η0(φ)dφ
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+
t1−γ∫

t0

(t1 − (φ + γ ))2(1−ζ )
(t1, φ + γ )

×Q(φ + γ )Q∗(φ + γ )
∗(t1, φ + γ )dφ

×�−1[t0, t1] [w1 − 	(t1, t0)w0−

×
t0∫

t0−γ


(t1, φ + γ )B(φ + γ )η0(φ)dφ

⎤
⎥⎦

= 	(t1, t0)w0 +
t0∫

t0−γ


(t1, φ + γ )Q(φ + γ )

×η0(φ)dφ [w1 − 	(t1, t0)w0

−
t0∫

t0−γ


(t1, φ + γ )B(φ + γ )η0(φ)dφ

⎤
⎥⎦ = w1.

Thus, at time t = t1, the control function η(t) steers
the system from the initial state w0 to the final state
w1 ∈ R

k . As a result, the system (3) is controllable on
[t0, t1].

In contrast, if the controllability Grammian�[t0, t1]
is not positive definite, then there exists a non-zero vec-
tor β such that β∗�[t0, t1]β = 0. That is

β∗
t1−γ∫

t0

(t1 − (φ + γ ))2(1−ζ )
(t1, φ + γ )

Q(φ + γ )Q∗(φ + γ )
∗(φ + γ, t1)dφ

β = 0.

Hence

β∗
(t1, φ + γ )Q(φ + γ ) = 0, on [t0, t1].
Let w0 = [	(t1, t0)]−1β. The fact that the system (3)
is controllable on [t0, t1] allows us to identify a control
function η(t) that steers the system (3) from the initial
state w0 to the final state w1 in the interval [t0, t1]. The
result is

w(t1) = 	(t1, t0)w0+
t0∫

t0−γ


(t1, φ+γ )Q(φ+γ )η0(φ)dφ

+
t1−γ∫

t0


(t1, φ + γ )Q(φ + γ )η(φ)dφ

0 = β +
t0∫

t0−γ


(t1, φ + γ )Q(φ + γ )η0(φ)dφ

+
t1−γ∫

t0


(t1, φ + γ )Q(φ + γ )η(φ)dφ.

Consequently

0 = β∗β +
t0∫

t0−γ

β∗
(t1, φ + γ )Q(φ + γ )η0(φ)dφ

+
t1−h∫

t0

β∗
(t1, φ + γ )Q(φ + γ )η(φ)dφ.

Eventually, the second and third terms are zero, con-
cluding that β∗β = 0 is a contradiction for β = 0.
Hence, �[t0, t1] is positive definite.
Remark 4 If P(t) = P and Q(t) = Q, then the
time-varying fractional nonlinear dynamical system
with Caputo fractional derivative transforms into time-
invariant fractional nonlinear dynamical system. If we
substitute P(t) = P and Q(t) = Q, then the equation
(11) becomes

C
t0D

ζ
t w(t) = Pw(t) + Q η(t − γ ),

t ∈ [t0, t1],
w(t0) = w0. (7)

The solution of the dynamical system (7) under the
specified control η(t) is

w(t) = Eζ (P(t − t0)
ζ )w0 +

t0∫

t0−γ

(t − φ − γ )ζ−1

×Eζ,ζ (P(t − φ − γ )ζ )Q η0(φ)dφ

+
t−γ∫

t0

(t − φ − γ )ζ−1Eζ,ζ (P(t − φ − γ )ζ )

×Q η(φ)dφ.

This solution coincides with the results obtained in
Theorem 3.1 of an autonomous case in [32].

Remark 5 If P(t) = P , Q(t) = Q, and ζ = 1, then
the time-varying fractional nonlinear dynamical system
with Caputo fractional derivative transforms into time-
invariant ordinary nonlinear dynamical system. If we
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substitute P(v) = P , Q(v) = Q, and ζ = 1, then the
equation (11) becomes

dw

dt
= Pw(t) + Q η(t − γ ), t ∈ [t0, t1],

w(t0) = w0. (8)

The solution of the dynamical system (8) under the
specified control η(t) is

w(t) = eP(t−t0)w0 +
t0∫

t0−γ

eP(t−φ−γ )Q η0(φ)dφ

+
t−γ∫

t0

eP(t−φ−γ )Q η(φ)dφ.

This solution coincides with the results obtained in
Theorem 3.1 of an autonomous casewithN= 1 inMuni
and George ( [54], 2019).

4 Non-linear systems

In the following sectionof the study,wediscuss the con-
trollability of a time-varying Caputo fractional nonlin-
ear dynamical system with a single delay. Consider the
time-varying fractional nonlinear dynamical system
C
t0D

ζ
t w(t) = P(t)w(t) + Q(t)η(t − γ )

+ f (t, w(t), η(t)), t ∈ [t0, t1],
w(t0) = w0,

η(t) = η0(t), t ∈ [t0 − γ, t0). (9)

Given any (μ, λ) ∈ E
C
t0D

ζ
t w(t) = P(t)w(t) + Q(t)η(t − γ )

+ f (t, μ(t), λ(t)), t ∈ [t0, t1],
w(t0) = w0. (10)

The solution of the dynamical system (10) under the
specified control η(t) is

w(t) = 	(t, t0)w0+
t0∫

t0−γ


(t, φ+γ )Q(φ+γ )η0(φ)dφ

+
t−γ∫

t0


(t, φ + γ )Q(φ + γ )η(φ)dφ

+
t∫

t0


(t, φ) f (φ, μ(φ), λ(φ))dφ.

Assumption:
[L] : The continuous functions f satisfies

lim|(w,η)|−→∞
| f (t, w, η)|

|(w, η)| = 0 uniformly in t ∈
[t0, t1].
Theorem 3 If the nonlinear function f (t, w(t), η(t))
satisfy the assumption [L] and the equivalent linear
system (3) is controllable on [t0, t1], then the nonlinear
system (9) is controllable on [t0, t1].

Proof Define T : E → E by T (μ, λ) = (w, η), where

η(t) = (t1 − (t + γ ))2(1−ζ )Q∗(t + γ )
∗(t1, t + γ )

×�−1[t0, t1] [w1 − 	(t1, t0)w0

−
t0∫

t0−γ


(t1, φ + γ )B(φ + γ )η0(φ)dφ

−
t1∫

t0


(t1, φ) f (φ, μ(φ), λ(φ))dφ

⎤
⎦ ,

and

w(t) = 	(t, t0)w0+
t0∫

t0−γ


(t, φ+γ )Q(φ+γ )η0(φ)dφ

+
t−γ∫

t0


(t, φ + γ )Q(φ + γ )η(φ)dφ

+
t∫

t0


(t, φ) f (φ, μ(φ), λ(φ))dφ.

For simplicity, let’s choose the following constants.

sup | f |
= sup{| f (φ, μ(φ), λ(φ))|},

ã1 =
(t1 − (t + γ ))(1−ζ )|Z|,

ã2
= sup{‖	(t, t0) w0‖},

ã3 =
∥∥∥∥∥

t0∫
t0−γ


(t1, φ + γ )

B(φ + γ )η0(φ)dφ‖,
ã = max{1, |Z|(t − (t0 +

γ ))ζ ζ−1‖Q‖},
d̃1 = 4̃aã1‖Q∗‖ [‖w1‖

+ã2 + ã3]�−1 ,
d̃2 = 4[ã2 + ã3],

c̃1 = 4‖Q∗‖‖̃aã1‖�−1‖|Z|(t1 −
t0))ζ ζ−1,

c̃2 = 4|Z|(t1 − t0)ζ ζ−1,

c̃ = max{c̃1, c̃2}, d̃ = max{d̃1, d̃2}.

Then
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|η(t)| ≤ |�−1|‖Q∗‖‖a1‖ [|w1| + ã2 + ã3

+|Z|(t1 − t0)
ζ ζ−1sup| f |

]

≤ c̃1

4̃a
sup | f | + d̃1

4̃a

≤ 1

4̃a
[̃c sup | f | + d],

and

|w(t)| ≤ [ã2 + ã3] + |Z|‖(t − (t0 + γ ))ζ ζ−1‖
×‖Q‖

(
d̃

4̃a

+ c̃

4̃a
sup | f |

)
+|Z|(t1−t0)

ζ ζ−1sup | f |

≤ d̃

4
+ d̃

4
+ c̃

4
sup | f | + c̃

4
sup | f |

≤ c̃

2
sup | f | + d̃

2

≤ 1

2
[̃c sup | f | + d].

By hypothesis, the function f satisfies the following
conditions [41]. For each set of two positive constants
c and d, there exists a positive constant r such that, if
|̃s| ≤ r, then

c̃ | f (t, s̃)| + d̃ ≤ r̃ ,∀t ∈ [t0, t1]. (11)

If r̃ is a constant such that the inequality (11) is satisfied
for certain values of c and d, then any r1 such that r̃ < r1

also satisfies the inequality (11). When ‖μ‖ ≤ r̃

2
and

‖λ‖ ≤ r̃

2
, we get |μ(t) + λ(t)| ≤ r̃ ∀t ∈ [t0, t1]. It

implies that c̃ | f (t, s̃)| + d̃ ≤ r . Hence, |η(t)| ≤ r̃

4̃a
,

and therefore ‖η‖ ≤ r̃

4̃a
. Then ‖x‖ ≤ r̃

2
for every

t ∈ [t0, t1]. Thus, we have proved that, if E (̃r) ={
(w, η); ‖w‖ ≤ r̃

4̃a
, ‖η‖ ≤ r̃

4̃a

}
, then T maps E (̃r)

into itself. Since f is continuous, it implies that the oper-
ator is continuous, and by the application of Arzela-
Ascoli’s theorem, the operator is completely continu-
ous. Since E (̃r) is compact and convex, the Schauder
fixed point theorem guarantees that T has a fixed point
(μ, λ) ∈ E (̃r) such that T (μ, λ) = (μ, λ) ≡ (w, η).
Therefore

w(t) =	(t, t0)w0+
t0∫

t0−γ


(t, φ+γ )Q(φ+γ )η0(φ)dφ

+
t−γ∫

t0


(t, φ + γ )Q(φ + γ )η(φ)dφ

+
t∫

t0


(t, φ) f (φ, μ(φ), λ(φ))dφ.

Thus, w(t) is the solution of the system (10), and it
is easy to show that w(t1) = w1. Hence, the control
function η(t) steers the system (10) from the initial
state w0 to the final state w1 on [t0, t1]. This implies
that, the system (10) is controllable on [t0, t1].

5 Numerical examples

This section aims to demonstrate the development and
use of the numerical technique. In this part, we give
some computational results for the Caputo fractional
derivative, a specific example of the time-varying lin-
ear and nonlinear dynamical systemwith a single delay
in control.As afirst example,wewill investigate a time-
varying linear fractional dynamical systemwithCaputo
fractional derivative. The second and third examples
considers a time-varying nonlinear fractional dynam-
ical system of the Caputo type and uses a system of
equations to model it.

Let us start the system with the initial state w0. Our
primary goal is to guide the system’s state, w(t), from
its starting point, w0, to the desired final state, w1. To
visualize this process, we have created two graphs: one
without control and the other with control.

Firstly, we examine the graph without any control
input. Based on this graph, it is clear that no trajectory
exists between the starting state w0 and the final state
w1 within the given interval [t0, t1]. This lack of a clear
path highlights the need for a controlled approach.

Secondly, we present the graph with control. In
this scenario, our primary objective is to determine
the control function, denoted as η(t), that will guide
the state w(t) from its initial state, w0, to the desired
final state,w1, specifically within the predefined inter-
val [t0, t1]. To achieve this, we employ the numerical
technique of successive approximation.

Utilizing this technique, our control function η(t)
systematically adjusts the system’s behavior over the
specified interval [t0, t1]. This iterative approach allows
us to regulate the control input at various points along
the trajectory, ultimately steering the system toward the
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desired final state at w1 from its starting point at w0.
In essence, this method empowers us to achieve the
desired outcome of transitioning the system from one
state to another within the specified interval. This task
was unattainable without the application of control.

Example 1 Consider the time-varying fractional linear
dynamical system without control

C
0D

0.75
t w(t) =

[
t −t
0 −t

]
w(t), t ∈ [0, 0.5],

w(0) =
[
5
6
.

]
(12)

Comparing (12) to (3) yields ζ = 0.75 , P(t) =[
t −t
0 −t

]
, Q(t) = 0, w(0) =

[
5
6

]
, t0 = 0, and

t1 = 0.5. In this system, we consider the final point

is w(0.5) =
[
10
8

]
.

The linear Caputo and Riemann–Liouville state
transition matrix for the system is

	(t, λ) =

⎡
⎢⎢⎢⎢⎢⎣

0.810649(t − λ)

× (0.761905t + 0.571429λ) + 1

0.816049(t − λ)

× (−0.761905t − 0.571429λ)

0
0.810649(t − λ)

× (−0.761905t − 0.571429λ) + 1

⎤
⎥⎥⎥⎥⎥⎦

,

and


(t, λ) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.816049

(t − λ)0.25 + (t − λ)0.75

× (0.691367t + 0.691367λ)

0.816049(t − λ)0.75

× (−0.691367t − 0.691367λ)

0
0.816049

(t − λ)0.25 + (t − λ)0.75

× (−0.691367t − 0.691367λ)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The objective is to determine η(t) that can control

the state w(t) from w(0) =
[
5
6

]
to w(0.5) =

[
8
10

]
.

However, when we apply the control function with
a delay of γ = 0.1 given by η(t − 0.1) with Q(t) =[
1
t

]
in (12), we get the time-varying fractional linear

dynamical system is of the form

C
0D

0.75
t w(t) =

[
t −t
0 −t

]
w(t)

+
[
1
t

]
η(t − 0.1), t ∈ [0, 0.5],

η(t) = 0, t ∈ [−0.1, 0). (13)

The controllability Grammian is

�[0, 0.5] =
0.4∫

0

(0.5 − (φ + 0.1))2(1−0.75)
(0.5, 0.1)

Q(φ + 0.1)Q∗(φ + 0.1)
∗(0.5, φ + 0.1)dφ

=
[

0.39022 0.0774812
0.0774812 0.239467

]
> 0

which says that the controllabilityGrammian�[0, 0.5]
is positive definite and, by Theorem 2, the given system
(13) is controllable on [0,0.5].
Thus, the control function

η(t) = −162.484(0.4 − t)0.25

(0.190042 + 0.214259(0.4 − t))

+(−1.81828 + 0.957099(0.4 − t))t + (0.4 − t)t2)

steer the system

w(t) = 	(t, 0)w0

+
0∫

−0.1


(t, φ + 0.1)Q(φ + 0.1)η0(φ)dφ

+
t−0.1∫

0


(t, φ + 0.1)Q(φ + 0.1)η(φ)dφ
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Fig. 1 The trajectory of the system (12) starts from the initial

state

[
5
6

]
and does not reach the final state

[
10
8

]
in [0, 0.5]

Fig. 2 The states of (13) follow a trajectory within the interval

[0, 0.5] from initial point

[
5
6

]
to final point

[
10
8

]

from the initial point w(0) =
[
5
6

]
to the final point

w(0.5) =
[
10
8

]
.

In Fig. 1, we examine the graph without any control
input. It is clear that there is no trajectory between the

initial point

[
5
6

]
to final point

[
10
8

]
. The simulated

state trajectoriesw(t) and steering control functionη(t)
are shown in Figs. 2 and 3, respectively. From Fig. 2,
we notice that the state of the linear system (13) starts

initial point

[
5
6

]
to final point

[
10
8

]
by exploiting the

appropriate control function η(t) during the interval

Fig. 3 The trajectory of the control functionη(t) is shownduring
the interval [0, 0.5]

[0, 0.5]. Observing that in Fig. 3, the control function
η(t) is essential for steering the state of the linear sys-
tem (13) from its initial state to its final state.

Example 2 Consider the time-varying fractional non-
linear dynamical system without control

C
0 D

0.6
t w(t) =

[−3t 0
0 −2t

]
w(t)

+

⎡
⎢⎢⎣

w1

1 + w2
1 + w2

2
w2
1

1 + w2
1 + w2

2

⎤
⎥⎥⎦ , t ∈ [0, 0.5],

w(0) =
[
15
16

]
. (14)

Comparing (14) to (9) yields ζ = 0.6 , P(t) =[−3t 0
0 −2t

]
, Q(t) = 0, t0 = 0, t1 = 0.5,

f (t, w(t), η(t)) =

⎡
⎢⎢⎣

w1

1 + w2
1 + w2

2
w2
1

1 + w2
1 + w2

2

⎤
⎥⎥⎦, and w(0) =

[
15
16

]
. In this system, we consider the final point is

w(0.5) =
[
10
8

]
.

The nonlinear Caputo and Riemann–Liouville state
transition matrix for the system is
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	(t, λ) =
[
1 + 0.671505(−3.125t − 1.875λ)(t − λ) 0

0 1 + 0.671505(−2.08333t − 1.25λ)(t − λ)

]
,

and


(t, λ)=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.671505

(t − λ)0.4+(−2.43287t

− 2.43287λ)×(t − λ)0.6

0

0
0.671505

(t − λ)0.4+(−1.62192t

− 1.62192λ)×(t − λ)0.6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The objective is to determine η(t) that can steer the

state w(t) from w(0) =
[
15
16

]
to w(0.5) =

[
10
8

]
.

However, when we apply the control function with
a delay of γ = 0.1 given by η(t − 0.1) with Q(t) =[
1
t

]
in (14), we get the time-varying fractional linear

dynamical system is of the form

C
0 D

0.6
t w(t) =

[−3t 0
0 −2t

]
w(t) +

[
1
t

]
η(t − 0.1)

+

⎡
⎢⎢⎣

w1

1 + w2
1 + w2

2
w2
1

1 + w2
1 + w2

2

⎤
⎥⎥⎦ , t ∈ [0, 0.5],

η(t) = 0, t ∈ [−0.1, 0). (15)

The controllability Grammian is

�[0, 0.5] =
0.4∫

0

(0.5 − (φ + 0.1))2(1−0.6)
(0.5, 0.1)

×Q(φ + 0.1)Q∗(φ + 0.1)

×
∗(0.5, φ + 0.1)dφ

=
[
0.0798904 0.0318811
0.0318811 0.0133449

]
> 0.

Now, the controllability Grammian �[0, 0.5] is posi-
tive definite and, by Theorem 2, the corresponding lin-
ear system (15) is controllable on [0,0.5]. The nonlin-

ear function f (t, w(t), η(t)) =

⎡
⎢⎢⎣

w1

1 + w2
1 + w2

2
w2
1

1 + w2
1 + w2

2

⎤
⎥⎥⎦ is a

bounded continuous function and it satisfy the assump-
tion [L]. According to Theorem 3, the nonlinear system
(15) is controllable on [0, 0.5].

Suppose that w(0.5) =
[
10
8

]
is the final state and

the associated control functionη(t) steers the statew(t)

of (15) from w(0) =
[
15
16

]
to w(0.5) =

[
10
8

]
on

[0, 0.5]. The state vectorw(t) and control function η(t)
are approximated by the following iterative scheme

ηn+1(t)

= (0.5 − (t + 0.1))2(1−0.6)Q∗(t + 0.1)

×
∗(0.5, t + 0.1)�−1[0, 0.5]
× [w1 − 	(0, 0.5)w0

−
0∫

−0.1


(0.5, φ + 0.1)Q(φ + 0.1)η0(φ)dφ

+
t∫

0


(t, φ) f (φ,wn(φ), ηn(φ))dφ

⎤
⎦ ,

and

wn+1(t) = 	(t, 0)w0 +
0∫

−0.1


(t, φ + 0.1)

×Q(φ + 0.1)η0(φ)dφ

+
t−0.1∫

0


(t, φ + 0.1)Q(φ + 0.1)η(φ)dφ

+
t∫

0


(t, φ) f (φ,wn(φ), ηn(φ))dφ,

n = 0, 1, 2,…respectively, where w0 =
[
15
16

]
.

In Fig. 4, we examine the graph without control
input. It is clear that there is no trajectory between the

initial point

[
15
16

]
to final point

[
10
8

]
. The simulated

state trajectoriesw(t) and steering control functionη(t)
are shown in Figs. 5 and 6, respectively. FromFig. 5,we
notice that the state of the nonlinear system (15) starts

initial point

[
15
16

]
to final point

[
10
8

]
by exploiting

the appropriate control function η(t) during the period
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Fig. 4 The trajectory of the system (14) starts from the initial

state

[
15
16

]
and does not reach the final state

[
10
8

]
in [0, 0.5]

Fig. 5 The states of (15) follow a trajectory within the interval

[0, 0.5] from initial point

[
15
16

]
to final point

[
10
8

]

[0, 0.5]. Observing that in Fig. 6, the control function
η(t) is essential for steering the state of the nonlinear
system (15) from its initial state to its final state.

Example 3 Consider the time-varying fractional non-
linear dynamical system without control

C
0 D

0.95
t w(t) =

⎡
⎣ t + 3 t2 t + 3

t2 t + 1 t
t t t + 8

⎤
⎦w(t)

+

⎡
⎢⎢⎢⎢⎢⎢⎣

w1

1 + w2
1 + w2

2 + w2
3

w2
2

1 + w2
1 + w2

2 + w2
3

w2
3

1 + w2
1 + w2

2 + w2
3

⎤
⎥⎥⎥⎥⎥⎥⎦

,

Fig. 6 The trajectory of the control functionη(t) is shownduring
the interval [0, 0.5]

t ∈ [0, 1],

w(0) =
⎡
⎣5
7
3

⎤
⎦ . (16)

Comparing (16) to (9) yields ζ = 0.95 , P(t) =⎡
⎣ t + 3 t2 t + 3

t2 t + 1 t
t t t + 8

⎤
⎦, Q(t) = 0, t0 = 0, t1 =

1, f (t, w(t), η(t)) =

⎡
⎢⎢⎢⎢⎢⎢⎣

w1

1 + w2
1 + w2

2 + w2
3

w2
2

1 + w2
1 + w2

2 + w2
3

w2
3

1 + w2
1 + w2

2 + w2
3

⎤
⎥⎥⎥⎥⎥⎥⎦
, and

w(0) =
⎡
⎣5
7
3

⎤
⎦. In this system, we consider the final

point is w(1) =
⎡
⎣10

5
16

⎤
⎦.

The nonlinear Caputo and Riemann–Liouville state
transition matrix for the system is
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	(t, λ) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 + 0.969506(t − λ)

× (3.15789 + 0.539811t

+ 0.512821λ)

0 0

0

1 + 0.969506(t − λ)

× (1.05263 + 0.539811t

+ 0.512821λ)

0

0 0

1 + 0.969506(t − λ)

× (8.42105 + 0.539811t

+ 0.512821λ)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

and


(t, λ)

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.969506

(t − λ)0.05

+ (t − λ)0.95

× (3.21737

+ 0.536229t

+ 0.536229λ)

0 0

0
0.969506

(t − λ)0.05

+ (t − λ)0.95

× (1.07246

+ 0.536229t

+ 0.536229λ)

0

0 0
0.969506

(t − λ)0.05

+ (t − λ)0.95

× (8.57966

+ 0.536229t

+ 0.536229λ)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The objective is to determine η(t) that can steer the

state w(t) from w(0) =
⎡
⎣5
7
3

⎤
⎦ to w(1) =

⎡
⎣10

5
16

⎤
⎦.

However, when we apply the control function with
a delay of γ = 0.5 given by η(t − 0.5) with Q(t) =⎡
⎣−(t + 1)

−(t + 2)
−(t + 5)

⎤
⎦ in (16), we get the time-varying frac-

tional nonlinear dynamical system is of the form

C
0 D

0.95
t w(t) =

⎡
⎣ t + 3 t2 t + 3

t2 t + 1 t
t t t + 8

⎤
⎦ w(t)

+
⎡
⎣−(t + 1)

−(t + 2)
−(t + 5)

⎤
⎦ η(t − 0.5)

+

⎡
⎢⎢⎢⎢⎢⎢⎣

w1

1 + w2
1 + w2

2 + w2
3

w2
2

1 + w2
1 + w2

2 + w2
3

w2
3

1 + w2
1 + w2

2 + w2
3

⎤
⎥⎥⎥⎥⎥⎥⎦

, t ∈ [0, 1]

η(t) = 0, t ∈ [−0.5, 0). (17)

The controllability Grammian is

�[0, 1] =
0.5∫

0

(1 − (φ + 0.5))2(1−0.95)
(1, 0.5)

Q(φ + 0.5)Q∗(φ + 0.5)
∗(1, φ + 0.5)dφ

=
⎡
⎣ 5.89265 6.79895 33.7164
6.79895 7.89123 38.4357
33.7164 38.4357 197.846

⎤
⎦ > 0

which says that the controllability Grammian�[0, 1] is
positive definite and, by Theorem 2, the corresponding
linear system (17) is controllable on [0,1]. The nonlin-

ear function f (t, w(t), η(t))=

⎡
⎢⎢⎢⎢⎢⎢⎣

w1

1 + w2
1 + w2

2 + w2
3

w2
2

1 + w2
1 + w2

2 + w2
3

w2
3

1 + w2
1 + w2

2 + w2
3

⎤
⎥⎥⎥⎥⎥⎥⎦

is a bounded continuous function and it satisfy the
assumption [L]. According to Theorem 3, the nonlin-
ear system (17) is controllable on [0, 1]. Suppose that
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w(1) =
⎡
⎣10

5
16

⎤
⎦ is the final state and the associated

control function η(t) steers the state w(t) of (17) from

w(0) =
⎡
⎣5
7
3

⎤
⎦ to w(1) =

⎡
⎣10

5
16

⎤
⎦ on [0, 1]. The state

vectorw(t) and control function η(t) are approximated
by the following iterative scheme

ηn+1(t) = (1 − (t + 0.5))2(1−0.95)Q∗(t + 0.5)

×
∗(1, t+0.5)�−1[0, 1] [w1 − 	(0, 1)w0

−
0∫

−0.5


(1, φ + 0.5)Q(φ + 0.5)η0(φ)dφ

+
t∫

0


(t, φ) f (φ,wn(φ), ηn(φ))dφ

⎤
⎦ ,

and

wn+1(t) = 	(t, 0)w0+
0∫

−0.5


(t, φ+0.5)Q(φ+0.5)η0(φ)dφ

+
t−0.5∫

0


(t, φ + 0.5)Q(φ + 0.5)η(φ)dφ

+
t∫

0


(t, φ) f (φ,wn(φ), ηn(φ))dφ,

n = 0, 1, 2,…respectively, where w0 =
⎡
⎣5
7
3

⎤
⎦.

In Fig. 7, we examine the graph without control
input. It is clear that there is no trajectory between the

initial point

⎡
⎣5
7
3

⎤
⎦ to final point

⎡
⎣10

5
16

⎤
⎦. The simulated

state trajectoriesw(t) and steering control functionη(t)
are shown in Figs. 8 and 9, respectively. FromFig. 8,we
notice that the state of the nonlinear system (17) starts

from the initial point

⎡
⎣5
7
3

⎤
⎦ to final point

⎡
⎣10

5
16

⎤
⎦ by

exploiting the appropriate control function η(t) during
the period [0, 1]. Observing that in Fig. 9, the control
function η(t) is essential for steering the state of the
nonlinear system (17) from its initial state to its final
state.

Fig. 7 The trajectory of the system (16) starts from the initial

state

⎡
⎣ 5
7
3

⎤
⎦ and does not reach the final state

⎡
⎣ 10

5
16

⎤
⎦ in [0, 1]

Fig. 8 The states of (17) follow a trajectory within the interval

[0, 1] from initial point

⎡
⎣ 5
7
3

⎤
⎦ to final point

⎡
⎣ 10

5
16

⎤
⎦

Fig. 9 The trajectory of the control functionη(t) is shownduring
the interval [0, 1]
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6 Conclusion

In this article, we investigated the controllability of
time-varying linear and non-linear fractional dynam-
ical systems with single control delay in the sense of
theCaputo fractional derivative. Initially, we obtained a
necessary and sufficient condition for the controllabil-
ity of the time-varying fractional linear system in terms
of a controllabilityGrammianmatrix.We have used the
Schauder’s fixed point theorem to establish sufficient
conditions for the controllability of time-varying non-
linear fractional dynamical systems. In order to point
out the importance of the outcomes of our research,
a relevant example has been included in this arti-
cle. The authors also focus on studying the control-
lability of systems with impulses and stochastic dis-
turbances in the presence of multiple and distributed
delays.
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Vishnukumar received the financial support of UGC JRF Ph.D.
Fellowship, India (Ref. 202223-TN02050232). S.M. Sivalingam
received the financial support ofUGCNFOBCPh.D. Fellowship,
India (Ref. 202122-TN13000109). V. Govindaraj would like to
thank the National Board for Higher Mathematics (NBHM),
Department of Atomic Energy, Government of India, for sup-
porting the research project (File No. 02011/18/2023 NBHM
(R.P)/ R & D II/5952).

Data availibility The data used in this study is available/
mentioned in the manuscript.

Declarations

Competing interests The authors declare that they have no con-
flicts of interest.

Open Access This article is licensed under a Creative Com-
mons Attribution 4.0 International License, which permits use,
sharing, adaptation, distribution and reproduction in anymedium
or format, as long as you give appropriate credit to the original
author(s) and the source, provide a link to the Creative Com-
mons licence, and indicate if changes were made. The images or
other third partymaterial in this article are included in the article’s
Creative Commons licence, unless indicated otherwise in a credit
line to thematerial. If material is not included in the article’s Cre-
ative Commons licence and your intended use is not permitted by

statutory regulation or exceeds the permitted use, you will need
to obtain permission directly from the copyright holder. To view
a copy of this licence, visit http://creativecommons.org/licenses/
by/4.0/.

References

1. Kilbas, A.A., Srivastava, H.M., Trujillo, J.J.: Theory and
Applications of Fractional Differential Equations. Vol. 204.
Elsevier (2006)

2. Podlubny, I.: FractionalDifferential Equations:An Introduc-
tion to Fractional Derivatives, Fractional Differential Equa-
tions, to Methods of their Solution and Some of their Appli-
cations. Elsevier (1998)

3. Matychyn, I.: Analytical solution of linear fractional
systems with variable coefficients involving Riemann–
Liouville and Caputo derivatives. Symmetry 11(11), 1366
(2019)

4. Kumar, D., Singh, J., Baleanu, D.: Analysis of regularized
long-wave equation associated with a new fractional opera-
tor with Mittag–Leffler type kernel. Phys. A 492, 155–167
(2018)

5. Ali, A., Islam, S., Khan, M.R., Rasheed, S., Allehiany, F.M.,
Baili, J., Ahmad, H.: Dynamics of a fractional order Zika
virus model with mutant. Alexandria Eng. J. 61(6), 4821–
4836 (2022)

6. Singh, J., Kumar, D., Baleanu, D.: New aspects of fractional
Biswas–Milovic model with Mittag–Leffler law. Math.
Model. Natural Phenomena 14(3), 303 (2019)

7. Singh, J., Kumar, D., Baleanu, D., Rathore, S.: On the local
fractional wave equation in fractal strings. Math. Methods
Appl. Sci. 42(5), 1588–1595 (2019)

8. Idczak, D., Kamocki, R.: On the existence and uniqueness
and formula for the solution of RL fractional Cauchy prob-
lem in Rn . Fract. Calc. Appl. Anal. 14, 538–553 (2011)

9. Baleanu, D., Arshad, S., Jajarmi, A., Shokat, W., Ghass-
abzade, F.A., Wali, M.: Dynamical behaviours and stability
analysis of a generalized fractional model with a real case
study. J. Adv. Res. 48, 157–173 (2023)

10. Baleanu, D., Hasanabadi, M., Vaziri, A.M., Jajarmi, A.: A
new intervention strategy for an HIV/AIDS transmission
by a general fractional modeling and an optimal control
approach. Chaos Solitons Fract. 167, 113078 (2023)

11. Wei, J.: The constant variation formulae for singular frac-
tional differential systems with delay. Comput. Math. Appl.
59(3), 1184–1190 (2010)

12. Wei, J., Wenzhong, S.: Controllability of singular systems
with control delay. Automatica 37(11), 1873–1877 (2001)

13. Saker, S.H., Alzabut, J.O.: Periodic solutions, global
attractivity and oscillation of an impulsive delay host-
macroparasite model. Math. Comput. Model. 45(5–6), 531–
543 (2007)

14. Balachandran, K., Dauer, J.P.: Controllability of nonlinear
systems via fixed-point theorems. J. Optim. Theory Appl.
53, 345–352 (1987)

15. Balachandran, K., Park, J.Y., Trujillo, J.J.: Controllability
of nonlinear fractional dynamical systems. Nonlinear Anal.:
Theory Methods Appl. 75(4), 1919–1926 (2012)

123

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


8296 K. S. Vishnukumar et al.

16. Matignon, D., d’Andréa-Novel, B.: Some results on con-
trollability and observability of finite-dimensional fractional
differential systems. In: Computational Engineering in Sys-
tems Applications (vol. 2, pp. 952–956). Citeseer (1996)

17. Balachandran, K., Govindaraj, V., Rodriguez-Germa, L.,
Trujillo, J.J.: Controllability of nonlinear higher order frac-
tional dynamical systems. Nonlinear Dyn. 71, 605–612
(2013)

18. Govindaraj, V.,Malik,M., George, R.K.: Trajectory control-
lability of fractional dynamical systems. J. Control Decis.
4(2), 114–130 (2017)

19. Govindaraj, V., George, R.K.: Functional approach to
observability and controllability of linear fractional dynam-
ical systems. J. Dyn. Syst. Geom. Theor. 15(2), 111–129
(2017)

20. Selvam, A.P., Vellappandi, M., Govindaraj, V.: Controlla-
bility of fractional dynamical systems with �-Caputo frac-
tional derivative. Phys. Scr. 98(2), 025206 (2023)

21. Rogowski, K.: Reachability of standard and fractional
continuous-time systems with constant inputs. Arch. Con-
trol Sci. 26(2), 147–159 (2016)

22. Sajewski, L.: Reachability, observability and minimum
energy control of fractional positive continuous-time linear
systems with two different fractional orders. Multidimen-
sion. Syst. Signal Process. 27(1), 27–41 (2016)

23. Balachandran, K., Govindaraj, V.: Numerical controllability
of fractional dynamical systems. Optimization 63(8), 1267–
1279 (2014)

24. Levine, W.S.: Control System Applications. CRC Press
(1999)

25. Coron, J.M.: Control and nonlinearity (No. 136). American
Mathematical Society (2007)

26. Axtell, M., Bise, M. E.: (1990, May). Fractional calcu-
lus application in control systems. In: IEEE Conference on
Aerospace and Electronics (pp. 563–566). IEEE

27. Jajarmi, A., Hajipour, M.: An efficient recursive shooting
method for the optimal control of time-varying systems
with state time-delay. Appl.Math.Model. 40(4), 2756–2769
(2016)

28. Jajarmi, A., Pariz, N., Effati, S., Kamyad, A.V.: Infinite hori-
zon optimal control for nonlinear interconnected large-scale
dynamical systems with an application to optimal attitude
control. Asian J. Control 14(5), 1239–1250 (2012)

29. Jajarmi, A., Pariz, N., Kamyad, A. V., Effati, S.: A novel
modal series representation approach to solve a class of non-
linear optimal control problems. Min. J., 1, 2 (2011)

30. Wei, J.: The controllability of fractional control systems
with control delay. Comput.Math. Appl. 64(10), 3153–3159
(2012)

31. Zhang, H., Cao, J., Jiang, W.: Reachability and controlla-
bility of fractional singular dynamical systems with control
delay. J. Appl. Math. 2013(1), 1–10 (2013)

32. Muni, V.S., Govindaraj, V., George, R.K.: controllability of
fractional order semilinear systems with a delay in control.
Indian J. Math. 60(2) 311–335 (2018)

33. Panneer Selvam, A., Govindaraj, V.: Reachability of frac-
tional dynamical systems with multiple delays in control
using �-Hilfer pseudo-fractional derivative. J. Math. Phys.
63(10) (2022)

34. Vellappandi, M., Govindaraj, V.: Operator theoretic
approach in fractional-order delay optimal control problems.
Math. Methods Appl. Sci. 46(6), 6529–6544 (2023)

35. Panneer Selvam, A., Govindaraj, V.: Controllability of frac-
tional dynamical systems with distributed delays in con-
trol using �-Caputo fractional derivative. Asian J. Control
(2023)

36. Trzasko, W.: Reachability and controllability of positive
fractional discrete-time systems with delay. J. Autom. Mob.
Robot. Intell. Syst., 2(3) (2008)

37. Klamka, J.: Controllability of fractional linear systems with
delays in control. In: Fractional Dynamical Systems: Meth-
ods, Algorithms and Applications, pp. 307–330 (2022)

38. Balachandran, K., Zhou, Y., Kokila, J.: Relative controlla-
bility of fractional dynamical systemswith delays in control.
Commun. Nonlinear Sci. Numer. Simul. 17(9), 3508–3520
(2012)

39. Sikora, B., Klamka, J.: Constrained controllability of frac-
tional linear systems with delays in control. Syst. Control
Lett. 106, 9–15 (2017)
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