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Abstract Parametric identification is an important
part of system theory since knowledge of the parame-
ters allows the analysis and control of the system. The
aim of this paper is to propose a novel robust (against
measurement noise) parameter identification method
for a class of nonlinear fractional-order systems. In
order to solve the parametric identification we carry
out this problem to a state estimation problem, we intro-
duce a Fractional Algebraic Identifiability (FAI) prop-
erty which allows to represent the system parameters
as a function of the inputs and outputs of the system,
this parameter identification method provides an on-
line identification process (while the system is operat-
ing), we also propose a fractional-order differentiator
which allows to reduce the effect of measurement noise
as well as to provide the estimation of a fractional-order
derivative of the system output. Moreover, we use the
Mittag—Leffler boundedness to demonstrate the con-
vergence of this method, a different approach for this
stability analysis method is given in this paper. Finally,
we illustrate the accuracy and robustness of our pro-
posed method by means of the parametric identifica-
tion of two nonlinear fractional-order systems: a time-
varying nonlinear fractional-order system and a non-
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List of Symbols
€D Caputo fractional-order derivative
o Fractional order
re) Gamma function
Eqp Two parameters Mittag—Leffler type func-
tion
Ey One parameter Mittag—Leffler type func-
tion

II-1l Euclidean norm
] Absolute value

XT Transpose of a matrix X

Amax(min)(X) Maximum (minimum) eigenvalue of
matrix X

Lixm Identity matrix of dimensions n x m

01 5m Zero matrix of dimensions n x m

1 Introduction
The behavior of a dynamic system can be described

through a mathematical model which is a set of equa-
tions, commonly a set of differential equations or par-
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tial differential equations, which describe the evolution
of the system. Currently, with fractional calculus it is
possible to characterize a system through fractional-
order differential equations, these systems are known as
fractional-order systems, newly, fractional-order math-
ematical models have become of great research interest
because these models describe the behavior of a phys-
ical system better than a integer-order model, i.e., the
characterization is better fitted to the experimental data.
For instance, viscoelastic materials [1], virus models
[2], electro mechanical systems [3], Lithium—Ion bat-
tery model [4], biological tissues [5], among others.

The knowledge of the system parameters is very
important because it allows the analysis and control
of the system. Actually, parametric identification in
fractional-order systems has been a research topic,
many authors have studied this topic from different
perspectives, each approach has different advantages.
Nevertheless, most proposals have something in com-
mon, the estimation of the system parameters is per-
formed off-line, i.e., excite the system with a specific
signal and collect the response data presented by the
system in order to apply some kind of recursive algo-
rithm and minimizing a cost function. One of the most
commonly used approaches for parametric identifica-
tion in fractional-order systems consists of represent-
ing the fractional-order derivative operator through an
operational matrix, converting the fractional differen-
tial equation into an algebraic equation. For instance
we can mention the works [6-9], where the authors
use block pulse functions operational matrix. More-
over, in [10,11] the identification is based on Legendre
wavelet operational matrix and Haar wavelet opera-
tional matrix, respectively. However, the representa-
tion used in these methods is an approximation of
the fractional-order derivative operator. On the other
hand, there are other works where the operational
matrix approach is not used but they are still recur-
sive algorithms and the identification is off-line, in [12]
two methods are proposed, recursive least square with
state variable filters and the prediction-error. Mean-
while, intelligent algorithms have also been proposed
for the parametric identification of chaotic fractional-
order systems such as the differential evolution algo-
rithm [13], the particle swarm optimization algorithm
[14] and neural networks [15].

As mentioned above, the methods that have been
proposed for parametric identification in fractional-
order systems are performed off-line, and most of the
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methods are proposed for time-invariant systems, but
many physical systems exhibit time-varying behavior.
As far as we know these situations have been poorly
studied. For example for the on-line identification we
just can mention the work [16] where the authors pro-
pose a parametric identification method for a class of
linear fractional-order systems based on the modulating
function method, and also consider noise at the output
of the system, meanwhile, for time-varying parame-
ters we mention the studies [17,18] where the authors
propose identification methods for time-varying sys-
tems but they assume that the function form of the
time-varying parameter is known and only estimate the
coefficients.

Taking into account the general overview of para-
metric identification in fractional-order systems. In this
paper we propose a novel robust (against measurement
noise) parameter identification method for a class of
nonlinear fractional-order systems. The proposed iden-
tification method is based on defining an auxiliary vari-
able that will be considered as an extra state of the orig-
inal system, this variable can depend on the states of
the system and only one parameter. With the inclusion
of the auxiliary variable dynamics, the original sys-
tem is transformed into an augmented system where
the dynamics of the extra state is considered unknown,
thus the parametric identification problem is carried out
to a state estimation problem.

In order to design the fractional-order estimator we
introduce a Fractional Algebraic Identifiability (FAI)
property which allows us to represent the system
parameters as a function of the know information of
the systems, in particular, the inputs and outputs of the
system. The most natural way to propose a fractional-
order estimator consists in not requiring a system copy,
so the estimator that we propose is only constructed
with a proportional and fractional-order integral cor-
rection of the estimation error. In addition we propose
a fractional-order differentiator, which allows us to
reduce the effect of measurement noise and provides an
estimate of a fractional-order derivative of the system
output, moreover, we can assign the initial conditions of
the fractional-order estimator and the fractional-order
differentiator freely.

The parameter identification method proposed in
this work provides an on-line identification process,
which means that while the system is working a param-
eter estimate is obtained continuously.
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On the other hand, the mathematical analysis for the
convergence of the proposed method is treated with
the Mittag—Leffler boundedness, this method is used to
analyze the stability in perturbed fractional-order sys-
tems. Wan and Jian [19], the definitions of this stability
analysis method is given, nonetheless, in this paper a
different approach to the Mittag—Leffler boundedness
is given.

Considering the aforementioned, we present the
main contributions of this paper:

1. Provide an alternative approach to the Mittag—
Leffler boundedness and demonstrate its conver-
gence.

2. A parameter identification method for a class of non-
linear fractional-order systems based on state esti-
mation is presented.

3. A new property about identifiability in fractional-
order systems is introduced.

4. The proposed parameter identification method is
robust against measurement noise and provides an
on-line identification process.

5. The proposed parameter identification method allows
the estimation of time-varying parameters.

6. Since the parametric identification problem is driven
to a state estimation problem, it is not necessary to
fulfill the well-known persistent excitation condi-
tion.

7. All initial conditions for the identification method
that we propose in this paper can be freely assigned.

The rest of this paper is organized as follows: Sect. 2
provides the mathematical background which includes
some basic definitions of fractional-order derivatives,
Mittag—Leffler type function and stability analysis in
fractional-order systems. The main result of this work
is presented in Sect. 3 which is divided into three parts.
In Sect. 4 the parametric identification of a two non-
linear fractional-order systems: a time-varying nonlin-
ear fractional-order system and a nonlinear fractional-
order mathematical model of a simple pendulum, is
performed and the effectiveness and robustness of the
proposed method is proven by numerical simulation.
Finally, Sect. 5 is devoted to the conclusion.

2 Mathematical background

In this section we give some basic definitions and previ-
ous results about fractional-order derivatives as well as

state the concepts of some special functions. Further-
more, explain a new approach to the Mittag—Leffler
boundedness.

Fractional-order derivatives

In contrast to ordinary calculus, fractional calculus has
different definitions for the derivative operator. The
typical definitions of the fractional-order derivative
are The Caputo, Riemann—Liouville and Griinwald—
Letnikov definition. In general the different definitions
of the fractional-order derivative do not coincide, how-
ever, under certain conditions some definitions may
coincide.

For example, consider the derivative of fractional
order « € Rt satisfying 0 < n — 1 < o < n with
n € N of a function f(¢), then, if we consider a class
of functions which have n continuous derivatives then
the Griinwald-Letnikov and Riemann-Liouville def-
initions coincide, on the other hand, the Caputo and
Riemman-Louville definition agree if the n — 1 ini-
tial conditions are null. Moreover, the definitions of
Griinwald-Letnikov, Riemann-Liouville and Caputo
interpolate to derivatives of integer order, i.e., if o« — n
then the n-th derivative of f(¢) is obtained [20].

In this paper we use the Caputo fractional-order
derivative to represent fractional-order systems because
the initial conditions have an interpretation in the sense
of a physical system, which is a consequence caused
by the fact that the meaning of the initial conditions
coincides with a integer-order system. Moreover, the
Caputo fractional-order derivative of a constant is zero
and when the derivative operator is applied consecu-
tively there is additivity in the derivative order.

Definition 1 [20] The Caputo derivative of fractional
order « € R™ of a function f(¢) : [0,00) — R is
defined as follows

C no _ 1 ! _ \n—a—1 p(n)
thf(l)——F(n_a)/O(t 7) [P (ode (1)

where 0 < n — 1 < a < n is the fractional order with
n € Nand I'(-) is the gamma function.

Remark 1 In this paper we consider n = 1 thus 0 <

o < 1, in addition, for simplicity we omit the time
dependence of the variables.
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2.1 Mittag—Leffler type function

The Mittag—Leffler type functions play a very impor-
tant role in the theory of fractional calculus, since
they are used to find and represent the solutions of a
fractional-order differential equation.

Definition 2 [20] The special function defined by the
power series

& 14

Z
Eqp(z) = g Tlatp )

is known as two-parameter Mittag—Leffler function,
where @ > 0 and 8, z € C.

Definition 3 When 8 = 1 the one-parameter Mittag—
Leffler function is obtained

0 ¢
Z
Eq1(2) = Eg(2) =y  ———— 3)
e Fr'Ca+1)

The Mittag—Leffler type functions have many inter-
esting properties and applications which can be
reviewed in [21,22]. In our particular case, one of the
properties that will be very useful is the following [23]

Property 1 The function Ey g(—z) is completely
monotonic if and only if 0 < o < 1 and 8 > «,
forallz > Owithe > 0, 8 > 0.

2.2 Stability analysis for fractional-order systems

In what follows, we consider the following class of
nonlinear fractional-order system given by

CD%x = f(t,x) + x(t,x) x(0) =xo 4)

where 0 < o < 1 is the fractional order, f : [0, o0) X
Q — R”" is a piecewise continuous function in ¢ and
locally Lipschitz in x on [0, 00) x €2, the vector of
initial conditions is xg € R” and 2 C R” is a domain
that contains the origin. x (¢, x) : [0, 00) x Q2 — R" is
the uncertain vector function, assumed to be bounded
Sltlpllx(t,X)ll = eR*

In contrast to Mittag—Leffler stability [24], Mittag—
Leffler boundedness provides sufficient stability con-
ditions in perturbed fractional-order systems.

@ Springer

Definition 4 The solution trajectories of the fractional-
order system (4) are said to be Mittag—Leffler bounded
if

Ixll < [g(x0) Ea (=2 1%) + 0] (5)
where 0 < @ < 1,¢,9%, ¢ € Rt and g(x) > Ois a

locally Lipschitz function on x.

Theorem 1 LetB C R" be a domain that contains the
originand V (t, x) : [0, 00) xB — R be a continuously
differentiable function and locally Lipschitz on x such
that

yilxl* < Ve x) <y x| (6)
CDIV(t.x) < —ps x| + @ (7
where 0 < o < 1 is the fractional order, y1, v2, V3,
a,b € RY, @ € RT represents the disturbances
and uncertainties of the fractional-order system (4).
Then, the solution trajectories of (4) are Mittag—Leffler

bounded. Moreover, if B = R" they are globally
Mittag—Leffler bounded.

Proof In light of (6) we can write (7) as follows

CDUV (1, x) < —S Vit x)+ @

- (V(t, -2 w) 8)
Y2 V3

Let V(t,x):= V(t,x) — %w be a change of vari-
able, then )

CDUV(t,x) < —% V(t,x) )

In this way, there exists a non-negative function R(r)
such that

%D?‘V(l,x)—i—%\_/(t,x)—i—R(t) ~0 (10)

Taking into account the existence and uniqueness
theorem for fractional-order differential equations (see
[20]), it follows that

V(t,x) = Vo Ey (—ﬁ t")
V2
! - V3
—/ (t—1) 'Eyq |:——(t—t)‘{|R(r)dt (an
0 V2

where Vy = V (0, xo) is the initial condition of (10).
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Since (t— 1), Eg.o [—% (t — t)“] and R(7) are
non-negative function, then we can write

Vt.x) < Vo E, (—ﬁr“) (12)
»
Therefore
Vi) - Lo < <V(0, xo)—ﬁw) E, (—ﬁr“) (13)
V3 V3 »

In view of (6) we have that
yillx|? < (V(O, x0) — 2&3) Eq (—Et"> + 2% (14)
V3 V2 V3

Furthermore, it is also true that y[xo|¢ <

V (0, x0) < y2lx0l|*?, thus
1 2 V3
lx]l < [— <Vz llxo]®? — 2= w) E, (—— *
i V3 V2

1/a
2 wi| (15)
Vi vs

According to Definition 4 the theorem is proven. O

Remark 2 Mittag—Leffler boundedness agrees with
Mittag—Leffler stability if oo = 0.

Remark 3 1t is clear that, if the trajectories of system

(4) are Mittag—Leffler bounded, then ||x|| has an upper

bound, i.e., lim sup|x|| = ¢°. In other words, there is
—00

a compact set B := {x € Q| ||x|]| < ¢°} where the

trajectories of (4) converge asymptotically and holds
for all initial condition xg.

Remark 4 In view of inequality (13), the compact set
defined by

- {erB% |Vt x) < @w} (16)
V3

is called Mittag—Leffler attractive set. If B = R” then
it is known as globally Mittag—Leffler attractive set.

Lemma 1 Let x € R” be a vector of differential func-
tions then for all t > 0 the following inequality

.
D¢ (xTPx) = xT P §Dfx + (§D¢x) Px (D)

is met, where 0 < o < 1 and P € R"™" is symmetric
matrix.

Proof The demonstration of this lemma can be reviewed
in [25] O

Lemma 2 The matrix defined as

—K| —K
< i 2) (18)
K3 —k4
is Hurwitz for all positive constants k1, k2, K3, K4.

Proof Note that the characteristic polynomial of the
matrix (18) is given by

PO = A2+ (k1 + ka) A+ (k1 kg + K2 K3) (19)

Itis easy to see thatif k1, k2, k3, k4 € RT then p(A)
is a Hurwitz polynomial since the coefficients have the
same sign and therefore matrix (18) is Hurwitz. O

3 Main result

In this section we present the main contribution of this
work, which is divided into three parts:

1. In the first part, we carry out the parametric identi-
fication problem for a class of nonlinear fractional-
order system to a state estimation problem, in this
way it is sufficient to design a fractional-order esti-
mator in order to obtain an estimate of the system
parameters.

2. The second part shows a methodology in which
through a change of variable we can partially or
totally avoid the use of signals that we consider
unknown such as fractional-order derivatives of the
output and input of the system.

3. In the third part we consider the existence of mea-
surement noise at the system output, in particular
we propose a technique where we can consider-
ably attenuate the effect of this exogenous signal,
in addition we obtain an estimate of a fractional-
order derivative of the output where the measure-
ment noise is being attenuated.

Hence, these three parts provides a robust identifi-
cation method against measurement noise for a class of
nonlinear fractional-order system.

3.1 First part

Firstly, consider the following class of nonlinear
fractional-order system

CDx = f(x,u.8), x(0)=uxo
y = h(x) (20)

@ Springer
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where x € R” is the state vector, u € RY is the system
input, y € R is the system output, & € R denotes the
set of original parameters (the components of £ can be
time-varying), f : R” x R? x Rl — R" is a locally
Lipschitz functionon x,u and €,k : R" — R isacon-
tinuous function. Meanwhile, @ = (a1, an, ..., ay),is
the set of fractional orders which satisfy 0 < «; < 1

with i € {1,...,n}. xo € R" is the vector of initial
conditions.
Remark 5 If ¢ = ap = --- = «a the nonlinear

fractional-order system (20) is known as commensurate
nonlinear fractional-order system, otherwise system
(20) is called as incommensurate nonlinear fractional-
order system. In this paper we assume that the fractional
orders are known.

The aim of the parametric identification is to obtain
an estimate of the elements that compose &, in the
sequel we propose an algebraic technique to solve the
parametric identification problem carrying it to a state
estimation problem. In this way, we introduce the fol-
lowing property:

Definition 5 (FAI) A parameter &; satisfies the Frac-
tional Algebraic Identifiability (FAI) property if it can
be represented as a function of the input and output of
the system along with their fractional-order derivatives,
that is

%—i — ¢i (y’ %D?“y, o CD(ZX1+"'+C{ny’ u,
D%, ... CD‘,“*"'*‘”"M) Q1)

where Z;f:l aj < 1 and ¢; () is a continuous function
withi e {1,...,[}

Example 1 Let us consider the following nonlinear
fractional-order system

EDY'xy = £x? +u
SDPxy = —x1 —x2 (22)
y = X

where 0 < aq, ap < 1 are the fractional orders, & is a
parameter which can be time-variant.

Note that & fulfills the FAI property (21) since it can
be represented as

1
e =5 (B0 —u) =60, G010y £023)
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Now, we define an auxiliary variable which can
depend on the states and the unknown parameter
ni (x, &), in order to define this auxiliary variable, two
situations may occur:

1. If the parameter appears isolated inside of the non-
linear fractional-order system (20), i.e., it does not
affect any state or a relation of them, then the auxil-
iary variable can be defined as the system parame-
ter. for example if we consider %D‘;‘x =sin(x) +&,
where £ is a parameter, then the auxiliary variable
can be defined as n = &.

2. If the parameter affects the states of the system or
a relation of them, then the auxiliary variable can
be defined as the relation of the parameter and the
states, e.g., considering (22) we can define the aux-
iliary variable as n = éxlz.

We consider that the dynamics of this auxiliary vari-
able is unknown. It is clear that the number of auxiliary
variables that we need to define depends on the number
of parameters that we need to estimate.

Then, the dynamic equation of auxiliary variables
along with the original system (20) can be written in
the following augmented form

SDYx = f(x,u,m), x(0)=x0

CD%n = (), n0)=no
y = h(x) (24)

where n € R! is the vector of auxiliary variables, @ =
(&1, a2, ..., q) is the set of fractional orders for the
auxiliary variables which satisfy 0 < ¢; < 1 withi €
{1,...,1},n0 € R/ is the vector of initial conditions for
the auxiliary variables and ®(-) is an unknown vector
function.

Note that the auxiliary variables can be considered
as extra states of the augmented system (24), thus it
is sufficient to estimate these extra states in order to
obtain an estimate of the system parameters, therefore
the parametric identification problem becomes a state
estimation problem.

Now, given that we have to solve a state estimation
problem, we establish the following property which
will allow us to design an estimator for the auxiliary
variables.

Definition 6 (/FAO) [26] A state variable 7; satisfies
the Incommensurate Fractional Algebraic Observabil-
ity (IFAO) property if it can be written as a function
of the input and output of the system along with their
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fractional-order derivatives, that is
C
ni = '(//‘i (y, OD?“y’ e

D%, ... CD?I*"'*“"M) (25)

, %D?1+"'+arzy’ u,

where Z?: 1@ < land ;(-) is a continuous function
withi e {1,...,1}.

Remark 6 1t is well known that the composition of the
fractional-order derivatives of a function produces the
derivative of the function where the fractional order
is the sum of the fractional orders of each deriva-
tive applied consecutively, plus terms that refer to the
fractional-order derivatives of the function evaluated at
the initial instant (see [20]).

However in [27] it is shown that if the sum of the
fractional orders is less than or equal to 1 the terms
evaluated at initial instant disappear in Caputo’s defi-
nition, that is why the relationships (21) and (25) are
well defined.

On the other hand, if we would like to remove the
condition }}_; &; < 1 and instead have 3 _, &; <
n with i the system order, then in our particular case it
is sufficient to ensure that dy(0)/dt = du(0)/dt = 0
in order to have (21) and (25) valid (see [20]).

Remark 7 The auxiliary variable n; associated with the
parameter &; satisfies the IFAO property if and only if
the parameter &; satisfies the FAI property.

Now, let us consider an unknown dynamics of the

augmented system (24)
GO i = @) (26)
where &; is an element of &, n; is an element of the
vector 7 so it is an extra state of (24) and ®; (-) is an
element of the vector ®(-) consequently is a unknown
function with i € {1,...,1}.

In order to ensure the existence and uniqueness of
solution of the fractional-order differential Eq. (26) it
is necessary to make an assumption about the unknown
function ®; (-).

Assumption 1 The unknown function &;(-) has an
upper bound 0 < M < oo, such that sup||®; (-)|| = M.
t

Remark 8 Since the parametric identification problem
and the state estimation problem have no sense for
unstable systems, then in this work we consider stable
nonlinear fractional-order systems and bounded inputs
that is why assumption 1 is reasonable.

Let us consider the following fractional-order sys-
tem
D hi = ki(ni — 0i) + kot
DY ¢ = ks(ni — i) — kai
where ki, ko, k3, k4 € R, #); is an estimate of extra
state n; and ¢; is the fractional-order integral part of 7;
with the initial conditions #; (0) = 7;,, £ (0) = ¢;, and
ﬁiov Cip € R.

Based on the aforementioned and defining the esti-
mation error as

ni = ni — i (28)

Then we can establish the following theorem:

27)

Theorem 2 Let us consider the nonlinear fractional-
order system (20) and suppose that the system parame-
ters fulfill the FAI property such that the system (20) can
be expanded to the augmented form (24). Furthermore,
if assumption 1 is satisfied then the fractional-order
system (27) is a fractional Proportional Integral (PI)
estimator for the unknown dynamics (26), whose esti-
mation error is globally Mittag—Leffler bounded and
therefore the estimation error converges asymptotically
and remains in the compact set

Bl={8€R2

| llell <

Amax(P) )Mmax(P)M
Amin(P) /2omin(Q) @ — 0%

wheree = (7; &i)T, P, Q € R**? are symmetric pos-
itive definite matrices and 0 € R*, 0 < 0 < Amin(Q).

Proof Compute the derivative of fractional order &; of
(28) we have

0D = GDY i — G D i (29)
From (26) and (27) it follows that
SDf i = () — ki fli — ko & (30)

Let us define the vector e = (7; ¢; )T, then we can
write the following matrix form

CDY%e = Ke+8 (31)
where

[~k —k2 . [ Di()
K_(ks —k4>’ N_<0) 32

Consider the quadratic function

V() = eTPe (33)
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where P € R?>*? is a symmetric positive definite
matrix. It is clear that V(0) = 0 and V(e) # O for
all e # 0.

Taking into account fractional-order system (31) and
Lemma 1, we have that

o o o T
GD{V(e) = T P GDfie + (GDe)" Pe
=eTP (Ke+R) + (eTKT+RT) Pe
=eT (PK+KTP)e+2eTPR (34

Since matrix K is Hurwitz (see Lemma 2), then there
exists a symmetric positive definite matrix Q € R>*?
such that

PK+KTP=-0Q (35)

Thus, we can express the fractional-order differen-
tial inequality (34) as follows

CDYV(e) < —eT Qe+26T PN (36)

Now, by Rayleigh-Ritz inequality Amin(Q)|l€||>
eT0e < Amax(Q)lell?, we have that —eT Qe
—Amin(Q)lle .

On the other hand, using Cauchy—Schwarz inequal-
ity it follows that

2T PRI <2[eT[ [P IR] <2 Amax(P) el IR]I (37)
Since assumption 1 is satisfied, then ||R] < M, thus
2eT PRI <2 el (38)

where @ = Apax (P) M.
In this way, we can write (36) as follows

A

< —min(Q) lel? + 2w le]]
= —Amin(Q) lel* + 2w e
+e llel* — e llelf?
_ . 2 2
= — [*min(Q) — 0] llell* — o lle]
+2w e 39)

DV (e)

with 0 < 0 < Apin(Q).
Using the fact that for di,d> € R we have (d; —
d»)* > 0 then —d} + 2dyd, < d3, it follows that

CDUV(e) < —0 e + (40)

where 0 = Amin(Q) — 0 and u = w? /0.
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Taking into account that the quadratic function (33)
also satisfies the Rayleigh—Ritz inequality Apmax (P)||€]| 2
< V(&) < Amax(P)|l€]|? and by theorem 1 we obtain

1 2
lell < [m (max (P lol

 max(P) >E (_ o [,;,,.)
o ) T i (P)

Amax (P) M}”z
)\min(P)Q

where g9 = ¢(0) is the initial condition of fractional-
order system (31).

Therefore, the estimation error is globally Mittag—
Leffler bounded, finally according to Remark 3 by
inspection of (41) we have that ¢; = Apax(P)pt/
Amin(P)0 and ¢; = 1/2, therefore the estimation error
converges asymptotically and remains in the compact
set

(41)

Bl = {8 € Rz
A P A P)YM
Amin (P) A% )\min(Q) Q— Q2
for all initial condition &g € R2. ]

Remark 9 The globally Mittag—Leffler attractive set is
defined by (see Remark 4)

Amax (P)? M?
Vi) < max (P) .
Amin(Q) 0 — 0
Remark 10 1t should be noted that the proposed
fractional-order estimator (27) may not require the

complete system information, like the well-known
Luenberger estimator and Kalman filter.

b= {86R2 } @3)

Remark 11 In view of (42) a selection criterion can be
obtained for the estimator gains (27). Fixing P = I,
then from (35) it follows that

2kiy ky — k3
T — _ —
K+ K" = QZ}Q—(kz_k3 2k4) 44)

if ko, = k3 and k1 > k4 then

_ M
B = e eR? | |lg| < ———= (45)
V2kso —0?
By setting o = k4 we obtain
_ M
B = e eR?| e < —} (46)
ks
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In words, according to (46) the size of the compact
set By is inversely proportional to the gain k4, so the
gain selection criterion would be to set the gain k4 and
fulfill the conditions k; > k4 and kr = k3.

Bear in mind that obtaining an estimate of the auxil-
iary variable 7; through the fractional PI estimator (27)
also yields an estimate of the parameter &; associated
with 7;.

3.2 Second part

Note that the IFAO property suggests the use of signals
that are considered unknown such as the fractional-
order derivatives of the output and input of the system,
in what follows we give a simple proposal to partially or
totally avoid the use of these signals, through a change
of variable which can be performed iteratively.

Suppose that the extra state n; satisfies the IFAO
property (25) so it can be written as follows

m q
ni = Z(Sl,z %D?“ Y+ 282*1 %D?ljuj + 5i(y, u)
1=1 J=I
(47)

where 61,,82, € R, 0 < a1,,a2; < 1 are the
fractional orders and s; (u, y) is a continuous function
assumed to be bounded.

Remark 12 Inthe special case when we can be sure that
dy, (0)/dt = du,(0)/dt =0 with: € {I,...,m} and
J €{1,...,q} then we have that 0 < a1,,a2; <1
where 7 is the system order.

Without loss of generality we consider the case when
m = q = 1, in order to illustrate clearly the process of
change of variable. Then

i =811 0D v+ 021 GD P i +si(y,u)  (48)

Since n; satisfies IFAO then we can find a common
factor a between o 1 and a1 such that

ni =811 6D (%D?l'l_aw)
+021 §DF (S0 ) 45wy (49)

where 0 < a < 1, now, we are interested in the form
that the fractional PI estimator will have, so replacing

(49) in (27) and fixing &; = & we obtain
D% = ky81,1 § DY (%D?I'l_ayl)
thadaa GDF (GD7 u)

+kysi (v, u) — kif; + k2 (50)
ED%¢ = ks DY ((C)D?]"ia)ﬁ)

thads, §DF (G0 )
+k3si(y, u) — k3fli — kag; (51)

Let us consider the following change of variable

C Ho1,1—& C ~02.1—&
i =01, +ki161,1 oD, i+ k1621 oD, ui

ni
(52)
¢ = p1,i +k361,1 %D?I’liayl + k3621 %Dflz‘haul
(53)

where o1; and p;; are auxiliary functions which
are considered sufficiently smooth, so computing the
derivative of (52) and (53) of fractional order &, we
obtain

(D = §Dfors +kisia §DF (507 1)
+ k1621 S DO (gD‘fz*'*&ul) (54)
0D = GDY pri + ks G DY (%D(txl’l_ayl)

+ k3by.1 S DO (%D?2~“5‘u 1) (55)

Replacing (52), (53), (54) in (50) and (52),(53), (55)
in (51) we have that

ODYori = kisi(y,u)
—k1 (o1 + kb1 GOy + ks DI )
+k> (Pl,i + k3611 %Df‘“*&yl + k3ba %D(txzvﬁaul)
(56)

%Df‘m,i = k3s;(y, u)
- (m’i + ks GOy + ke %D?Q’l_&ul)

—k4 (Pl,i + k3611 ng“’l_a)’I + k3621 %D‘:z’l_aul)
(57
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which leads to

%D?UI,i = —kio1,i +kap1,; +kisi(y, u)
+ (k2k3 - k%) 511§Dy,

+ (koks = &F) 821 GO (58)
ODp1i = —k3ori — kapr,i + kasi(v, u)

+ (—k1kz — k3ks) 61,1 (C)D?l’l_&yl

+ (—kiks — kska) 82,1 § D>y (59)

Note that we can obtain 7; and ¢; through (58) and
(59) along with (52) and (53) with the initial conditions
01,i(0) = o1,, € Rand p1,;(0) = p1,;, € R.

The main advantage of using these relations in order
to obtain 7); and ¢; instead of using (50) and (51) directly
is that we avoid the use of the derivative of the output
and input of the system of fractional order o1 and a2 1,
respectively. Instead we need the derivative of the input
and output of fractional order o; | — @ and 3] — @.

This process of changing the variable can be applied
iteratively until the fractional-order derivatives of the
output and input of the system satisfies 0 < a1 —pa <
land0 < a1 —pa < 1,respectively with p € N\ {0}.

Note that it may still be necessary to use fractional-
order derivatives of the input and the output of the sys-
tem, however, we can design a fractional-order differ-
entiator in order to obtain these signals that in principle
are unknown, this fractional-order differentiator will be
explained later.

In general, after the process of change of variable
we can represent the fractional PI estimator as follows

%D%p,i = —kiopi +kapp,i +kisi(y, u)

£Y08 D,

q B}
+ Z 82, G0, (60)
J=1
%D?Pp,i = —k30pi — kapp,i +k3si(y, u)

m
£ G0,

—_

+375,, STy, 61)

M=

~
I
-

where o, ; and p, 1 are auxiliary functions which are
considered sufficiently smooth, 81,82 ,,83,,84,, €
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R, with the initial conditions 0, ; (0) = 0, ;, € R and
0p.i(0) = ppi; € R.

Naturally the question arises, after the change of
variable the fractional PI estimator is stable?, in this
sense we state the following theorem.

Theorem 3 The trajectories of fractional-order sys-
tem formed by Egs. (60) and (61) are globally Mittag—
Leffler bounded.

Proof The Egs. (60) and (61) can be written in matrix
form

C na %
oDie = Ke+ A (62)
where
Op.i = -k ky )
€ = ;. K= 63
(Pp,i) <—k3 —ky4 (63)
moo C N1, —pa g, - C 92, P&
kisi(y.u) + Y 81, §D; i+ 28,00, u;
A= = - _|(64)
= - < ) —pa
k3si(y, u) + Z] 53, GO Ty + Zl 84, D,
1= =

J

Let us consider the quadratic function
W(e) = €Te (65)

Note that W(0) = 0 and W(e) > O forall € # 0.

Let us compute the derivative of (65) of fractional
order & along the fractional-order system (62) (see
Lemma 1)

ODIW(e) < €T (Ke+ A)+ (TKT + AT)e
=eT(K+KTNe+eTA+ ATe (66)

It is easy to verify that the matrix K is Hurwitz that
is why the following relation is met

K+KT =-0 (67)

where O € R?>*? is a symmetric positive definite
matrix.

On the other hand, using the fact that for any two
matrices in their appropriate dimensions the inequality

1
XTY+YTX < wXTX+—YTY (68)
w

is satisfied for w € R*. In view of (67) and (68) we can
write the fractional-order differential inequality (66) as
follows

_ i 1
SDIW(e) < —€TQe + weTe + —ATA (69)
w

Due the fact that matrix Q satisfies the Rayleigh—
Ritz inequality then

= - 1
SDIW () < — [Amin(Q) — w] ||e||2+5||A||2 (70)
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Since we work with stable fractional-order systems
and bounded inputs (see Remark 8), then there exists
an upper bound sup||A| = A € R such that

t

_ _ 1 -
GDEW(e) < —[Amin(Q) — w] ||e||2+5A2 (71)

According to Theorem 1,if 0 < w < Amin(Q) we
can conclude that the trajectories of fractional-order
system formed by (60) and (61) are globally Mittag—
Leffler bounded. O

So far we have proposed a parametric identification
scheme in fractional-order systems, carrying it to a state
estimation problem, on the other hand we also propose
a change of variable which can be performed itera-
tively in order to partially or totally avoid the use of sig-
nals that we consider unknown such as fractional-order
derivatives of the system inputs and outputs. However,
we have left aside the effect that measurement noise has
on the estimation of the parameters, so in the sequel we
deal with this problem by means of a fractional-order
differentiator.

3.3 Third part

First of all, let us consider an output of the nonlinear
fractional-order system (20)

Y= +u (72)

where y. = h,(x) is the system output without noise,
v is bounded measurement noise with r € {1, ..., m}.

Now, we consider a special form of fractional PI
estimator (27) which was proposed in [28], this form
is obtained by setting ko = 1 and k4 = 0

CDER = ki(n— i) +¢

CD¥¢ = ks(n — i) (73)

where 0 < o < 1 is the fractional order, with the initial

conditions 7(0) = 1, £(0) = ¢o and 7o, ¢o € R. if we

select n = y, then (73) has the following form

CDE i = kiGr — ) + ¢ + kv

0Di¢ = ka(r — ) + kv (74)
We define the following error variables

e =3 — 10, e:=§D%y, —¢ (75)

Computing the derivatives of (75) of fractional order
a we get

ODfer := DIy, —
SD%, := {D¥3, — DY (76)

Taking into account (74), (75) and (76), we can
obtain the following fractional-order system

%D?el = —kje; +ex — kv

CD%ey = —kze; — ksv + DX, (77)
Or in matrix form

SD% = K,e+ K,u+E (78)

where

_ el _ —kl 1
‘T (62)’ Ke= <—k3 0)’
[~k - 0
£ () == (goms) @

The following theorem gives sufficient conditions
for the stability of the fractional-order system (78)

Theorem 4 [fthere exists a symmetric positive definite
matrix P and positive constants wi, wy, w3, such that

PK.+K]P +w P PK, P

KJP —w2 01x2 < 0 (80)

P 0251 —w3lzx2

then the trajectories of fractional-order system (718) are
globally Mittag—Leffler bounded.

Proof Consider the following quadratic function
W(e) = eTPe 81)
where P is a symmetric positive definite matrix, it is
clear that W (e) is radially unbounded and W (0) = 0.
The derivative of W (e) of fractional order & along
with (78) is given by (see Lemma 1)
SDYW(e) < eTP (K,e + Kyu + B)
+ (eTKeT +KJv+ ET) Pe
= e"(PK.+KJP)e
+eTPK,u+ KJTuPe+eTPE + ETPe
since v is a scalar then v = vT so
%D?W(e) <eT (I3Ke + KeTﬁ) e+eTPK, v
+uTK]Pe+eTPE + ETPe (83)
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which leads to

CDEW (e)
e"T\"/PK.+K]P PK, P e

<[ o7 KIP 0 Oal|lv] 8%
ET P 0251 0252/ \E

Adding and subtracting the terms w1eT Pe, wyvTv
and w3 ET E to (84) we obtain

e\ T
CD&W(e) e
ol: =
ou
PK,+ KJP +w P PK, P e
KJP —w3 O1x2 v
P O2x1 —w3laxa E
—wieTPe +wrvTu + w3 ETE (85)

if we ensure

PK,+ KJP +w P PK, P

KJP —w2  Opx2 < 0 (86)

P Ole —w312><2
Then
CDIW(e) < —wieTPe+wovTu + w3BTE  (87)

Since we deal with stable fractional-order systems
(see Remark 8) and we consider bounded measurement
noise, then we have that

sup|u| =0 € R, sup|E|=EeR (88)
t t

And therefore

CDEIW(e) < —wiW(e) + wat” + w3 E2 (89)

Since the quadratic function (81) satisfies the Rayleigh—

Ritz inequality, then by Theorem 1 the trajectories
of fractional-order system (78) are globally Mittag—
Leffler bounded. O

Remark 13 1t is easy to verify that the matrix K, is
Hurwitz for all positive constants k| and k3 that is why
the LMI (80) is feasible.
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We are now interested in how to select constants w1,
wy and w3, taking into account Theorem 1 and Remark
3, by inspection of (89) we have that

=2

-2

WaU” + w3 1

p=——=", =z (90)
Amin(P)w1 2

which leads to
. wyt? + w382\’
limsup |le|]| = | ———— 1)
t—00 Amin(P)wq

This means that the solution trajectories of (78) con-
verge asymptotically and remain in the compact set

-2 =2 1/2
By = leecR2||e| < (M) 92)
)\min(P)wl

Remark 14 Note that the size of the compact set (92)
is determined by the values of the constants wi, wy
and w3, on the one hand w acts inversely proportional
while w; and w3 act directly proportional. In this way,
if we want to reduce the size of (92) it is enough to
increase wi and decrease w; and w3 in such a way that
the LMI (80) is still feasible.

Remark 15 With all the above mentioned, it is clear
that (73) is a fractional-order differentiator and it is
justified that ¢ is a fractional-order integral part of 7.

Remark 16 The two advantages of the fractional-order
differentiator (73) are: Reduction of the effect of mea-
surement noise on the output and it allows to obtain a
fractional-order derivative of the output.

Finally, we can summarize in a series of steps
the parametric identification method proposed in this

paper.

1. Take a nonlinear fractional-order system.

2. Prove that the system parameters &; satisfy the FAI
property (21). If the parameters do not satisfy (21),
then they cannot be identified under the method that
we propose in this work.

3. Define the auxiliary variables n; (x, &;) associated to
the system parameters &; and write the augmented
form (24), since the parameters satisfy FAI then
the associated auxiliary variables satisfy IFAO (see
Remark 7).

4. Using the expression of the IFAO property of each
auxiliary variable, a fractional PI estimator such as
(27) is constructed for each of them.
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5. If the fractional PI estimator for each auxiliary
variable contain fractional-order derivatives of the
inputs and outputs of the system, then we can use
the change of variable explained in the second part
to partially or totally avoid the use of these signals
that are considered unknown.

6. If after the change of variable one can only partially
avoid the use of fractional-order derivatives of the
output and input of the system, then a fractional-
order differentiator as presented in (73) is designed
in order to estimate these signals.

7. Later, if there is measurement noise at the system
output then a fractional-order differentiator such as
(73) is designed in order to reduce the effect of noise
on the system output.

8. Finally, when the estimate of the auxiliary variables
is obtained, then we will obtain an estimate of the
system parameters, thus the problem of paramet-
ric identification for a class of nonlinear fractional-
order systems is solved.

4 Parametric identification

Here we apply the methodology shown in the previous
section, performing the parameter identification of two
nonlinear fractional-order systems, the first is a time-
varying nonlinear fractional-order system, the second
system is the nonlinear fractional-order mathematical
model of a simple pendulum, in these examples we con-
sider the presence of measurement noise at the output.

These examples show the main advantages of the
estimation method proposed in this work, such as the
on-line parameter identification which allows to iden-
tify time-varying parameters and the robustness of the
estimator against measurement noise.

4.1 Example 1: time-varying nonlinear
fractional-order system

Let us consider the following time-varying nonlinear
fractional-order system

C na
OD[lxl —£1x14+u

EDPxy = &x1 — x2 4 cos(x] + x2)

— (¥
y = <x2> 93)

where a; = ap = 0.995 are the fractional orders,
&1 and &, represent the system parameters, the input
and output of the system are denoted by u = 1 and y,
respectively, with zero initial conditions, i.e., x1(0) =
x2(0) = 0.
It should be noted that both parameters & and &
satisfy the FAI property, i.e., these can be represented
as follows

&1

1
i (‘gD?Ih + ”) =11, GO yi, u) (94)

1
& = ” (%D‘,“yz + y2 — cos(y1 + yz))

= ¢2 (.32 50" »2) (95)

where y; = x1 and yp = xp, itis clear thatif y; = 0 the
parameters of the system lose the FAI property (94) and
(95) since there will be a singularity problem, nonethe-
less, this problem can be treated through a character-
istic function which will be explained later. However,
as will be seen below, although there may be singulari-
ties in the FAI property, the auxiliary variables that are
associated to the system parameters will not present this
problem in the IFAO property, so they can be estimated.

Now, let us defined the auxiliary variables n; =
&1 x1 and ny = & x1, since &1 and &; satisfy the FAI
property, then, n; and 1, satisfy IFAO property (see
Remark 7).

m=—5D v +u = (G5 v, u) (96)
m = Dy + y2 — cos(y1 + y2)
= Y2 (y1, y2. D y2) 97)

Thus, the fractional-order system (93) can be written
in the augmented form (24) as follows

SDx) = —ni +u
SDxy = m — x2 + cos(xy + x2)
OD{ 1 = ®1()
SDEm = da()
= ()
X

where 0 < &, &y < 1 are the fractional orders for
the dynamic equations of the auxiliary variables which

(98)
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will be assigned later. ®1(-) and ®;(-) are unknown
functions.

Remark 17 Appendix A gives the stability analysis
of the closed-loop system (93) with a constant input,
where it is demonstrated that the trajectories are glob-
ally Mittag—Leffler bounded so that Assumption 1 is
satisfied.

We can now design fractional-order estimators for
the auxiliary variables 11 and 7;.

Fractional PI estimator for 7
Let us consider the following fractional PI estimator
oD i

C a1
oD: &1

kii(n —n1) + k2121 99)
k31(n1 — 1) — ka4 (100)

where k11, k21, k31, k41 € RT with the initial condi-
tions 71 (0) = 71, £1(0) = &1, and 7y, 1 € R.
Replacing (96) into (99) and (100) we obtain

SDY iy = —kiii ka1 g1 —ki §DY 14k u
DY ¢ = —ks1ii1 —kar &1 —k31 GDY yi +ksju (101)

Note that the value of & can be chosen freely only
considering that 0 < ¢; < 1 must be satisfied, because
(C)Df” y1 can be obtained through a fractional-order dif-
ferentiator such as the one presented in (73), for sim-
plicity we take & = .

Fractional PI estimator for 5,
Consider the fractional PI estimator defined as
0D

C 2
ODt §2

kio(ma — M2) + kndo (102)
k3 (2 — 12) — kaz o (103)

where k12, k22, k32, k4o € RT with the initial condi-
tions 72(0) = 72y, £2(0) = &2, and 7, &2, € R.
Substituting (97) in (102) and (103), we obtain
CD%hy = —kiaiyy + knto + k12 D% ya
+ki2y2 — k12 cos(yr + y2)
CD¥¢y = —kapiy — kanla + k32§D s
+k32y2 — k32 cos(y1 + y2) (104)

Also in this case, &, can be chosen free under the
condition 0 < &, < 1, since %D?‘z y» can be obtained
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by means of a fractional-order differentiator, we choose
&2 = ).

Note that so far we have designed fractional PI esti-
mators (101) and (104) which allow us to obtain an esti-
mate of the auxiliary variables 7 and 1,, respectively.
However, we are interested in obtaining an estimate of
the system parameters, these can be estimated from the
definition of the auxiliary variables, namely

=D =B (105)
Y1 Y1
where é 1 and éz are estimates of the parameters &1 and
&, respectively.
It is clear that if y; = O then the relations of (105)
present a singularity problem, as mentioned above, in
order to avoid this problem we can use a characteristic

function, which we define as follows
Definition 7 A characteristic function is defined as
w.(t) =0+ 1 —-0)r() (106)

where 7 (¢) is any function and

19
o1y

with ¢ > 0 is a small constant.

if 7 =¢

if |m(t)] > ¢ 107

Remark 18 Note that .(¢) # 0, Vr.

Thus, we can use y;, = @4 (1 — ®)y; instead of y;
in the relations (105) to avoid the singularity problem.

On the other hand, let us consider the existence of
measurement noise at the outputs of the system, i.e.,

Y1 y1 + v (108)
2 =y»+uv (109)

where y; and y, represent the noise-free outputs of the
system and vp, v are the measurement noises.
Hence, we can design fractional-order differentiator
such as the one presented in (73) to reduce the effect
of noise.
For yp;

SDY' 1 = I —$) + 3 (110)
SDS1 = b1y — 1)
where 0 < & < 1 is the fractional order and /11, [] €
R* with the initial conditions $; (0) = $1,, $1(0) = 1,
and 9107 }0110 e R.
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For y;:

OD 9 = la(y2 — $2) + 2 am
0D 51 = bn(y2 — $2)
where 0 < &> < 1 is the fractional order and /12, [»; €
R* with the initial conditions $,(0) = 32,, $2(0) = 32,
and }AJQO , )0120 e R.

Naturally the question arises, How to choose &
and &y ?, in the previous section we demonstrated that
through (110) and (111) we can reduce the measure-
ment noise at the outputs, as well as obtain the deriva-
tives of y; and y, of fractional order &; and &, respec-
tively. It is clear that we need to choose & = «; and
ay = ap in order to implement estimators (101) and
(104).

Finally, we have the following estimation systems
for the auxiliary variables 11 and 1,

For the auxiliary variable 7

SDY 51 = Ly —31) +
CDU Gy = Iy (y1 — $1)

oo R ] (112)
oDy = —kni + kg1 — ki yr + kiu
ED ¢l = —kaify — ka1 — k3191 + kaju
with the initial conditions y1,, Y14 719, {1o-
For the auxiliary variable 7,
D5 = lin(y2 — $2) + 2
SD 52 = (2 — $2)
C o2~ A~ o
D"y = —kiana + k8o + k12)2
oe ™M n & Y (113)

+ k122 — kia cos(31 + 32)
EDty = —kapin — kanlo + k3adn
+ k3232 — k3a cos(P1 + 32)

with the initial conditions $2,, Y24, 7129 £2¢-
While the estimates of the system parameters are
obtained by

o m M2

£l = —, & = — (114)
Y1, e
where y1, = ©1 + (1 — ©()¥; and
L if il <6
0 = A 115
: %,ﬁmvg (>

with ¢; > 0 a small constant.

5

—x
— X9

0 10 20 30 40 50
Time [s]

Fig.1 Behavior of the time-varying fractional-order system (93)

Numerical simulation

Numerical simulation is carried out in Matlab-Simulink
using the Dormand-Prince integration algorithm [29]
with the integration step equal to 0.001 s.

In order to evaluate the accuracy of the identification
method proposed in this paper, we consider the relative
error as a performance criterion, which is defined as
follows

£
e = ——
€]

with & £ 0, where é is an estimate of parameter &.

First, we show the behavior of the time-varying
fractional-order system (93) considering the real value
of the parameters £ = 0.5and & = 1.5+sin(x¢). Fig-
ure 1 depicts the behavior of the fractional-order sys-
tem (93) verifying that the trajectories are bounded as
shown mathematically in “Appendix A”.

In the sequel we select the gains of systems (112)
and (113), in order to identify the parameters &
and &;.

For the system (112), in view of Theorem 4 and
Remark 14 we take [1; = 10, Ip1 = 25, wi; = 5 and
wr; = w3 = 0.2 which leads to

5 _ ( 0:0361 —0.0069
1= 1-0.0069 0.0024

(116)

(117)

On the other hand, taking into account Remark 11
we choose k11 = 50, ko1 = k31 = 5 and kg1 = 45.
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For the system (113) in the same way we set [jp =
14, I» =200, wip = 5, woy = 3 and w3y = 0.1, then

= ( 0.1907 —0.0094>

P2 =1\ _0.0094 0.0015 (118)

Also in this case, we select kjp = 50,k = k3o =5
and k4p = 45.

The initial conditions for systems (112) and (113)
are zero, i.e., Y1, = Y1, = N1y = &1, = 0, 2, = Y20 =
2o = £2, = 0 and we fix 1 = 0.5.

Now, in order to simulate the measurement noise at
the outputs of the system we consider that

1 X1+ v (119)
Y2 = X2+ v (120)

where v; and v, are a zero-mean white Gaussian
noises, with Signal to Noise Ratio SNR = 20 dB.

Figure 2 shows the estimation of the system out-
puts and their fractional-order derivatives, as expected,
a significant reduction of the measurement noise is
achieved.

On the other hand, Fig. 3 shows the results of the
parametric identification. Figure3a and b depict the
identification of the parameters & and &>, respectively,
meanwhile Fig. 3c shows the relative errors.

According to the results obtained (see Figs. 2 and 3)
we can say that through (112), (113), (114) and (115)
we can obtain good estimates of the parameters &, and
& even when there is measurement noise. Thus, we can
point out the main advantages of the parametric identi-
fication method proposed in this paper, i.e., it is a robust
method against measurement noise, the identification
is performed on-line so it allows the identification of
time-varying parameters and the gain selection criteria
are simple.

4.2 Example 2: nonlinear fractional-order
mathematical model of a simple pendulum

A simple pendulum consists of a mass suspended from
a pivot by a string or a rod of negligible mass (see
Fig. 4).

We consider that there are an external force and the
system is free of friction, it is well known that under
these conditions the motion of the simple pendulum
can be modeled through a differential equation of inte-
ger order, in particular of second order [30]. However

@ Springer

this model can be generalized from the fractional-order
derivatives which can be represented as

C

oD'x1 = x2

(121)
SDPxy = —% sin(x1) + u

where o1 = ap = 0.95 are the fractional orders, x| = 6
is the angular displacement, x, = o is the angular
velocity, u = 15 is the system input, g represents the
gravity acceleration and / denotes the length of the pen-
dulum, with the initial conditions x1(0) = /2 and
x2(0) = 0.

Let us consider that we know the angular displace-
ment 6 by measuring, i.e., y = x| in this way, we can
write

8 1 C nootag C noatag

S =—((-%D = , oD s

[ sin(y) ( 0™t v+ u) ¢ (y 0= Y u)
(122)

it is clear that g /[ satisfies the FAI property if y # im
withi € N.

We define the auxiliary variable n := (g//) sin(xy),
in view of (122) n satisfies IFAO property (see Remark
7) and can be represented as

n=—-GD" My 4 u (123)
Which leads to the following augmented system

C o1
oD x1 = x2

C o2
Di"xy = —n+u
0~t
C o (124)
(D = @()
y = X1

where 0 < & < 1isthe fractional order for the dynamic
equation of the auxiliary variable that will be fixed later,
@ (+) is a unknown function.

Remark 19 1t is well known that the trajectories of the
fractional-order system (121) have bounded oscilla-
tions that converge to the origin when u = 0, however
when u # 0 but is a constant, the stability of the system
is still preserved. therefore, Assumption 1 is fulfilled.

Now, we can design a fractional PI estimator for
the auxiliary variable 1. Let us consider the following
fractional-order estimator

CDIh = ki(n— §) +kag (125)
SDY¢ = ks(n — 7) — ka¢ (126)
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Fig. 2 Reduction of noise 2.5
and estimation of
fractional-order derivatives 2

-0.5 : :
0 5 10 15

Time [s]

(a) Reduction of the effect of noise on the output y1

y : : -==D
0 5 10 15
Time [s]

(b) Reduction of the effect of noise on the output y2

0 5 10 15
Time [s]

(c) Estimation of fractional-order derivatives of the outputs
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Fig. 3 Parametric 1
identification of —&
fractional-order system (93) 08 51
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02+ |
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Time [s]
(a) Parameter §; and its estimate 51
3 : ‘

1 I I
0 5 10 15

Time [s]

(b) Parameter £3 and its estimate &5

1.5

Relative error
o
[6)]

0 5 10 : 15
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(c) Relative errors ery and €rq for the estimation of the
parameters £ and &, respectively
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1
______ O

i

1

1

1

1

1

1

Fig. 4 Simple pendulum

where ki, k2, k3, ks € RT with the initial conditions

1(0) = 7o, ¢(0) = &o and 7o, ¢o € R.
Substituting (123) in (125) and (126) we have that

CD%h = —ky §DT Ny ku — ki + kol (127)
CDit = — k3§D y 4 kau — ks3hh — kal  (128)

Note that o + o1 > 1 then we cannot design a
fractional-order differentiator to estimate this unknown
signal, however we can perform the change of variable
that was explained in the previous section by fixing
& = ay, we define the following change of variable

h=0—k§D"y (129)
p—ksGDMy (130)

w~
I

where o and p are sufficiently smooth functions, which
leads to

SDh = $Do — ki GDH My (131)

OD¢ = GDPp — ks gDy (132)
Replacing (129), (130) and (131) into (127) we have

that

CD"6 = —kjo +kop + (k3 — kak3) D'y (133

oD: 1 20 | —kok3) oDy 'y (133)

Likewise, substituting (129), (130) and (132) in
(128) we obtain

0D p = —kso — kap + (kiks + kska) G D'y (134)

Thus, after the change of variable the fractional PI
estimator has the form

D0 = —kio +kap + (ki — kak3) GD{'y
D2 p = —kso — kap + (kiks + ksks) GD"y
ﬁ =0 —ki %D;le
(135)

with the initial conditions ¢ (0) = o9, p(0) = pg and
00, PO € R.

It should be noted that (135) does not depend on
€Dy +1y anymore, instead € D{"y needs to be known,
but it can be estimated by means of a fractional-order
differentiator. On the other hand, by definition of the
auxiliary variable n we have that

A

8 U
i

- sin(y) (136)

In order to avoid the singularity problems in (136),
a characteristic function can be used (see Definition 7).

‘We are now interested in the effect that measurement
noise has on the estimation of the auxiliary variable, so
let us consider that

y=y+v (137)

where y is the noise-free output and v is the measure-
ment noise.

Thus, let us consider the following fractional-order
differentiator

0Diy =iy =)+
0Diy = b -9
where 0 < & < 1 is the fractional order, /1,1, € RT
with the initial conditions, $(0) = o, y(0) = yo and
Y0, Yo € R.

As explained in the previous example, the choice
of & depends on the fractional-order derivative that we
need to estimate. In this particular case, we need to esti-
mate %D‘f' v 80 we set & = «ay, therefore, we obtain the
following estimation system for the auxiliary variable
n

(138)

DI'$ =Ly -9+
D'y = h(y—3)

0 = —kijo +kop + (ki — kokz)y  (139)
D{?p = —k3o — kap + (kiks + k3ka) ¥
n=o-ky

o0 ©0 o o

with the initial conditions yg, yo, 00, 00-
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And the relationship of the system parameters can
be obtained by

§__1_ (140)
/ (sin(y))c¢
where (sin(3)). = ©2 + (1 — ©,) sin(y) and
I, if |31l < ¢
0, = o 141
z {0, if 1511 > o (14h

with a small constant ¢».
Numerical simulation

We consider that the real value of the parameters is
g = 9.81 and [ = 0.5, first of all, we have to set the
gains of the system (139) in view of Theorem 4 and
Remark 14, we select [; = 15, [, = 200, w; = 6,
wy = 3, w3 = 0.1 and we obtain

_ 0.1887 —0.0097
b= (—0.0097 0.0015) (142)

Taking into account, Remark 11 we select k; = 15,
ko = k3 = 5 and k4 = 10. Additionally, we consider
null initial conditions for the fractional-order system
(139),i.e., yo = yo = 09 = po = 0.

Also, in order to simulate the measurement noise at
the output (137), we consider that v is a zero mean
white Gaussian noise, with SNR = 20 dB.

Figure 5 depicts the measurement noise attenuation
as well as the estimation of the fractional-order deriva-
tive (C)Df” v, as in the previous example we obtain pos-
itive results.

On the other hand, Fig. 6 shows the estimation of
g/ 1, we note that a suitable estimation is achieved in
a short time even when there is measurement noise
through (139) and (140), in addition we identified a
mathematical model that describes the behavior of a
physical system, therefore the identification method
that we propose in this work can be easily implemented.

5 Conclusion

As a first point in this paper an alternative approach to
the Mittag—Leffler boundedness is given and its conver-
gence is proved, this method allows us to analyze the
stability in perturbed fractional-order systems. Later
we introduce a new property related to fractional alge-
braic identifiability which allowed us to translate the
parameter identification problem into a state estimation
problem. The parameter identification method that we
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15§

0.5

o 1 2 3 4 s
Time [s]

(a) Reduction of the effect of noise on the output y

-5

0 ! > 3 4 s
Time [s]

(b) Estimation of fractional-order derivative of the output

Fig. 5 Reduction of noise and estimation of fractional-order
derivative

propose presents certain advantages with respect to the
methods that have been proposed by different authors,
such as:

e The parametric identification method is applied to
nonlinear fractional-order systems.

e The parameter identification process is performed
on-line, i.e., while the system is working.

o It allows the identification of time-varying param-
eters.

e This method does not require the well-known per-
sistent excitation condition.

e The parameter identification method is robust
against measurement noise.

e The initial conditions considered in this method can
be freely assigned.
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100
—g/l
50| /i

-50

-100

-150

200 ‘ ‘ ‘
0 0.5 1 1.5 2
Time [s]

(a) Parameter g/l and its estimate §/{

er

Relative error

0 05 1 15 2
Time [s]

(b) Relative error e, for the estimation of the parameter g/l

Fig. 6 Parametric identification of fractional-order mathemati-
cal model of a simple pendulum

On the other hand, since we translate the parameter
identification to state estimation, we propose a frac-
tional PI estimator in order to obtain an estimate of the
extra states. Finally, the numerical examples show the
accuracy and robustness of the method proposed in this
work, where the identification of a time-varying non-
linear fractional-order system proves that our method
can identify time-varying parameters, while the non-
linear fractional-order mathematical model of a simple
pendulum shows that this method can be implemented
for physical systems.
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Appendix A: Stability analysis of the time-varying
nonlinear fractional-order system

In this section we will test the stability of the time-
varying nonlinear fractional-order system (93).

Letus consider the time-varying nonlinear fractional-
order system

%Df”xl —&1x1+u

C oo (A1)
oD x2 = &x1 — x2 + cos(xy + x2)

where ¢y = ap = 0995, u = 1, & = 0.5 and
& = 1.5+ sin(zr t) with the initial conditions x1(0) =
x2(0) = 0.

Note that the system (A1) can be written in the fol-
lowing form

CD%x =Ax+ 17T (A2)

where ¢ = a; = ap and

_ (% (=& O
=) 2= 5)
T:( “ ) (A3)
& x1 + cos(xy + x2)

We consider the quadratic function

V(x) = xTSx (A4)
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with 0 < ST = § € R?>*2. Taking into account (A2)
and from lemma 1 we have that

SDYV(x) < xTS {D% + (§D¥x)T Sx
=xTSAx+T)+&GTAT+YT)Sx
=xT(SA+ATS)x +xTSYT +YTSx

(A5)
Since A is Hurwitz then the equation

SA+ATS = —x Dy (A6)

is met, where x € RT.
On the other hand, in view of (68) we have that

1
XTST +YTSx < wxTSSx + —1TY (A7)
w
where w € R, which leads to
1
SDYV(x) < —xxTx +wxTSSx + =TTY  (AS8)
w

Since § is a symmetric positive definite matrix we
can write

1 |
w

17|
(A9)

DIV () = =[x = BA%0 ()| I +

Bear in mind that the quadratic function (A4) sat-
isfies the Rayleigh—Ritz inequality, then if we select
x > wi2, (S) and | Y| has an upper bound T =
sup(|| Y]], therefore according to Theorem 1, the tra-

t

jectories of system (Al) are globally Mittag—Leffler
bounded.

We now try to find an upper bound for || Y|, firstly
note that

u 1
= (Sle + cos(xg +x2)> = (52261 + 1) (A10)
So

ITI < VI2+ (G2x1 + D2 < T+ 15 x + 1](ALD

Taking into account that parameter |&;| < 2.5 and
using Triangle and Cauchy—Schwarz inequalities it fol-

lows that
1T < 2+2.5]x| (A12)

Nevertheless, we have that the behavior of x is inde-
pendent of x so we can find the solution for x;. We
take the dynamic equation of x1, namely

ODI'x1 = —&1x1 +u (A13)

@ Springer

The solution of (A13) is given by
x1 = x1(0)Eq, (—&11%)

t
+ / (t =) Eay o [<E1 (1 —0) Ju(2)d A 14)
0

Since x1(0) = 0 and using Triangle and Cauchy—
Schwarz inequalities it follows that

t
IX1|§/OI(I—T)°‘1_1||EaI,aI [—&1—0)*]ldT (A15)

Bear in mind that, (r — t)* ! and Eop o [—&1
(t — t)*'] are non-negative functions, then

t
] < / (=0 By [ 1) ]dT (AL6)
0

Now we consider the following properties of the
Mittag—Leffler functions:

Property 2 [20] The following equality holds for 8 >
Oandv >0

t
/rﬁflEa,,g(—m“)drztﬂ Ey pr1(—vt%) (A17)
0

Theorem 5 [20]If0 <a <2, B € Candv € R such
that
T

— < v < min(w, Ta)

7 (A18)

then for 1 € 7 with v > 1 the following expansion
holds:

L

i
E, = — —= 4 0(1zI7“P) (A19
£(2) ; TG —a)) (IZI ) (A19)

with |z| — oo, v < |arg(z)| < 7. =

Using (A17) we can write (A16) as follows

X1l < 1% Eqp 0 41(=611%") (A20)

when ¢t — oo we use (A19) with v = 3w« /4 then
lim ] < lim 6 Eqy g1 (—€ 1) (A21)
11— 00 11— 00

Hence |x1| < 1/£; this implies that the upper bound
for ||| is given by

25 -
7] < 2+§—=T (A22)
1
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