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Abstract
Machine learning has grown in popularity in the past few years for susceptibility and haz-
ard mapping tasks. Necessary steps for the generation of a susceptibility or hazard map 
are repeatedly implemented in new studies. We present a Random Forest classifier-based 
landslide susceptibility and hazard mapping framework to facilitate future mapping studies 
using machine learning. The framework, as a piece of software, follows the FAIR para-
digm, and hence is set up as a transparent, reproducible and modularly extensible work-
flow. It contains pre-implemented steps from conceptualisation to map generation, such as 
the generation of input datasets. The framework can be applied to different areas of interest 
using different environmental features and is also flexible in terms of the desired scale and 
resolution of the final map. To demonstrate the functionality and validity of the framework, 
and to explore the challenges and limitations of Random Forest-based susceptibility and 
hazard mapping, we apply the framework to a test case. This test case conveys the influ-
ence of the training dataset on the generated susceptibility maps in terms of feature com-
bination, influence of non-landslide instances and representativeness of the training data 
with respect to the area of interest. A comparison of the test case results with the literature 
shows that the framework works reliably. Furthermore, the results obtained in this study 
complement the findings of previous studies that demonstrate the sensitivity of the training 
process to the training data, particularly in terms of its representativeness.

Keywords Shallow landslides · Hazard mapping · Machine learning · Random Forest · 
FAIR data · Shallow landslide susceptibility

1 Introduction

Shallow landslides are destructive geohazards in mountainous areas that occur frequently 
and in large numbers after single triggering events. Therefore, they pose a threat to popula-
tion and infrastructure. Natural trigger mechanisms that elicit enhanced shallow landslide 
activity are seismic events (Uchida et al. 2006) or strong subsurface water infiltration either 
through heavy precipitation or snow melt (Leonarduzzi et al. 2017). Shallowness refers to 
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failure planes located not more than 2–3 m below surface (Caine 1980; Rickli et al. 2019), 
with smaller mobilised masses compared to more deep-seated landslides.

The spatial distribution of susceptibility to shallow landslides can be effectively commu-
nicated through susceptibility maps, while their destructive potential is generally depicted 
in hazard maps. The planning of landslide hazard mitigation measures, such as soil nail 
walls (e.g. Maleki and Mir Mohammad Hosseini 2022) and soil bio- and eco-engineering 
measures (e.g. Bast et al. 2016; Graf et al. 2019), can be effectively guided using landslide 
susceptibility and hazard maps. Numerous studies have been conducted over the last few 
decades resulting in constantly evolving methods and approaches for landslide suscepti-
bility and hazard mapping. Shano et  al. (2020) provide an overview of approaches used 
in landslide susceptibility evaluation, including inventory-based prediction, expert evalua-
tion, statistical, deterministic, probabilistic and distribution-free approaches. Selecting the 
most suitable approach, given a certain mapping task, depends on the landslide type to 
be mapped, the area of interest, map resolution and scale, data availability, and available 
resources including capability and skill set of the evaluator (Shano et al. 2020). Suscep-
tibility and hazard maps differ in their definition as hazard includes information on the 
magnitude as well as a temporal dimension (Hervás and Bobrowsky 2009). Maps that are 
produced in this study are susceptibility maps indicating failure potential (1) or no fail-
ure potential (0). The assumptions, methods, advantages and limitations listed herein apply 
similarly to hazard maps.

Data-driven mapping based on machine learning (ML) algorithms can be applied when-
ever sufficient data on past events and environmental conditions are available. ML has 
taken an increasingly prominent role in shallow landslide hazard and susceptibility map-
ping in recent years (e.g. Shirzadi and Soliamani 2018; Pradhan and Kim 2020; Liu et al. 
2021b). The resulting maps are promising and establish confidence in ML as a tool for 
hazard mitigation. A commonly used ML algorithm in landslide susceptibility and hazard 
mapping is the Random Forest (RF) (e.g. Stumpf and Kerle 2011; Zhang and Wu 2020; 
Liu et al. 2022; Dong et al. 2023). In comparison with other ML algorithms, it also yields 
satisfying results (e.g. Trigila et al. 2015; Chen et al. 2017; Sevgen et al. 2019; Karanta-
nellis et al. 2021; Liu et al. 2021b; Youssef and Pourghasemi 2021; Feng and Guo 2023). 
The RF is a suitable algorithm for generating susceptibility maps due to its proven perfor-
mance, its inherently increased explainability, and user friendliness.

The steps between susceptibility mapping-related research question and the generation 
of the final map are highly repetitive. Implementing tasks such as data preprocessing is 
time-consuming, and complex. While for other established mapping approaches, such as 
the ones based on physical models, pre-implemented frameworks, e.g. TRIGRS (Baum 
et al. 2002) exist, fewer literature is available for similar frameworks for data-based suscep-
tibility and hazard mapping. Osna et al. (2014) introduced GeoFIS which allows the gen-
eration of maps based on expert opinion using the Mamdani fuzzy inference system. Sezer 
et al. (2017) presented a landslide susceptibility mapping module for the Netcad Architect 
Software. A Python-based add-on for the GIS software GRASS (Neteler et al. 2012) was 
presented by Bragagnolo et al. (2020). Sahin et al. (2020) developed a tool pack for land-
slide susceptibility mapping for R (R Core Team 2020) and ArcGis (Environmental Sys-
tems Research Institute, Inc. 2010a). Huang et al. (2022) introduced the SVM-LSM tool-
box which is based on a support vector machine, allowing landslide susceptibility mapping 
which can be integrated into ArcGIS and ArcGIS Pro (Environmental Systems Research 
Institute, Inc. 2010a, b).

The available software packages differ in their approach, assumptions and capabili-
ties. Most use secondary software such as GIS, which in some cases is even commercial. 
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Hence, in addition to this list, we introduce a generic Python-based (Python Software 
Foundation 2021) framework designed to facilitate future susceptibility and hazard 
mapping using RF that operates independently of secondary software. The framework 
aims to minimise the time and effort required by providing modular and flexible pre-
implementations for repetitive preparatory steps. Furthermore, storing data pre-pro-
cessing, input dataset generation, training and mapping parameters makes the results 
derived through the framework highly reproducible. It is also possible to return to pre-
vious mapping runs, remove or add e.g. features from or to the input datasets before 
rerunning the mapping step. This capability eliminates the need to run the entire frame-
work from scratch. The framework enables the generation of binary event-based maps. 
These binary maps categorise susceptibility into two distinct classes: ‘susceptible’ and 
‘not susceptible’. Such maps represent the fundamental form of a probabilistic suscepti-
bility map.

The framework consists of three main components: (1) conceptualisation, (2) gen-
eration of the RF input datasets, including data pre-processing, and (3) map generation. 
Model validation is possible by checking the post-training dataset accuracy as well as 
scientific consistency by exploiting the RF’s intrinsic ability to provide feature impor-
tance information.

The challenge in constructing a generic framework lies in ensuring its flexibility and 
modularity to address diverse scientific questions. Key adjustable parameters encom-
pass the scale of the area of interest, the data basis, and the resolution of the final map. 
It is crucial to emphasise that our aim is not to introduce a new susceptibility mapping 
approach, but rather to provide support for the streamlined application of the established 
RF approach.

When implementing the framework, great importance was attributed to:

• Reproducibility of the mapping result, extensibility in terms of included features and 
scalability of the area of interest. Prerequisites are the availability of suitable training 
data and sufficient computational power for the desired combination of scale and reso-
lution of the final map.

• Explainability and transparency of the model and its results to strengthen the trust 
in the model and, as a consequence, also the reliability of the final map. This can be 
achieved through assessing scientific consistency, evaluating the validation dataset, 
as well as applying methods of Explainable Artificial Intelligence which have gained 
increasing importance in recent years. This includes for example the investigation of 
the feature importance of the trained model (see Sect. 3.7).

• FAIR-ness of the workflow and derived results. FAIR refers to findability, accessibil-
ity, interoperability and reusability primarily related to research data (Wilkinson and 
Dumontier 2016), but has been discussed as well for research software (Lamprecht and 
Garcia 2020).

Feasibility and applicability of the framework is demonstrated via a complementary test 
case focusing on shallow landslide susceptibility mapping in Switzerland. Flexibility and 
extensibility of the framework are exploited to investigate the influence of the training 
dataset’s composition on the mapping result. The obtained results are compared to find-
ings of previous studies. This dual approach not only highlights the sensitivity of the ML 
approach to the provided data but, additionally underscores the validity and functionality 
of the framework.

Subsequently, this article has a twofold goal:
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• Introducing a framework designed to facilitate future studies on landslide susceptibil-
ity and hazard mapping using RF. The framework offers pre-implemented solutions for 
repetitive tasks. At the same time, it showcases flexibility by allowing easy supplemen-
tation of modules tailored to individual research questions. This adaptability is possible 
due to the framework’s modular structure and interoperability.

• Its application to a test case, allowing an investigation of the impact of the training 
dataset on both model and mapping accuracy. These results serve to validate the frame-
work’s output by comparison to literature and to highlight the sensitivity of the underly-
ing approach to its input data.

2  Framework for shallow landslide susceptibility and hazard mapping

2.1  Machine learning in landslide susceptibility mapping

ML has taken a more prominent role in susceptibility and hazard mapping over the last 
years (Shirzadi and Soliamani 2018; Liu et al. 2023) due to increased computational capa-
bility and the increased availability of datasets—especially publicly-available open-access 
data generated in research projects or published by governmental bodies. The core princi-
ple of ML-based susceptibility and hazard mapping is assuming that future landslides will 
occur under similar conditions as historic landslides (Tien Bui et al. 2016). ML is applied 
to identify patterns among conditions, parameters, and statistics of past landslides. Subse-
quently, the locations within the area of interest are examined for the occurrence of these 
patterns. This process allows conclusions about their potential susceptibility to failure. The 
information provided to the model is a collection of prevailing environmental conditions 
at sites of historic landslides (presence data), and at sites where no landslides were docu-
mented in the past (absence data). It is thereby inherently assumed that those conditions are 
static, meaning the conditions depicted in the datasets are the same as at the date of occur-
rence (Reichenbach et al. 2018). The simplest form of a probabilistic map is a binary map 
classifying susceptibility in the form of ‘susceptible’ or ‘not susceptible’. This type of map 
is commonly extended by defining various probability classes, represented by a colour-
code indicating the susceptibility level in different zones (Kavzoglu et al. 2019; Du et al. 
2020; Zhang and Wu 2020). The maps maintain their validity and reliability only as long 
as the incorporated information in the form of underlying features is accurate.

2.2  Data collection and pre‑processing

Data involved in landslide susceptibility and hazard mapping typically is inventory data 
documenting past landslides, environmental data, representing the state and characteris-
tics of the slopes, and data on triggering factors (Shano et al. 2020). The quality of any 
output from data-driven susceptibility mapping approaches relies heavily on the quality 
and properties of the integrated datasets (Lee et  al. 2004; Gaidzik and Ramírez-Herrera 
2021), which are often collected from a variety of third-party sources with varying file 
formats, coordinate reference systems, spatial extents and resolutions. A homogenisation 
effort is needed prior to any mapping in order to ease the generation of the input datasets 
and increase the reproducibility. Examples of such efforts are the application of interpo-
lation algorithms to achieve a uniform resolution, coordinate transformation to unify the 
coordinate reference system, and cropping to a matching spatial extent.
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For the test case, the datasets in Sect.  2.2.2 were collected, cropped and interpolated 
to a 25  m resolution using the preprocessing implemented in the framework. Necessary 
transformations to the same coordinate reference system were conducted in the Geographic 
Information System QGIS (QGIS Development Team 2020). We chose only publicly 
available datasets because the ability to reproduce and replicate a susceptibility or hazard 
assessment is crucial for its reliability. An overview of all collected and included datasets 
can be found in Table 1.

2.2.1  Landslide inventory

For the test case, we utilise the Hangmuren database published by the Swiss Federal Insti-
tute for Forest, Snow and Landscape Research WSL (Swiss Federal Institute for Forest, 
Snow and Landscape Research WSL, Research Unit Mountain Hydrology and Mass Move-
ments 2023a). The database comprises 759 entries recorded on 13 different dates between 
1997 and 2014 (status March 2021) through field campaigns following heavy rainfall events 
in Switzerland (Rickli et al. 2019; Swiss Federal Institute for Forest, Snow and Landscape 
Research WSL, Research Unit Mountain Hydrology and Mass Movements 2023a). Entries 
lacking either location information or a timestamp were excluded. Additionally, data before 
2000 was omitted since precipitation data is available since June 2000.

The remaining 476 landslides exhibit a clustered rather than even distribution (see 
Fig. 1a), possibly due to the nature of the database compilation. The information extracted 
from the Hangmuren database is limited to the location and date of landslide occurrence. 
Further information on the subset of the Hangmuren database used in this study is pro-
vided in Table 2. Henceforth, the entries of the Hangmuren database will be referred to as 
presence locations, in contrast to the absence locations introduced in Sect. 2.4.

2.2.2  Geospatial datasets

Most studies on landslide susceptibility and hazard mapping, independent of their choice 
of methodology, use similar predictor variables describing the prevailing environmental 
conditions from the domains of topography, land cover, slope hydrology, soil and geologi-
cal properties, sometimes also anthropology and meteorology (Bui et  al. 2012; Conforti 
et al. 2014; Kumar et al. 2017; Dang et al. 2019; Dou and Yunus 2019; Liu et al. 2021b; 
Stanley et  al. 2021). The selection of input features depends on factors such as the area 
of interest, the availability of respective datasets, and their overall quality. Integrating 
environmental features into the mapping process inherently assumes that they accurately 
describe the environmental conditions of the past as well (Reichenbach et al. 2018).

For the test case scenario presented in Sect. 3, we selected features that physically influ-
ence the stability of the ground.

Topographic features are among the most essential features for landslide susceptibility 
and hazard mapping and are therefore used in almost every study (e.g. Conforti et al. 2014; 
Pandey and Sharma 2017; Kuradusenge et al. 2020; Liu et al. 2021b). Typically, elevation 
and geomorphological parameters such as slope angle and aspect are extracted or derived 
from digital elevation models. Elevation is associated with the changing composition and 
nature of the subsurface, and slope parameters reasonably affect the likelihood of slope 
failures.

Strong infiltration of water into the ground can increase the probability of the occur-
rence of shallow landslides (Caine 1980; Wang et  al. 2020). This infiltration is most 
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commonly caused by heavy rain events but can also be caused by, e.g. snow melt. Previ-
ous studies have also shown that not necessarily the precipitation on the event date itself 
but rather the accumulation of precipitation over the antecedent days increases the like-
lihood of an event significantly (Kuradusenge et al. 2020). Conditions such as soil type 
or bulk density play a crucial role in controlling the ability of water to infiltrate into the 
ground. Consequently, soil-related information is often incorporated into the mapping 
process.

Land cover information supports the RF decision by providing information on which 
types of land cover are prone to the occurrence of landslides.

The digital elevation model utilised for the test case is the DHM25, with a resolution 
of 25 m, provided by the Federal Office of Topography swisstopo (2005). Slope angle and 
aspect maps were derived using QGIS.

Soil-related features were extracted from the Topsoil Physical Properties for Europe 
dataset which is derived from the LUCAS topsoil data (Ballabio et al. 2016). The down-
loaded raster files with a resolution of 500 m are based on the LUCAS point-data. Infor-
mation contained are percentage of coarse fragments, bulk density, available water 

Table 2  Summary of the subset 
of the Hangmuren database used 
for the study (as of March 2021)

Date (yyyy-mm-dd) Number 
of records

2002-09-01 106
2002-07-16 64
2002-11-14 1
2002-11-15 34
2005-08-22/23 217
2012-07-04 38
2014-07-12 2
2014-07-24 4
2014-07-28 5
2014-08-11 3
2014-11-05 2

Fig. 1  a Distribution of the presence data given in the Hangmuren database by the Swiss Federal Insti-
tute for Forest, Snow and Landscape Research WSL, Research Unit Mountain Hydrology and Mass Move-
ments (2023a), colour-coded by their year of occurrence (status March 2021), b distribution of the sampled 
absence locations (red dots). Basemaps derived from the DHM25 (Federal Office of Topography swisstopo 
2005)
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capacity, the soil type classification according to the United States Department of Agricul-
ture (USDA) and sand, silt and clay content.

Parameters of the soil water retention curve (SWRC) were extracted from the 3D Soil 
Hydraulic Database of Europe, which is available with a resolution of 250 m (Tóth et al. 
2017).

Precipitation data covering the period from June 2000 to December 2020 was obtained 
from NASA’s Global Precipitation Measurement mission (Huffman et al. 2019). Precipita-
tion was incorporated in the form of the maximum precipitation that was observed within 
this 20 year period at each considered location.

Land cover information has been derived from the Corine Land cover dataset, which 
has a resolution of 100 m and distinguishes 44 land cover classes (Copernicus Land Moni-
toring Service 2018a). Vegetation-related information is integrated through the tree cover 
density dataset with a resolution of 10 m (Copernicus Land Monitoring Service 2018b).

2.3  Input datasets for the Random Forest

The input datasets for the RF consist of the training, validation and prediction dataset, all 
having a tabular structure. Each row represents one presence or absence location and each 
column one feature, i.e. environmental parameter. The validation dataset is split from the 
training dataset before it is used for training with a ratio of 75:25 since there is no univer-
sal agreement on the ratio of training to validation data (Nurwatik et al. 2022; Saha et al. 
2021). The validation dataset is independent and unknown to the RF and can therefore be 
used to evaluate the accuracy of the trained model (see Sect. 3.6). The prediction dataset 
contains the same set of features as the training dataset for all locations within the area of 
interest.

2.4  Absence locations

Presence data offer insights into the conditions at locations of past landslides, while 
absence data provide information on locations where it can be assumed that no landslide 
took place in the past. The RF classifier requires both types of data for prediction (Belgiu 
and Drăguţ 2016).

There is an abundance of possible locations to sample absence locations from as the 
occurrence of landslides is still comparably rare and spatially limited. However, landslide 
inventories in general but especially also event-based inventories as the one used in this 
study have to be assumed to be incomplete, meaning that a lot of landslides especially 
small, older or remote ones are not captured. This introduces uncertainty into the training 
dataset due to the possibility of sampling absence locations at locations that should be clas-
sified as presence locations. The choice of absence locations should also be meaningful 
with regard to the area of interest and the presence locations.

Random absence locations sampling, sometimes using a buffer zone around the recorded 
historic landslides, is one of the most common approaches (e.g. Taalab et al. 2018; Hong 
et al. 2019). More systematic approaches to tackle this task by choosing the absence data in 
the feature space have been proposed by Xiao et al. (2010) and Zhu et al. (2019).

Previous studies chose a wide range of ratios between the number of presence and 
absence locations. Stanley et  al. (2021) for example use 9700 presence locations and 
over 1 million absence locations for a global nowcasting model while the most common 
approach (e.g. Regmi et al. 2014; Taalab et al. 2018; Dang et al. 2019), chooses an equal 
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number of presence and absence locations. The choice of ratio is individual to the con-
ducted study though the ratio of 1:1 has been shown to be well suited in previous studies 
and presented by Hong et al. (2019) as the preferred ratio to prevent underestimation of 
landslide susceptibility.

Therefore, for the test case, a ratio of 1:1 was chosen and the influence of the ratio 
was investigated in Sect. 3.3. To ensure meaningful sampling, absence locations are ran-
domly selected based on specific criteria: they must not be within 50 m of a landslide 
location, should be away from water bodies and sealed locations, and must have a slope 
angle between 20◦ and 50◦ . These restrictions were made based on domain knowledge. 
Figure 2a shows the areas among which the absence locations were sampled and Fig. 1b 
their distribution.

2.5  Technical implementation

Susceptibility and hazard maps are derived through three main steps: (1) conceptualisa-
tion, (2) generation of the RF input datasets, including data pre-processing, and (3) map 
generation. Validation of the inputs and results at each step is essential to ensure reli-
ability and trust.

We established a Python-based framework that offers a generic yet flexible pre-
implementation of these steps (Fig. 3). During the conceptualisation, the properties of 
the desired map are defined, such as resolution and area of interest. Geodata is pre-
processed and prepared as input datasets. Pre-processing includes especially cropping 
to a uniform extent and interpolation to a uniform resolution. It has been ensured to 
account also for different kinds of datasets with their individual heterogeneous prop-
erties. Through parallelisation and size- and resolution-sensitive pre-processing, the 
framework is configured to operate on local machines. The map generation is based on a 
RF classifier (see Sect. 2.6).

Extensibility of the framework is ensured through easy generation of the input data-
sets including addition and removal of features and presence/absence instances. Train-
ing and prediction properties are stored and can be accessed also at a later point to sup-
port reproducibility of results.

The RF was set up using the python package sklearn (Pedregosa and Varoquaux 
2011; Hao and Ho 2019). The output is a binary probabilistic map (see Sect. 2.1).

Fig. 2  Illustration of the three sampling areas that were defined to investigate the influence of the sampling 
strategy on the mapping result in experiment 2. Red areas indicate possible sampling locations, in blue 
areas no absence data is sampled, a Sampling all over Switzerland, b sampling only outside Grisons, c sam-
pling only within Grisons
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2.6  Random Forest classifier

The RF is an ensemble tree algorithm consisting of an ensemble of individual decision 
trees. It can be configured either as a classifier, where it assigns a class to a location 
(e.g. ‘susceptible’ or ‘not susceptible’ in the context of susceptibility and hazard map-
ping), or as a regression model, where it assigns a numeric value, such as a factor of 
safety (Cutler et al. 2012). In the case of a classifier, the ultimate decision of the RF is 
determined by the majority vote of individual decision trees. In the regression case, the 
outcome of all trees is averaged (Breiman 2001).

The RF is computationally less expensive compared to other ensemble tree meth-
ods, making it suitable for high-dimensional or large-scale problems. The RF is a non-
linear, non-parametric algorithm, allowing to account for complex interactions and 
non-linearities among the input variables. It can deal with large datasets of both con-
tinuous and categorical input features, and its implementation is straightforward as it 
does not require an extensive hyperparameter tuning. (Hastie et al. 2009; Cutler et al. 
2012; Taalab et al. 2018). A RF classifier of 100 trees and depth of 20 nodes is used in 
this study.

Fig. 3  Graphical illustration of the steps included in the presented landslide susceptibility and hazard map-
ping framework
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3  Test case: Grisons

3.1  Scenario

A test case scenario was defined to demonstrate the application of the framework and to 
conduct computational experiments to investigate the influence of the training dataset 
onto the RF-based susceptibility mapping result. Rainfall-triggered shallow landslide 
susceptibility in canton Grisons, Switzerland, was chosen as test case scenario due to 
(1) the mountainous terrain, which increases the likelihood of the occurrence of shal-
low landslides, and (2) the availability of high quality and high-resolution open-access 
geodata for Switzerland. The output of the workflow for this test case is a binary sus-
ceptibility map with a resolution of 25 m. Features included in the mapping process are 
elevation, slope angle, aspect, sand, silt and clay content, bulk density, percentage of 
coarse fragments, USDA classes, available water capacity, parameters saturated water 
content, � and n of the SWRC, land cover, tree cover density and maximum observed 
precipitation (see Table 1). Pre-processing of the geospatial datasets focuses on crop-
ping to the same extent and interpolating to the same resolution equal to the desired 
resolution of the final susceptibility map.

3.2  Experiment 1: Feature selection

Although studies typically integrate similar features, the influence of the combination of 
features in the training dataset is rarely considered.

Eight feature subsets were generated from the full set of available features to inves-
tigate the influence of their combination (Table 3). Subsets 1 and 2 contain randomly 
selected features among all environmental domains, subsets 3 – 6 contain only features 
of the same kind of environmental factors. The features in subsets 7 and 8 are chosen 
according to their importance for the reference RF model (see Sect.  3.7). A new RF 
model was trained with each subset and consequently used for susceptibility mapping.

3.3  Experiment 2: Absence locations sampling strategies

The influence of the sampling strategy for absence locations has rarely been discussed 
in literature (Hong et  al. 2019; Lima et  al. 2022). To investigate the influence of the 
choice of sampling area, and the importance of the ratio of number of presence locations 
to absence locations, different sampling strategies were defined. We defined three sam-
pling areas: the whole of Switzerland, only within the area of interest, and the whole of 
Switzerland excluding the area of interest (Fig. 2). In these areas, we sampled absence 
locations based on the criteria presented in Sect. 2.4. Subsequently, these absence loca-
tions were utilised to generate training datasets, which were then combined with the 
476 presence locations in the following ratios: 476:100, 476:238, 476:476, 476:700, 
476:945, 476:1500 (Table 4). These training datasets were then used to create, compare, 
and evaluate susceptibility maps.
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Table 3  Overview of the feature subsets in experiment 1 as well as the validation results of the trained 
model and generated susceptibility maps using the SSLI and validation dataset. The rating system using the 
SSLI is described in Sect. 3.6. For the validation dataset the number of incorrect predictions out of the total 
number of instances is provided

Subset Content Features Rating SSLI, validation dataset Size of 
suscep. area 
( km2)

1 Randomly selected Maximum precipitation 202/25/82/485, 13/238, 5% 781
Slope
USDA classes
Bulk density
Tree cover density

2 Randomly selected Clay 277/47/57/413, 17/238, 7% 594
� (SWRC)
Elevation
Coarse fragments
Land cover

3 Soil-only USDA classes 372/27/37/358, 28/238, 12% 477
Sand
Silt
Clay
Bulk density
Coarse fragments

4 Land cover-only Land cover 77/26/117/574, 52/238, 22% 1570
Tree cover density

5 Hydrology-only Maximum precipitation 437/21/33/303, 14/238, 6% 599
Avail. water capacity,
n (SWRC),
� (SWRC),
Saturated water content

6 Topography-only Slope 57/29/138/570, 49/238, 21% 1126
Elevation
Aspect

7 Most important features Maximum precipitation 283/34/42/435, 9/238, 4% 526
Elevation
Bulk density
Land cover
Coarse fragments
� (SWRC)
Saturated water content
Slope
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3.4  Experiment 3: Representativeness of the training dataset

As has been described in Sect. 2.2.1 and can be seen in Fig. 1a, the presence locations 
are highly clustered due to the event-based characteristic of the inventory. In suscepti-
bility and hazard mapping, some studies use only landslides of a single triggering event 
within the scope of a small area as training data (e.g. Yeon et  al. 2010; Trigila et  al. 
2015; Dou and Yunus 2019; Liu et al. 2021b). For larger areas of interest, it has to be 
assumed that in order to ensure that training data is representative, a wider range of 
information is necessary to capture the possible variability of the environmental condi-
tions. To illustrate the influence of the availability of limited information on the map-
ping result, scenarios were investigated where only landslides of a certain triggering 
event or limited time frame were included in the training and validation dataset. We 
ensured that the ratio of presence to absence locations in the training dataset is still 1:1 
to be comparable also to the full training dataset reference map (Fig. 4). Table 5 sums 
up the generated presence data subsets.

3.5  Results

A susceptibility map was produced for the Swiss canton Grisons (Fig. 4) using the frame-
work with the implementation and data described in Sect. 2. Particularly, the north of the 
canton is mapped as susceptible to shallow landslide occurrence. This map serves as a ref-
erence for the evaluation of all computational experiments described above.

Figure 5 shows the susceptibility maps that were generated in the scope of experiment 
1. Table 3 provides an overview of all variations of the training dataset, the size of the sus-
ceptible area for the individual maps as well as the results of the applied validation strate-
gies (Sect. 3.6). The resulting maps differ visually significantly from one another and also 
in the total area mapped as susceptible to landslide occurrence. Especially, the extreme 
cases in terms of feature selection (subsets 3–6, see Fig. 5a–d) show a strong discrepancy 
to the reference map in Fig. 4. For subsets 3 and 5 in Fig. 5b, a, the size of the area mapped 
as susceptible is comparable to the reference map. In contrast, using only topography and 

Table 3  (continued)

Subset Content Features Rating SSLI, validation dataset Size of 
suscep. area 
( km2)

8 Least important features Aspect 447/38/53/256, 16/238, 7% 379

n (SWRC)

USDA classes

Sand

Avail. water capacity

Clay

Tree cover density

Silt
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land cover-related features (subsets 6 and 4, see Fig.  5c, d), compared to the reference, 
leads to a strong increase of the area mapped as susceptible.

The comparison between subsets 1 and 2 (Fig. 5e, f) reveals interesting insights as even 
though both sets contain parameters from different environmental domains, the mapping 
results vary strongly. The susceptible area for subset 1 is notably larger than that of subset 
2. At the same time, subset 2 maps areas as susceptible that subset 1 does not capture.

Figure 5g, which is derived from subset 7, only shows small discrepancies to the refer-
ence map (Fig. 4). Using only less important features (Fig. 5h) also results in areas mapped 
as susceptible that are not mapped in Fig. 5g, respectively the reference map.

Table 5  Overview of the test cases performed to investigate the influence of the representativeness of the 
training dataset on the prediction result in experiment 3, as well as the validation results using the SSLI and 
the validation dataset. The rating system using the SSLI is described in Sect. 3.6 and for the validation data-
set the number of incorrect predictions out of the total number of instances is provided

Subset Number 
of events

Date [yyyy(-mm-dd)] Size of 
suscep. area 
( km2)

Rating SSLI [0/1/2/3] Validation dataset

1 205 2002 188 574/18/20/182 9/103, 9%
2 106 2002-09-01 138 701/14/16/63 2/53, 4%
3 64 2002-07-16 40 710/21/17/46 1/32, 3%
4 217 2005-08-22/23 261 573/7/21/193 1/109, 1%

Fig. 4  Shallow landslide susceptibility map for the canton Grisons, Switzerland. Purple areas indicate sus-
ceptibility to failure. The map serves as reference for assessing the maps generated in the context of the test 
case. Basemap derived from the DHM25 (Federal Office of Topography swisstopo 2005)
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Figure  6 shows exemplary susceptibility maps for the canton Grisons generated in 
the scope of experiment 2. Table 4 provides an overview on the tested variations of the 
training dataset, the size of the area classified as susceptible as well as the results of the 
applied validation strategies. The ratio of the number of presence to absence locations 
directly impacts the total area mapped as susceptible. The fewer absence locations are 
included in the mapping, the larger the susceptible area.

Changing the sampling strategy does not change the general area in which suscepti-
bility is mapped. The effect of the ratio on the map is significantly larger than the choice 
of sampling area.

In the scope of experiment 3 susceptibility maps were created based on a subset of 
the presence and absence locations of the training dataset (see Fig. 7) using the meth-
odology described in Sect. 3.4. The mapping results vary notably among the different 
subsets and also differ from the reference map. Table 5 offers an overview of the experi-
ment, the results, and the outcome of the validation.

Fig. 5  Susceptibility maps generated from the training data subsets given in Table 3 for experiment 1. Pur-
ple areas indicate susceptibility to shallow landslide occurrence, a Hydrology-only, b Soil-only, c Topog-
raphy-only, d Land cover-only, e Random features (set 1), f Random features (set 2), g Most important 
features, h Least important features. Basemaps derived from the DHM25 (Federal Office of Topography 
swisstopo 2005)
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3.6  Validation

The quality of the maps produced in the test case is assessed in three different ways: (1) 
the uncertainties in the landslide inventory are discussed, (2) the accuracy of the trained 
RF models and the resulting susceptibility maps is investigated using an independent land-
slide inventory as well as the validation dataset, and (3) the feature importance is assessed. 
Together, these three approaches provide a sufficient overview of the quality of the models 
and the resulting maps.

3.6.1  Uncertainties in the datasets

The quality of the input datasets significantly influences the quality of the mapping result 
(Thiery et al. 2020). Uncertainties in geospatial input data occur due to inaccuracy, impre-
cision, ambiguity, vagueness, subjectivity, or other unknown and non-quantified errors 
(Kinkeldey et  al. 2017). They can be introduced at any point along the pipeline, from 

Fig. 6  Susceptibility maps generated using different absence location sampling strategies as described in 
Table 4 in the context of experiment 2. Purple areas indicate susceptible areas. Shown are maps varying 
in sampling area and number of presence locations compared to number of absence locations, a Whole 
country, 476:100, b Whole country, 476:476, c Whole country, 476:945, d Grisons, 476:100, e Grisons, 
476:476, f Grisons, 476:945, g Outside Grisons, 476:100, h Outside Grisons, 476:476, i Outside Grisons, 
476:945. Basemaps derived from the DHM25 (Federal Office of Topography swisstopo 2005)
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raw data acquisition to the incorporation as features in the ML input dataset. Informa-
tion on uncertainties is typically not provided along with the dataset, and therefore hard to 
estimate.

Due to its vital importance for the present study, a brief assessment of uncertainties in 
the Hangmuren database is presented herein. The database was assembled through field 
work (Swiss Federal Institute for Forest, Snow and Landscape Research WSL, Research 
Unit Mountain Hydrology and Mass Movements 2023a), and therefore inaccuracies related 
to position determination apply (Abraham et al. 2021) which is especially important with 
respect to the aspired high resolution of the susceptibility map. The distribution of the 
recorded landslides is clustered (see Fig. 1a) and therefore reduced representativeness has 
to be considered when interpreting. As this study aims at presenting a mapping framework 
including its application to a test case scenario and therefore is of theoretical nature, this is 
of reduced importance.

3.6.2  Model and susceptibility map validation

A typical means of assessing the quality of a ML model is the evaluation of the valida-
tion (also called test) dataset (Arora et al. 2004; Van Den Eeckhaut et al. 2009; Dou et al. 
2015). The output of the RF at the locations of the presence and absence locations in the 
validation dataset are compared with the known correct classifications. From the number 
of correctly predicted instances, the accuracy is calculated. A small or not representative 

Fig. 7  Susceptibility maps based on the subsets of the training dataset presented in Table 5 for experiment 
3. Purple areas indicate susceptibility to shallow landslide occurrence. Maps were generated using the fol-
lowing subsets, a Subset 1, b Subset 2, c Subset 3, d Subset 4. Basemaps derived from the DHM25 (Federal 
Office of Topography swisstopo 2005)
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validation dataset reduces the meaningfulness of the evaluation. The validation dataset of 
the present study has a size of 238 entries (25% of all absence and presence data). For the 
reference model, in total nine entries of the validation dataset were predicted incorrectly 
(ca. 4%).

The entries in the Hangmuren database are clustered, resulting in similarities between 
the entries of the validation dataset and the training dataset. Therefore, to complement the 
validation dataset, the same approach was applied to the modified Supplemented Swiss 
Landslide Inventory (SSLI) (Swiss Federal Institute for Forest, Snow and Landscape 
Research WSL, Research Unit Mountain Hydrology and Mass Movements 2023b; Bebi 
et al. 2019). The SSLI contains events that are less clustered and cover also regions where 
no landslides were recorded in the Hangmuren database. It was not used for training as it is 
not publicly-available, but its availability allows further assessment of the RF output.

Figure 8 shows the distribution of the landslides recorded in the SSLI database as well 
as their location on top of the areas classified as susceptible in the reference map. A visual 
comparison between the location of the SSLI entries and the susceptible areas reveals a 
good match. Apart from a few examples, e.g. in the south-west and north-east of the can-
ton, most SSLI entries are located in good accordance with susceptible areas.

To be able to quantify the accuracy of the susceptibility analysis with respect to the 
SSLI, a scoring system is used. If the location of an entry in the SSLI matches a location 
classified as susceptible, the score 3 is assigned. Respectively, a score 2 or 1 are assigned 
if the location of the SSLI entry is one or two pixels away from a pixel marked as suscepti-
ble. Otherwise, a score 0 is assigned. This pattern can be applied to all entries in the SSLI 
within the area of interest of this study to get an overview of the mapping accuracy. In 
total, the SSLI contains 794 landslides in Grisons. Out of these, 432 get a score of 3, 56 a 
score of 2, 33 a score of 1 and 273 a score of 0 for the reference prediction which equals an 
accuracy of 66% taking the scores ≠ 0 into account.

Table 3 summarizes the results of the comparison of the susceptibility maps generated 
for experiment 1 with the SSLI. Judging from the numbers, the only-land cover data map is 
most accurate but Fig. 5 and the total susceptible area need to be taken into account as well 
which shows the likely massive overestimation of susceptible areas.

Table 4 shows the equivalent for experiment 2. The number of true positives decreases 
with increasing number of absence locations. This is reasonable taking into account the 
reduced area mapped as susceptible. Comparing the rating using the SSLI and the results 
of the assessment of the validation dataset shows that while the rating using the SSLI 

Fig. 8  a Location of the landslides recorded in the SSLI database (red dots), b Location of the SSLI land-
slides (black dots) on top of the reference shallow landslide susceptibility map for the canton Grisons. Pur-
ple areas indicate susceptibility to shallow landslide occurrence, c Shallow landslide susceptibility map for 
the canton Grisons (equal to Fig. 4). Purple areas indicate susceptibility to shallow landslide occurrence. 
Basemaps derived from the DHM25 (Federal Office of Topography swisstopo 2005)
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shows the above described reduced accuracy with increasing number of absence locations, 
the validation dataset indicates for all strategies and ratios that the model is of good quality.

Table 5 shows the validation result of experiment 3. The validation results for all subsets 
show a reduced accuracy compared to the reference map. As with experiments 1 and 2, it 
can be seen that the validation using the validation dataset indicates models of higher qual-
ity than the validation using the SSLI which might be attributed to the clustered nature of 
the Hangmuren database.

The comparison between the results of the validation using the two different datasets 
and the thereby observed in parts strong discrepancy for all three experiments shows the 
added value of taking into account the independent SSLI as well.

Furthermore, this validation highlights that a larger variety of certain environmental 
conditions of the entries in the Hangmuren database would be desirable for the scale of the 
area of interest in the test case. However, it also underlines the importance of validation 
in general and the significance it should have in publications to reveal shortcomings and 
limitations.

3.7  Feature importance

The RF, as an inherently interpretable algorithm, provides feature importance information 
along with model training (Genuer et al. 2010), giving an overview of the importance of 
the individual features for the RF prediction. This is done by comparing the results of the 
RF if the individual features would be removed from the input dataset (Taalab et al. 2018). 
Feature importance information can then be assessed using domain knowledge to identify 
model flaws through missing scientific consistency.

Figure  9 shows a correlation matrix of the features used in the test case. A certain 
degree of co-dependence is to be expected as earth is a complex system and different envi-
ronmental domains are connected and cannot be regarded as isolated. A straightforward 
example for a correlation in the training dataset are the sand, silt and clay features that 
show the topsoil contents in percentage and sum up to 100%.

Several instances show strong correlation. Therefore, the RF feature importance output 
has to be assumed not to reflect the true importance. A manual approach to determining 
feature importance was adopted to resolve this issue.

The model was retrained manually after removing one feature or a group of features 
from the training dataset. The resulting map based on the retrained model was compared 
to the reference map to assess the influence of this feature or group of features. The feature 
groups were defined based on the correlation values but also taking domain knowledge into 
consideration. Some features showing stronger correlation like elevation and tree cover 
density should nevertheless not be grouped together as they come from different domains 
that physically influence the occurrence of landslides individually. Three feature groups 
were defined:

• Group 1 bulk density, coarse fragments, elevation and land cover
• Group 2 � and n
• Group 3 sand, silt and clay content

Figure 10 shows the results of the manual feature importance evaluation. The ranking 
of the features from most important on the top to the least important on the bottom 
was done according to the percentage of identically predicted pixels with respect to the 
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reference map. The larger the discrepancy, that is the smaller the percentage of identi-
cally predicted pixels, the more relevant is the feature for the mapping result.

Maximum observed precipitation and bulk density are the most important param-
eters. This is a sensible finding, due to the known importance of precipitation as a trig-
gering and predisposing factor and bulk density as a factor controlling the infiltration 
of water into the ground. USDA classes, available water capacity, tree cover density as 
well as sand, silt and clay content are less important.

Overall, two conclusions can be drawn from the feature importance assessment. 
Firstly, a comparison of the original RF feature importance output and the manually 
derived ranking shows distinct discrepancies, justifying the adoption of an alternative 
approach to the standard RF feature importance output. Secondly, the feature impor-
tance ranking is scientifically consistent. This further strengthens the trust in the model. 
Generally, the importance of the individual features is quite similar as also the resulting 
susceptibility maps when removing the features are similar.

Fig. 9  Correlation matrix of all features used in this study. Values close to 1 or − 1 respectively indicate a 
strong positive or negative correlation of the features
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4  Discussion

We introduce a Python-based framework for susceptibility and hazard mapping, designed 
to facilitate future applications of RF-based map generation that is independent of second-
ary software. It allows the user to create reproducible maps in a user-friendly way through 
a generic implementation that is flexible in terms of area of interest, resolution and data 
basis. Therefore, the framework contains modular, scalable and transparent pre-imple-
mented solutions for input dataset generation and mapping. The framework was success-
fully applied to a test case testing and demonstrating its reproducibility, extensibility and 
explainability. Three computational experiments were conducted using the framework to 
investigate the influence of the training dataset on the mapping result. These computational 
experiments are aimed to (1) explore sensitivities and limitations of the underlying RF 
method, and (2) support trust in the reliability of the framework through comparison with 
previous studies.

Experiment 1 involved a visual and qualitative evaluation of the impact of various fea-
ture combinations on the mapping result. The generated maps were assessed in compari-
son to the reference map. As expected, a single-sided feature composition resulted in maps 
with significant variations in the distribution and size of the susceptible areas. While there 
is no universally accepted strategy for selecting features [as highlighted by Reichenbach 
et al. (2018)], a common consensus is to strive for a balance of geospatial information from 
a range of environmental domains. However, the maps produced by models trained with 
subsets 1 and 2, both comprising a set of features from different environmental domains, 
still exhibit notable differences. While the general localisation of susceptible areas is 

Fig. 10  Feature importance according to the manual investigation. This figure illustrates the importance of 
individual features, represented by the percentage of pixels with different predictions compared to the refer-
ence model when each feature or feature group is removed from the training process. In blue, the percentage 
of pixels is indicated where the prediction shifted to ‘not susceptible’, suggesting an underestimation com-
pared to the reference. In red, the percentage of pixels shows predictions of ‘susceptible’ where the refer-
ence found no susceptibility, indicating an overestimation. The features are ordered from top (most impor-
tant) to bottom (least important) to visually convey their relative importance, a Feature importance ranking 
of all individual features, b Feature importance ranking of individual and groups of features. The feature 
group 1 comprises the features bulk density, coarse fragments, elevation and land cover. Group 2 comprises 
� and n of the SWRC. Group 3 combines sand, silt and clay content
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comparable, the total size of the susceptible area for subset 1 is significantly larger than 
for subset 2. Subset 2 also shows susceptibility in locations not captured by subset 1. This 
underscores the impact that the choice and combination of features have on the mapping 
result.

Studies investigating feature selection methods claim that the quality of mapping results 
can be increased by dropping irrelevant features (e.g. Pham et  al. 2021; Nirbhav et  al. 
2023). Nirbhav et al. (2023) found that the set of chosen features depends strongly on the 
feature selection method. This is supported by the findings in Liu et al. (2021a) that feature 
selection is problem specific also with regard to the applied ML algorithm. While Nirbhav 
et  al. (2023) describe that feature selection methods might decrease the accuracy of the 
resulting model, Kuhn and Johnson (2019) showed for the RF a decrease in accuracy for 
only a large amount of added irrelevant features. The number for which this decrease was 
observed exceeds by far the number of features typically included for ML-based landslide 
susceptibility and hazard mapping. Kumar et  al. (2023) found that RF profited from an 
increased complexity by a higher number of features in comparison to other models tested 
in their study. Subsets 7 and 8 of this study (see Table 3) were created based on the fea-
ture importance assessment (see Fig. 10), and therefore reflect what the RF deems most 
important and least important. The resulting map when using only the most important fea-
tures shows only small discrepancies to the reference map. The results therefore support 
the validity of the application of feature selection approaches. The difference in the maps 
using most and least important features also highlights the need to choose meaningful and 
representative features. While feature selection methods are regularly applied in landslide 
susceptibility and hazard mapping studies (e.g. Ado et al. 2022), considerations about the 
influence the chosen combination of features has on the resulting map independent of their 
individual importance are rarely considered in the literature even though its significance is 
shown here. Therefore, we recommend that upcoming studies on landslide susceptibility 
and hazard mapping using RF-based approaches take into account the feature combination 
as a factor of comparable significance to feature selection.

Experiment 2 investigated the influence of the sampling strategies of absence loca-
tions on the mapping result. Two separate investigations were carried out: (1) exploring 
the impact of the size and extent of the sampling area, and (2) examining the influence of 
the ratio of the number of presence to absence locations. Even though absence locations 
sampling has rarely been of interest in the past, several studies showed the importance of 
one or both parameters (Hong et al. 2019; Shao et al. 2020; Zhou et al. 2021; Wang et al. 
2022). Table 4 and Fig. 6 show that the size of the absence location sampling area has a 
small influence on the area marked as susceptible in comparison to the effect of sampling 
ratio. The trend towards a reduced size of susceptible area for larger absence locations sam-
pling areas as observed by Hong et al. (2019) and Shao et al. (2020) for coseismic land-
slides could not be reproduced. Wang et al. (2022) found a significant influence of the size 
of the sampling area for the quality of their resulting logistic regression model with larger 
sampling areas resulting in superior models. Overall, the results support the assumption 
that if absence locations are sampled in a representative way, they do not have to be sam-
pled within the area of interest.

The ratio of the number of presence to absence locations significantly affects the 
mapping result. An increase in number of absence locations compared to presence loca-
tions results in a strong decrease of the size of the area mapped as susceptible. This 
trend matches the findings by Hong et  al. (2019) and Shao et  al. (2020). Hong et  al. 
(2019) conclude that an equal ratio of presence to absence locations is to be preferred. 
Zhou et al. (2021) in contrast found that out of the ratios they tested 1:5 is most suitable 
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for their application case. Therefore, the choice of ratio is application-specific. As dem-
onstrated by all examples, its influence on the result is important to consider during the 
conceptualisation of a research study and the interpretation of the results.

Finally, experiment 3 was conducted to investigate the importance of the representa-
tiveness of entries in the training dataset. The results lead to the conclusion that regional 
susceptibility mapping based on local presence data should be avoided. The literature 
review conducted for the present study highlights that discussions on the representative-
ness of data for the entire study area are often lacking. The number of landslides con-
sidered for training, relative to the size of the area of interest, varies significantly [e.g. 
79 landslides in 49.74 km2 (Hong et al. 2019), 841 in 2765 km2 (Feng and Guo 2023), 
132 in 33.4 km2 (Vasu et al. 2016)]. The result of this experiment serves as a reminder to 
consider this influence when conceptualising a study and interpreting a map. The scar-
city of landslide inventories in many areas often limits the options for optimising the 
data basis. The ML-based prediction is only as good as the data in terms of coverage, 
quality and representativeness. This should be taken into consideration in future studies 
and might as well guide future data acquisition efforts. Meyer and Pebesma (2021) sug-
gest to establish an area of applicability for spatial prediction models to assess at which 
locations within the area of interest models can be reliably applied. This approach has, 
for instance, been employed by Betancourt et  al. (2022) for global ozone predictions. 
We propose adopting this concept or a similar one for landslide susceptibility and haz-
ard mapping to enhance the transparency of presented models and maps.

All of these results underscore, on the one hand, the necessity for careful considera-
tion of mapping design choices, such as the composition of the training dataset. On the 
other hand, they affirm the validity and reliability of the results derived by applying the 
framework presented in this study.

5  Conclusions

We introduce a Python-based framework adhering to the FAIR principles, designed 
for the generic and flexible generation of landslide susceptibility and hazard maps. We 
show its application to a test case, demonstrating its reproducibility, extensibility and 
explainability and assess the results for their plausibility.

The produced maps are reasonable and the variations from the reference map align 
with expectations and findings in the literature. This provides confidence in the frame-
work and in its resulting products which is a key prerequisite for its usage in future 
studies.

The presented results of the computational experiments complement existing knowl-
edge, particularly regarding aspects that have been neglected in previous studies, such 
as absence locations sampling and training data representativeness.

Based on our observations, we recommend that future studies should place a stronger 
emphasis on: (1) the discussion and justification of the sampling strategy concerning 
absence locations, (2) the representativeness of the training data with respect to the area 
of interest, e.g. by applying the approach suggested by Meyer and Pebesma (2021) and 
(3) considering the influence of the combination of features just the way it is often done 
for the selection of features. These recommendations aim to enhance the robustness and 
reliability of the training dataset, ensuring a more effective and accurate outcome.
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