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Abstract
Convolutional Neural Network (CNN) or Recurrent Neural Network (RNN) based text classi-
fication algorithms currently in use can successfully extract local textual features but disregard
global data. Due to its ability to understand complex text structures and maintain global
information, Graph Neural Network (GNN) has demonstrated considerable promise in text
classification. However, most of the GNN text classification models in use presently are typ-
ically shallow, unable to capture long-distance node information and reflect the various scale
features of the text (such as words, phrases, etc.). All of which will negatively impact the per-
formance of the final classification. A novel Graph Convolutional Neural Network (GCN)
with dense connections and an attention mechanism for text classification is proposed to
address these constraints. By increasing the depth of GCN, the densely connected graph
convolutional network (DC-GCN) gathers information about distant nodes. The DC-GCN
multiplexes the small-scale features of shallow layers and produces different scale features
through dense connections. To combine features and determine their relative importance, an
attentionmechanism is finally added. Experiment results on four benchmark datasets demon-
strate that our model’s classification accuracy greatly outpaces that of the conventional deep
learning text classification model. Our model performs exceptionally well when compared
to other text categorization GCN algorithms.

Keywords Densely connect · Graph convolution · Attention · Text classification

1 Introduction

The fundamental task of natural language processing (NLP) is text classification, which
assigns text to a certain category based on its content.As a result, text classification technology
has been extensively applied in a variety of domains, including opinion mining [1], spam
classification [2], news filtering [3] and others. Text preprocessing, text representation, and
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text classification [4] are the three basic phases of text classification. The most crucial phase
is text representation.

In traditional text classification methods, bag-of-words features (such as TF-IDF [5] and
N-gram [6], etc.) are frequently utilized as text representation. Then, popular classifiers are
applied, including Naive Bayes (NB) [7], Support Vector Machine (SVM) [8], k Nearest
Neighbor (KNN) [9] and others. Deep learning technology has advanced quickly when it
comes to computer vision, speech recognition and other applications. It has also been effec-
tively used for text representation. Currently, deep learning based text classification models
mainly include: Convolutional Neural Network (CNN) [10, 11], Recurrent Neural Network
(RNN) (such as long short-term memory network (LSTM) [12], and gated recurrent neu-
ral network (GRU) [13]) etc. As transformer [14] has been paid more and more attention
by researchers, transformer-based text classification methods [15, 16] have also appeared.
Transformer’s self-attention mechanism can process sequential data including text well.

Graph Neural Network (GNN) [17], including graph convolutional network(GCN), has
recently drawn a lot of interest. As opposed to conventional deep text classification models
(like CNN and RNN), GNN/GCN describes the text as a collection of edge-connected word
networks rather than as a sequence. As a result, GNN/GCNmakes it simpler to remember the
text’s overall information when compared to CNN and RNN. Yao et al. [18] proposed Text-
GCN, which is the first time GCN is used for text classification. Text-GCN considers both
documents and words as nodes in a graph, thus constructing a graph for the whole corpus.
Solving the text classification task by classifying nodes that represent text, Text-GCN can
achieve good performance on the task with a 2-layer structure, but its performance does not
improve when the number of layers increases. Although existing GCN models have shown
better text categorization results, they still have certain issues:

• Shallow GCN networks cannot capture features between long-range nodes, while purely
stacking the GCN layers will cause shallow features (e.g., words, phrases) to be lost,
which is detrimental to text classification.

• Most of the existing GCN models build a graph for the whole corpus, which leads to the
overly large graph consuming a lot of memory resource. Also, new samples outside the
existing corpus cannot be predicted.

In this paper, aiming at the above problems, we propose a densely connected graph
convolutional network (DC-GCN) with attention to text classification. First, a deep graph
convolutional network (GCN) [19] is built for feature extraction. As the GCN network deep-
ens, the nodes tend to be smooth [20] and shallow featureswill disappear, which has a negative
effect on the classification result. To eliminate the effect, the dense connection method in
DenseNet [21] is used in our model. In addition, dense connections can also generate features
of different scales by multiplexing shallow features, which makes our model more friendly
to text features of different scales. Moreover, we use a new way to build the graph. Instead of
building the entire corpus into a single graph, we create a unique graph for each text. We also
change the original Text-GCN node classification task back to the document classification
task. Different from node classification, document classification needs to aggregate all the
node features before the final classification [22]. As a result, we create an attention module
that can both collect node information and determine the relative relevance of various node
information. In summary, the following are this paper’s main contributions:

• A new way of composition is devised to build a separate graph for each sentence.
• Extend dense connection to GCN network and propose a new DC-GCN network

framework.
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• The network employs an attention mechanism to automatically determine the relative
relevance of various word nodes.

The portions of this essay are divided as follows: A study on text classification methods
is performed in the second section of the essay. The third section introduces the paradigm
put forward in this study. The experimental validation of the model put forward in this
study continues in the fourth section. The conclusion, which follows in the fifth section, will
summarize this paper’s findings.

2 RelatedWork

2.1 Text Classification

In traditional text classification methods, the three steps are usually followed. The first step
is text preprocessing, including word segmentation, data cleaning, removing stop-words, etc.
The next step is to extract artificial features from the document (or any other text unit). Some
popular artificial features include bag-of-words features and extended features. In the third
step, the classifier uses these features as input to make predictions. The most commonly
used classification algorithms include NB, SVM, KNN, etc. Although these traditional text
classification methods have achieved good classification results. They commonly have some
serious problems. First, manual feature extraction is time-consuming and laborious. Second,
artificial features extracted from one domain cannot be well migrated to a different domain
[23].

2.2 Deep LearningMethods

The issues with conventional text classification techniques can be resolved by using deep
learning in this area. Deep learning methods have high transferability and can automatically
extract text features. Currently, CNN, RNN, and their combination make up the classic deep
learning text categorization models.

With its great local feature extraction ability, CNN plays an irreplaceable role in text
classification. In shallow CNN [10, 24, 25] text classification models, a single-layer multi-
channel text classification model proposed by Kim et al. [10] achieved the best classification
performance at the time. Inspired by computer vision to improve the effect by deepening the
network depth, some researchers attempt to achieve better text classification performance by
deepening the depth of CNN. Therefore, a number of models based on deep CNN [11, 26]
are used for text classification. Johnson et al. [26] proposed a pyramid-shaped deep CNN
(DPCNN) text classification model that has become the representative model of deep CNN.
In addition, different from the traditional word level text classification models, Zhang et al.
[27, 28] proposed a char level text classification model, which encodes text with CNN at the
char level and achieves excellent classification performance.

RNN can determine the sentence’s long-term dependencies by using its chain structure.
As a result, more studies favor using RNN to extract textual features. For example, Tai et
al. [29] proposed a tree-structured LSTM to learn richer semantic features. Zhang et al. [30]
proposed a new type of LSTM, which combines LSTM with reinforcement learning, and
has been verified on benchmark datasets. Xu et al. [31] borrowed ideas from DenseNet, and
proposed a multi-channel RNN model for text processing.
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To further enhance the performance of text classification, some research has combined the
benefits ofCNNandRNN.Lai et al. [32] used recursiveRNNbasedonCNNfor text encoding,
which reduced noise when traditional window CNN was used to extract features. Zhou et al.
[33] combined CNN and LSTM. They sent the local features that CNN had extracted into
LSTM for re-encoding so that LSTM could acquire long-term relationships from high-order
sequence data. Liu et al. [34] used LSTM to re-encode phrase features extracted by CNN in
both forward and reverse directions, which further improved the classification performance.

Due to the high performance of transformer in processing sequential information, a num-
ber of researchers have used it for text classification. Shi et al. [15] proposed a POS-aware
and layer ensemble transformer, which can utilize the parts-of-speech information explicitly
of text and combine output frommultiple encoder layers for classification. Liu et al. [16] pro-
posed a model that combines transformer and GCN, which can extract context and sequential
information.

2.3 Graph Convolutional Neural Network

Recently, with the success of GNN in action recognition tasks [35], some text classification
researchers have also turned their attention to GNN. Different from traditional deep learning
text classification models (CNN and RNN), GNN treats the text as a set of edge-related word
nodes and then learns the features of the nodes in a specificway. In 2016, Defferrard et al. [36]
first used GNN for text classification tasks and reached cutting-edge efficiency. Since then, a
lot of research has applied GNN to text classification. Peng et al. [37] converted the text into
a graph of words, which can learn features of word nodes through GCN. They proved the
advantages of graph convolution in collecting non-consecutive and distant semantics through
experiments. Yao et al. [18] constructed the entire corpus as a graph, and shifted the text
classification task into a graph node classification task. using GCN as a node propagation
approach. Based on Yao et al., Liu et al. [38] constructed graphs from sequence, syntax
and semantics, which further enriched the semantic information in the text representation.
However, it takes a lot of memory of the computer to form a graph of the full content.
Therefore, Huang et al. [39] didn’t construct the entire corpus as a graph, but constructed
a separate graph for each text. They verified the effectiveness of this approach through
experiments.

3 Methodology

The framework of our model is shown in Fig. 1. For an input text sequence S =
[w1, w2, w3, . . . , wn], graph building and word embedding ensure that the data can be input
to the GCN network and form initial features. Then through a densely connected deep GCN
for feature extraction. Text features of different scales are extracted. An attention mechanism
is designed to select the important features in the graph. Finally, a fully connected layer and
a softmax function are used as classifiers to obtain the final classification results.

3.1 Graph Building

Text-GCNconstructs a graph for thewhole corpus (includingdocument nodes andwordnodes
to be classified). Therefore, the constructed graph is very large and the model is consumed
by a large amount of memory. Moreover, it is not possible to classify new samples because
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Fig. 1 Overall model framework

Fig. 2 The procedure for creating a graph. Assume that the sliding window’s size p is 2. The adjacency matrix
is shown in the figure on the right

the graph architecture and parameters depend on the existing corpus. To avoid the above
shortcomings, we build a separate graph for each document and then train the model. In this
way, a new graph can also be built for a new sample to complete its classification. A graph
G = (V , E) for every text is built separately. V = [w1, w2, w3, . . . , wn] represents the set
of all words in a text. The edge set E between vertices is determined by a sliding window
p, similar to the sliding window in Text-GCN. Therefore, we can get the adjacency matrix
A ∈ Rn∗n of graph G, where n is the number of word nodes. For example, given a sentence
S = [w1, w2, w3, . . . , wn], the sliding window p is 2. Then in the adjacency matrix, the
corresponding value of w1 and w2 is 1, the corresponding value of w2 and w3 is 1, and so
on. The specific process is shown in Fig. 2.

3.2 Word Embedding

Strings cannot be processed directly by a computer. In consequence of this, for a given string
S = [w1, w2, w3, . . . , wn], where n is the sentence length. We need to transform it into a
format that computers can understand. Word embedding is a fundamental technique that can
convert each word in the following statement into a fixed-dimensional word vector space:
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Fig. 3 Graph convolution structure

xi = Ewi (1)

where wi ∈ RI represents the i − th word in sentence S. E ∈ Rd∗ I is a word embedding
dictionary matrix. I is the vocabulary size. d is the word embedding dimension. Therefore,
the output of this layer X = [x1, x2, x3, . . . , xn] ∈ Rn∗d is a set of node vectors.

3.3 Densely Connected Graph Convolution

3.3.1 Graph Convolution

The multi-layer GCN neural network is made up of the input layer, hidden layers, and the
output layer. It makes use of word co-occurrence associations as edges, word co-occurrence
vectors as nodes, and the adjacency matrix for learning node features. Figure 3 depicts the
structure of a graph convolution.

Specifically, for the node feature matrix X = [x1, x2, x3, . . . , xn] and adjacency matrix
A. Self-loops cause the diagonal elements of A to be set to 1. In addition, we also introduce
a degree matrix D ∈ Rn∗n , where each element Dii in D is:

Dii =
∑

j

Ai j (2)

Therefore, for a GCN with one layer, the learning process of node features is:

L(1) = relu
(
ÃXW0

)
(3)

where Ã = D−1/2AD−1/2, W0 is a trainable parameter.

3.3.2 Dense Connection

It can be seen from Sect. 3.3.1 that a single-layer GCN can only capture the features of
its neighboring nodes, Multi-layer GCN can capture the features of distant nodes through
multiple neighbor nodes, which can get the key features in a multi-node graph. Multi-layer
GCN stacking can be represented by the following formula:

L(m) = relu
(
ÃL(m−1)Wm−1

)
(4)

where m is the number of layers of GCN.
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Fig. 4 Densely connect graph convolution structure. Li is the i-th GCN layer, and L1 is the input through the
first GCN layer

However, the shallow features can be lost as the network becomes deeper. Dense con-
nections can directly combine shallow features with deep features. Inspired by DenseNet,
we design a densely connected GCN network (DC-GCN), which can better capture node
features at longer distances by multiplexing the features of shallow GCN layers. Figure 4
displays the structure of DC-GCN.

Therefore, the m-th layer propagation process of DC-GCN is:

L(m) = relu
(
Ã

[
L(1) ⊕ L(2)⊕, . . . ,⊕L(m−1)

]
Wm−1

)
(5)

where ⊕ means splicing. Additionally, the prior GCNmodels only use the output of the final
layer, which allows for the retention of only the scale properties of the final layer. Unlike the
traditional method, we keep the results from each layer and used the intermediate features at
various scales as the final output:

hi = L(1)
i ⊕ L(2)

i ⊕ . . . ⊕ L(m)
i (6)

H = [h1, h2, . . . , hn] (7)

where hi is the i− th word node. Therefore, through this layer, we get the final feature matrix
H ∈ Rn∗(k∗m), where k is the dimension of GCN.

3.4 AttentionMechanism

The retrieved characteristics must be combined into a fixed-length vector to be classified.
For the feature matrix H = [h1, h2, h3, . . . , hn], not every feature contributes equally to
the task. As a result, we create the attention module to highlight their significance. For each
feature hi , we calculate an attention score ai , ai represents the importance of the feature to
the classification task:

ai = exp
(
eTi us

)
∑

i exp
(
eTi us

) (8)

ei = relu (Wshi + b) (9)

where Ws and us are trainable parameters, and b is the bias term.
Finally, we multiply the score on attention α = [a1, a2, a3, . . . , an] ∈ Rn and the feature

matrix H . Sum and get the finished text representation V :

V =
∑

i∈n
ai hi (10)

Through this layer, we get the final text representation V ∈ Rkm .
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3.5 Classification

The classification module uses one fully connected layer. The purpose of this layer is to
calculate the probability distribution of the category according to the final text representation
V . This layer is represented by the following equation:

P = so f tmax(WV + b) (11)

where P is the category’s probability distribution. W is the trainable parameter, and b is the
bias term. so f tmax is the activation function.

3.6 Implementation

The graph G = (V , E) is created for each text individually, where the V =
[w1, w2, w3, . . . , wn] represents a text’s entire word list. The sliding window p is 2,
and the edge set E between vertices by the sliding window p. Then through the word
embedding layer, the output of this layer X = [x1; x2; x3; . . . ; xn] ∈ Rn∗d is a set
of node vectors. In the DC-GCN block, 5 GCN layers are connected densely for fea-
ture extraction, and the connection method is concat. To select task-friendly features for
text classification, we calculate an attention score ai for each feature hi , ai indicates
the feature’s significance to the categorization task. Then multiply the attention score
α = [a1; a2; a3; . . . ; an] ∈ Rn and feature matrix H . Sum and get the final text rep-
resentation V . V is sent into the classifier to get the judged label, which has a fully
connected layer and a softmax function. Algorithm1 displays the general flow of the proposed
procedure.

Algorithm 1 Proposed Model
Require: text sequence S = [w1, w2, w3, . . . , wn ]
Ensure: predictions for the test dataset’s labels
1: Set batch size to 64, optimizer Adam (learning rate:1 × 10−3), epochs number n to 100;
2: Construct the graph G = (V, E) for every text separately;
3: Create train loaders and test loaders.
4: for i = 1 to n do
5: Obtain X = [x1, x2, x3, . . . , xn ] by word embedding: xi = Ewi ;

6: Obtain L(m) = relu
(
Ã

[
L(1) ⊕ L(2)⊕, . . . ,⊕L(m−1)

]
Wm−1

)
with 5 DC-GCN layers;

7: Compute attention coefficient matrix: α = [a1; a2; a3; . . . ; an ] ∈ Rn ;
8: Multiply attention score and feature matrix: V = ∑

i∈n ai hi ;
9: Obtain classification results by linear layer: P = so f tmax(WV + b);
10: end for
11: Using the trained model with the test dataset, predict labels;

4 Experiment

The experimental datasets, parameter settings, and comparative models are described in this
section. We will contrast and evaluate the results of the experiment for the proposed model
and the other models.
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Table 1 Dataset statistics Dataset Train Test Class Avg.length

MR 7108 3554 2 20.39

R8 5485 2189 8 65.72

R52 6532 2568 52 69.82

Ohsumed 3357 4043 23 135.82

4.1 Dataset

This work chooses 4 benchmark datasets for experimental validation to assess the perfor-
mance of the proposed model on the task of text classification. They include: MR dataset1

[40], R8 and R52 dataset,2 Ohsumed dataset.3 Details of each dataset are as follows:

MR: A dataset of movie reviews with only one sentence per review. It contains 2 non-
intersecting categories.
R8: A portion of the 21578 dataset fromReuters. It contains 8 non-intersecting categories.
R52: A portion of the 21578 dataset from Reuters like R8. But it contains 52 non-
intersecting categories.
Ohsumed:A subset extracted from theMEDLINEdataset. It contains 23non-intersecting
categories.

Table1 displays comprehensive statistics for each dataset. We chose 10% of each training
set as the validation set at random.

4.2 Experimental Setup

4.2.1 Experimental Parameters

We use the Text-GCN parameter settings to determine our model’s parameter settings. The
channel number is 200, the batch size is 64, and the embedding size is 300. All models were
trained using a 0.001 learning rate. The other parameter settings as shown in Sect. 4.4.

4.2.2 Training Details

The model was trained with PyTorch and on an NVIDIA 1660Ti 6G GPU. For data prepro-
cessing, we referred to the processing method of Text-GCN. For the MR dataset, due to the
short text length, we did not remove any words. For other datasets, we only kept words with
a word frequency greater than 5 and remove stop words. For all datasets, we did lowercase
conversion.

We initialized the word embedding layer during training using Glove-3004 [41] pre-
training word vectors, and we allowed the parameters of the word embedding layer to follow

1 http://www.cs.cornell.edu/people/pabo/movie-review-data/.
2 https://www.cs.umb.edu/smimarog/textmining/datasets/.
3 http://disi.unitn.it/moschitti/corpora.htm.
4 http://nlp.stanford.edu/data/glove.6B.zip.
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the model training. Adam [42] optimizer is utilized to train our network. If the correctness
of the testing set does not improve after 1000 iterations,training will be stopped. To avoid
overfitting the network, we utilized batch-normalization [43] and dropout, where the dropout
rate is set to 0.5.

4.3 ComparisonModels and Experimental Results

4.3.1 Comparison Models

We evaluated the proposed model to the recent models. The following information provides
a full comparison of the models:

CNN [10]: A convolutional neural network for text classification proposed by Kim. It
uses a single-layer multi-channel CNN for feature extraction.
LSTM [44]: A long short-term memory network for text classification proposed by
Huang et al. The final text representation is based on the LSTM’s last step state.
Bi-LSTM: Similar to LSTM. However, it uses LSTM for feature extraction in the past
and future directions of the text.
fastText [45]: A simple and effective text classification model proposed by Joulin et
al. It uses the average value of word vectors after word embedding as the final text
representation.
SWEM [46]: A simple word embedding model proposed by Shen et al. It uses a simple
pooling strategy to deal with word embedding.
LEAM [47]: A tag embedding attention model proposed byWang et al. It embeds words
and tags into a single space in order to categorize text.
Transformer [14]: A normal transformer for text classification.
GTG [16]: A transformer and graph convolutional network proposed by Liu et al. It
improves the semantic accuracy of word node features.
Graph-CNN-C [36]: AGCNmodel proposed byDefferrard et al. to perform convolution
operations on the word embedding similarity map. chebyshev filter is utilized.
Graph-CNN-S [48]: Similar to Graph-CNN-C, but a spline filter is employed.
Graph-CNN-F [49]: Similar to Graph-CNN-C, but a fourier filter is employed.
Text-Leve-GNN [39]:A new text classificationmodel based onGNNproposed byHuang
et al. It constructs a graph structure for each text and uses a globally shared edge weight
matrix.
Text-GCN [18]: A text classification model based on GCN proposed by Yao et al. The
problem of text classification is changed into a task of node classification by creating a
large graph of the entire corpus.
Tensor-GCN [50]: Similar to Text-GCN, but it constructs three graphs of the corpus
from three perspectives and then integrates the three graphs to obtain the final node
representation.
GC-GCN-BERT [51]: A GCN network combined with a gating mechanism proposed
by Gao et al. and initialized word vectors using BERT.
MP-GCN [52]: A GCN text classification network proposed by Zhao et al., which adds
a multi-head pooling module to GCN.
InducT-GCN [53]: A novel inductive graph-based text classification framework:
inductive graph convolutional networks for text classification.
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Table 2 Accuracy of every comparison model across four datasets

Model MR R8 R52 Ohsumed

CNN 77.75 ± 0.72 95.71 ± 0.52 87.59 ± 0.48 58.44 ± 1.06

LSTM 77.33 ± 0.89 96.09 ± 0.19 90.48 ± 0.86 51.10 ± 1.50

Bi-LSTM 77.68 ± 0.86 96.31 ± 0.33 90.54 ± 0.91 49.27 ± 1.07

fastText 75.14 ± 0.20 96.13 ± 0.21 92.81 ± 0.09 57.70 ± 0.49

SWEM 76.65 ± 0.63 95.32 ± 0.26 92.94 ± 0.24 63.12 ± 0.55

LEAM 76.95 ± 0.45 93.31 ± 0.24 91.84 ± 0.23 58.58 ± 0.79

Transformer 76.56 ± 0.65 96.47 ± 1.32 92.12 ± 1.12 52.31 ± 0.94

GTG 77.24 ± 0.30 97.22 ± 0.10 94.46 ± 0.08 69.72 ± 0.13

Graph-CNN-C 77.22 ± 0.27 96.99 ± 0.12 92.75 ± 0.22 63.86 ± 0.53

Graph-CNN-S 76.99 ± 0.14 96.80 ± 0.20 92.74 ± 0.24 62.82 ± 0.37

Graph-CNN-F 76.74 ± 0.21 96.89 ± 0.06 93.20 ± 0.04 63.04 ± 0.77

Text-Leve-GNN – 97.80 ± 0.20 94.60 ± 0.30 69.40 ± 0.60

Text-GCN 76.74 ± 0.20 97.07 ± 0.10 93.56 ± 0.18 68.36 ± 0.56

Tensor-GCN 77.91 ± 0.07 98.04 ± 0.08 95.05 ± 0.11 70.11 ± 0.24

GC-GCN-BERT 76.25 ± 0.29 97.64 ± 0.05 94.61 ± 0.14 69.53 ± 0.21

InducT-GCN 77.16 ± 0.21 98.07 ± 0.13 94.89 ± 0.27 69.32 ± 0.18

MP-GCN 77.92 ± 0.10 97.85 ± 0.16 94.54 ± 0.08 70.27 ± 0.12*

Ours 78.10 ± 0.34* 98.54 ± 0.21* 95.95 ± 0.24* 69.21 ± 0.54

For each dataset, we perform 10 runs to determine the average accuracy. The result is the average accuracy ±
standard deviation. The highest accuracy of each dataset is marked in bold and *, and the second place is only
marked in bold

4.3.2 Experimental results

Table 2 contains the outcomes of the experimental comparison. It is evident that the proposed
model has delivered good results on four benchmark datasets. On the MR, R8, and R52
datasets, our model had the highest classification accuracy, while it placed third on the
Ohsumed dataset.

In detail, compared with classic deep learning text classification models such as CNN,
LSTM, and Bi-LSTM, our model produced the best outcomes on four datasets, with an
increase of 0.35% (MR), 2.23% (R8), 5.41% (R52) and 10.77% (Ohsumed), respectively.
This proves the effectiveness of graph convolution in text feature extraction, and it can extract
more effective semantic features than these classical deep learning models. Compared with
simple word embedding models such as fastText, SWEM, and LEAM, our model continued
to deliver the best outcomes on four datasets, with an increase of 1.15% (MR), 2.41% (R8),
3.01% (R52) and 6.09% (Ohsumed), respectively. Proposed model also shows better results
when compared with transformer-based model. Compared to GTG, our model improves
0.86% (MR), 1.32% (R8), and 1.49% (R52) on the three datasets, and reduces 0.51% only
on the Ohsumed dataset. This shows that graph convolution can extract deeper semantic
features based on original word embedding, thus effectively improving the classification
performance. Compared with Text-GCN, our model has achieved stable improvement on
four datasets (increased by 1.36% onMR, increased by 1.47% on R8, increased by 2.39% on
R52, increased by 0.85% on R52). This shows that it is more effective to construct a single
graph for each sentence than Text-GCN, which constructs a large graph for the whole corpus.

123



  144 Page 12 of 17 Y. Peng et al.

Compared with Text-Level-GNN with the same independent composition, our model has
achieved stable improvement on R8 and R52 datasets (increased by 0.74% on R8, increased
by 1.35% on R52), and lagged by 0.19% in Ohsumed dataset. Compared with InducT-GCN,
our model also has achieved improvement on three datasets (increased by 0.94% on MR,
increased by 0.47% on R8, increased by 1.06% on R52), and lagged by 0.11% in Ohsumed
dataset. Compared with other GCN models, the comparison results are similar to those in
InducT-GCN, it has a stable improvement in MR, R8 and R52 datasets, but lagged in the
Ohsumed dataset. This shows that our model has a better classification effect for short and
medium text, but the effect is relatively weak when dealing with long text (like the Ohsumed
dataset). The reason is that the context information of long text will be richer, and our model
is set to a fixed value of 1 when the adjacency matrix of the graph convolution is initialized,
and the rest of the graph convolution models are calculated by the PMI algorithm. So they
will contain richer weight information, and this advantage will be amplified when the text
is longer. For example, this is equivalent to our model not using pre-trained word vectors,
while the rest of the models do, even though the weights are changed during post-training.

Generally speaking, compared with the traditional non-GNN models, GNN models have
shown great advantages in the four datasets. Compared with the other GNN models, our
model is more advantageous in short and medium text.

4.4 Hyperparameter Research

4.4.1 Influence of Network Depth

The influence of network depth on classification accuracy is shown in Fig. 5. On short datasets
like MR, the model has the best effect when the depth is 3. On datasets such as R8, R52 and
Ohsumed, the best results are achieved when the depth is 5. This validates our assumption
that different lengths of text require different network depths. Moreover, the performance of
both long and short data sets degrades as network depth continues to increase after the best
results have been achieved. The reason is that deepening layers introduce unnecessary noise.

4.4.2 Influence of Window Size

The influence of window size on classification accuracy is shown in Fig. 6. It is evident that
when thewindow is relatively small (Thewindow size is 3 or 4), the difference in classification
accuracy is relatively small.However, once thewindow is too large, the classification accuracy
will decrease significantly. The reason is that the initial window affects the initial node
neighbor distance.When thewindow is small, the network continuously increases the distance
of the captured neighbor nodes as the depth increases. But once the initial window is too
large, the network will be unable to extract the information of short-distance nodes (i.e.
small-scale features). When deepening the network depth, it is easy to cause the extracted
distance range to exceed the sentence length, which increases noise and has a negative impact
on classification accuracy.

4.5 Exploring the Effectiveness of Attention

To investigate the model’s attention mechanism’s efficacy, we conduct ablation research on
the attention mechanism. The outcomes are displayed in Table 3. Compared with MaxPool
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Fig. 5 The effect of network depth on classification accuracy

Table 3 Classification accuracy
of different pooling methods

Dataset MR R8

DC-GCN+MaxPool 78.25 98.26

DC-GCN+MeanPool 78.26 97.99

DC-GCN+Attention 78.53 98.36

andMeanPool, the Attention mechanism has improved the classification accuracy to varying
degrees.

5 Conclusion

In this research, a densely connected GCN network with attention is proposed for text clas-
sification. It starts by creating a unique graph for each text. Then add these independent
graphs to a GCN network with dense connections. The GCN network’s high degree of con-
nectivity allows the model to adaptably extract text features at various scales. The attention
module receives the extracted features and distinguishes the importance of each aspect when
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Fig. 6 The effect of window size on classification accuracy

aggregating the features, thus improving the performance of the model. Experimental valida-
tion uses four benchmark datasets. The experiment results indicate that our model is highly
competitive when compared to other advanced methods, particularly for short and medium
texts.

Naturally, this is only a preliminary investigation into the use of graph neural networks
for text classification. In the future, we will study the application of graph neural networks
in text classification in more detail. For example, it is expected that the field of text classifi-
cation will use the currently popular graph attention networks and gated graph convolution
to significantly improve classification performance.
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